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Abstract
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Abstract—Optional software-based features are increasingly becoming an important cost driver in automotive systems. These include features pertaining to active safety, infotainment, etc. Currently, these optional features are integrated into the vehicles at the factory during assembly. This severely restricts the flexibility of the customer to select and use features on-demand and therefore, the customer will either have to be satisfied with an available set of feature options or pre-order a car with the required features from the manufacturer resulting in considerable delay. In order to increase flexibility and reduce the delay, it is necessary to provide the option to configure the vehicle on-demand at the dealership or remotely.

In this paper, we present our vision and challenges involved in developing a platform infrastructure that allows on-demand deployment of automotive safety features and ensures their correct execution.

I. INTRODUCTION

In the recent years, there has been a lot of innovation in optional automotive software features, especially the ones pertaining to active safety and infotainment. Car manufacturers are increasingly providing these optional software features in their vehicles that make driving safe and the journey enjoyable. However, all these features are currently integrated into the vehicle by the manufacturer. This leaves the customer with limited options to choose a set of software features that he/she requires. The customer has to either be content with the set of pre-configured features provided by the dealership or pre-order a car with the required set of features which will take significant amount of time to be delivered by the manufacturer. In the above context, it is desirable to improve the customer experience by providing more flexibility with less delay for deployment of a new required feature.

The possible alternative to improve the flexibility of deployment of a safety feature according to customer requirement are illustrated in Fig. 1. The scenario shown in Fig. 1(a) depicts the current process of ordering, manufacturing and delivering the vehicle, which has to go through the manufacturer leading to a significant delay. It is shown in Fig. 1(a) that the customer requires the Lane Keep Assist (LKA) feature, but has to be satisfied with a combination of LKA and Blind Spot Detection (BSD) features that is offered by the dealership. The more advanced alternative shifts the deployment of an on-demand safety feature from a cloud server, whereby the customer can request for a new feature remotely. The cloud server would then determine the feasibility of deploying this new feature considering the configuration of the vehicle platform. If the requested safety feature is found to be feasible for deployment, then the vehicle is configured with the new feature by downloading the feature code and requirements from the cloud. This scenario is shown in Fig. 1(b). This new alternative allows the customer to configure only the LKA feature when required. However, this alternative would require a support infrastructure that can enable a safe deployment of the on-demand feature such that the new feature does not interfere with the already running system adversely. In effect, the new alternative is plug and play (PnP) of automotive safety features.

In this paper, we present our vision of platform-based PnP of automotive safety features and discuss the areas that pose significant challenges in the realization of this new paradigm. The platform infrastructure realizing the new paradigm will be composed of hardware (sensors, actuators, electronic control units (ECUs) and communication networks) and software resources required for basic operations such as engine control, braking, steering, etc.

The main challenges we present in this paper are:

1) developing a specification format, i.e., how can we specify features and the platform architecture taking into consideration the possibility of future additions of new system properties and resource types
2) determining safety of deploying on-demand features in terms of platform compatibility and timing schedulability
3) ensuring security constraint satisfaction
4) efficient runtime management, i.e., providing adequate resource budgets at runtime

Further, we also discuss possible solution approaches corresponding to the existing challenges.

The relevance of this PnP paradigm looks promising in the automotive industry as is observed in the car sharing business model. Several companies have launched different car sharing programs [1]. Leveraging the car sharing pro-
grams, the users can select a car brand and type of their choice and then may want to select more or less safety features depending on their driving skills and experience. The proposed platform-based infrastructure can play a role in allowing users to select the required safety features thereby providing a more personalized driving experience.

The rest of this paper is organized as follows. Section II presents the static (development time) and dynamic (run time) views of the platform architecture. Section III introduces the language needed to specify requirements of a feature that the platform needs to satisfy in order to safely deploy the feature. Section IV describes deployment-time checks performed by the platform to ensure that these requirements are satisfied. Section V introduces an approach to perform checks in a compositional manner. Section VI briefly introduces the problem of runtime resource management for dynamically installed features. Finally, Section VII concludes the paper.

II. PLATFORM ARCHITECTURE

In this section, we present the important building blocks that need to be developed in order to realize the paradigm of platform-based PnP of automotive safety features. The platform architecture can be described from two perspectives - the platform as seen by a feature and the internal platform perspective with concrete resources.

The high-level architecture of such an automotive platform from the perspective of a feature is shown in Fig. 2. Each on-demand feature sees virtual resources, i.e., abstract sensors, virtual ECUs, virtual network and abstract actuators. The feature gets access to these resources at runtime through a runtime service API interface. The on-demand feature is agnostic to the distributed resource manager and the deployment APIs.

The concrete platform architecture is shown in Fig. 3. This concrete platform view encompasses concrete resources clearly depicting what types and number of each resources exist on the platform. Given the concrete instance of the resources, an admission controller determines feasibility of deploying the feature on the platform which may already be running other safety features. The platform is also equipped with a distributed resource manager, which provides virtualization of the physical platform resources, such as ECUs, sensors and actuators. It also ensures that the sensor to task, task to task and task to actuator delays satisfy the timing requirements specified by the feature developer. A communication module/layer provides ability to retrieve an on-demand feature from the cloud server. A middleware layer will provide functionalities such as providing an interface to access the services of a feature, managing the installation, update and uninstallation of the feature on the platform, etc.

There are two possible phases of operation provided by the platform architecture to each feature - deployment phase and runtime phase. In the deployment phase, the requirements of a new feature are checked to analyze if it can be serviced with required resources along with already deployed features. Once a feature has been deployed, the runtime goal of the platform is to ensure that sufficient resources are provided to the feature at each and every instant when the feature executes on the platform.

Figure 1: Illustration of Plug and Play in Automotives: (a) current ordering, manufacturing and delivering process, (b) on-demand deployment from the cloud server.
To deploy an on-demand feature, the deployment interface in the middleware would need the details of how many ECUs, sensors, and actuators need to be allocated for the feature. In addition, it would also need information about what is the bandwidth allocated for the feature on each of the allocated resources. The deployment interface must also include functions to place a request to the cloud server, which will then initiate the admission controller to check the feasibility of the required feature and present the information regarding resource requirements back to the interface. The runtime service API provides an interface to execute the code of the on-demand feature with the required resource bandwidths at all times.

The feasibility of deploying a feature on the platform needs to be checked at the cloud server before the feature is actually deployed on the platform. The feasibility check may involve checks for timing schedulability, platform compatibility, and verification of security requirements. The timing schedulability check will verify that the timing requirements in executing all the features are satisfied given the platform architecture, mapping of tasks to resources in the platform and the scheduling policies on the resources. The check for platform compatibility can include complex verifications to ensure that the required virtualized resources are available on the platform. This will require an extensible interface specification for the resources such that varying characteristics of different types of a resource can be specified using a general specification part and a resource specific specification part. We will discuss about this more while discussing the feature specification language. In addition, certain security requirements will be verified which ensures that there is no leakage of information from a security critical task/feature to a malicious task/feature. In the next section, we discuss the potential feature manifest specification, which will be required to test the feasibility of deploying the on-demand feature on the platform.

III. FEATURE SPECIFICATION

In order to perform a feasibility check at the cloud server, a feature specification format/language is required that will specify the resource and timing requirements of the on-demand feature. This specification is in accordance with the platform view (shown in Fig. 2) that is visible to a feature. Each feature is assumed to be built from a set of tasks/ runnables that communicate with each other and also access the sensors and actuators. In order to deploy the features, it is essential to first specify their requirements. The requirements invariably include the resource requirements, temporal constraints and security constraints that need to be adhered to.

The feature manifest specifies certain requirements and characteristics of the feature:

1) a set of tasks and information flow between these tasks
2) workload requirement for each task
3) resources accessed by each task (for e.g., the number and type of sensors and actuators accessed)
4) timing requirements for task execution
5) criticality level of the feature

Challenges: One of the important characteristics that the specification language must exhibit is extensibility. The specification language must be extensible in two dimensions. In PnP automotive systems, there can be a large number of system properties that need to be considered while ensuring a safe system. However, the list of properties keeps getting updated and new properties may need to be included later. For example, in-vehicle communication security was not considered earlier as a design parameter, while it is increasingly becoming an important design parameter. Therefore, the language must be flexible enough to accommodate new properties with simple additions to the specification.

The second dimension is that the specification language should also have the flexibility to specify different classes of the same resource. For example, a camera sensor can have some basic parameters, but there can be variations in the camera sensors based on the rate at which the device captures the image, the resolution of the image captured, etc.
Hence, it is essential that the specification language takes into consideration the basic parameters and the variation in parameters so that any new resource variation can be accommodated with ease.

**Solution Approach:** The feature specification language must be capable to describe the architecture of the platform, connections between the different resources and the timing parameters concerning the usage of the resources. It must also describe the feature details such as the constituent tasks and their dependencies along with the workload imposed by each task. These details can be captured by any architecture description language (ADL). A comprehensive description of the commonly used ADLs has been provided in a survey [2]. Although, many ADL frameworks are well developed and have necessary analysis tools, they have not been designed keeping in mind the required PnP nature of the system. Recently, a domain specific language based on Scala was developed for on-demand medical systems [3]. As there are some similar concerns for system safety between on-demand medical systems and PnP automotive platforms, we have used the specification language presented in [3] for feasibility analysis of platform-based PnP of automotive safety features. There are additional safety concerns and resource characteristics that need to be considered in the automotives, which are different from on-demand medical systems. Some of these aspects have been added to the language presented in [3] and we foresee that more will be added in the future. Our specification format for PnP of automotive safety features was extensively discussed in [4].

We are currently working on making the specification format extensible in the two dimensions mentioned earlier.

**IV. Admissions Control**

Admission control is an important step in the correct deployment of a new feature in the platform. This is shown in the concrete platform view in Fig. 3. There are several reasons that may cause rejection of features from executing on the platform. Each platform instance has a different set of resources and may not necessarily have all the resources required by a feature. For example, some required sensors may not be available on a platform instance. It may also happen that the ECU does not have sufficient capacity to satisfy the workload requirement of the feature due to already deployed features. This is where admission control is important to prevent the incorrect deployment of an on-demand feature. In our context, admission control broadly consists of checking for safety and security assurance in order to admit a feature to run on the platform. Therefore, we first present a detailed description of what safety and security assurance are and the challenges posed by them. In the next section, we present a potential solution to check for safety assurance, which is based on compositional analysis.

**A. Safety Assurance**

This section discusses the challenges and issues concerning the assurance of the safety of PnP applications (apps) in terms of the resource virtualization. Prior to installation and execution of such apps, the automotive PnP apps must be assured to guarantee and contribute to the driving safety and vehicle security.

The PnP automotive application in this paper is a safety and security-concerned software system which performs a safety functionality (feature), e.g. LKA and BSD, that improves vehicle safety. The safety of vehicle systems in ISO 26262 [5] is classified by Safety Integrity Level (SIL).

The safety integrity of the automotive PnP apps also conforms to SIL requirements which requires a satisfiable integrity degree of safety analysis of apps installed on vehicles. The safety analysis time of automotive apps depends on a SIL that an app has to meet; the highest SIL demands rigorous and exhaustive analysis, such as formal analysis techniques, which demands relatively more time and analysis resources that lower SIL apps do. Thus, the first challenge to guarantee the safety of the automotive PnP apps is analysis time. Since automotive PnP apps need to be deployed within a relatively limited time since the customer requests any app to install, the analysis of the apps has more constraints upon its verification time and resources than the automotive apps installed at manufacturing time.

Second, distributed resources, e.g. sensors, actuators, motors, in the PnP environment are quite often shared to satisfy different purposes while the resources have been dedicated to a particular control. Hence, the arbitration of resources need to be more sophisticated and well-tuned than ever.

1) **Platform Compatibility Analysis:** Static availability constraints mandate that the checking algorithm verifies that the virtual resource specified in the manifest has a matching physical resource in the platform instance. It does not depend on the other features deployed in the system. This resource matching is termed as compatibility of the feature resource requirements with the available resources on the platform. The compatibility analysis can range from checks for simple resource matches to checks for more detailed resource matches.

Typically, a check for a simple resource match would involve a check for the particular resource type that the feature needs. For e.g., if a safety feature needs an ECU, checking for the availability of ECU on the platform is a simple check. However, a more detailed check would involve a check to find the exact resource if the requirements specify multiple other properties of the resource. For e.g., checking for a camera sensor that satisfies the data rate requirements, resolution and other properties is a more detailed check as compared to just checking for the availability of a camera.

2) **Resource Contention Analysis:** There are several techniques from literature that may be exploited to perform timing analysis of the new feature with the already deployed
features. It is important here that the timing analysis must be done taking into consideration the safety criticality of the features. There are several admission control techniques for different scheduling algorithms in literature. These techniques are based on schedulability analysis concepts from the real-time scheduling domain. Several admission control algorithms have been developed for rate monotonic (RM), deadline monotonic (DM) and earliest deadline first (EDF) scheduling strategy.

In the seminal paper by Liu and Layland [6], they proposed a utilization bound for a set of tasks scheduled by rate-monotonic scheduling. If the cumulative utilization of all the tasks along with the new task is below the proposed utilization bound, then the new task can safely be admitted into the system. Although this type of admission control is computationally simple, it only gives a sufficient but not necessary condition for schedulability. Therefore, the processor utilization achieved using this bound may be lower leading to under utilization of resources. On the other hand, there are works in literature that propose exact schedulability tests [7], [8], [9], which give necessary and sufficient conditions. However, they are not suitable for admission control due to the pseudo-polynomial complexity.

Several algorithms have been proposed to increase the accuracy while maintaining low complexity. One such algorithm was presented in [10], where a load test was proposed for DM tasks with deadlines less than or equal to periods. The proposed method computes an upper bound on the worst-case response times (WCRT) of tasks taking into consideration the accepted and the arriving task. If the upper bound on WCRT is always less than or equal to the respective deadlines, the new task and the accepted tasks are schedulable under DM and the new task can be admitted. Similar algorithmic improvements for admission control under EDF scheduling policy also has been conducted [11], [12], [13]. Admission control has also been achieved using real-time interfaces [14], [15], whereby the authors propose the formalism of component interfaces, which describe the required resource requirement in terms of demand curves. The admissibility is therefore checked by ensuring that the resource supply curve of the platform instance is sufficient to satisfy the component demand curve.

There hasn’t been much work done on efficient admission control algorithms considering safety criticality levels of the incoming and already deployed features. One work [16] exploits the different demands of tasks along with EDF-VD scheduling approach, whereby deadlines of the higher criticality tasks are scaled according to their demand. One future research direction with regards to this area will be to devise new interface concepts to handle safety-critical scenarios in a mixed criticality setting.

B. Security

In today's vehicles, security features must include not just physical access and protection of confidential information, but also critical safety systems such as drive-by-wire braking and steering [17]. In other words, compromising the vehicle safety-critical units can result in the safety failure of the vehicle system. Compromising the security in vehicle systems is possible in two ways: vehicle network system and vehicle applications that potentially are connected to safety-critical vehicle control units.

The vehicle network system is either of vehicle-to-vehicle (V2V) or vehicle-to-cloud (V2C), and the attack to the safety-critical units is possible through those networking systems [18], [19], [20]. The other possibility to attack the safety-critical components is to use a PnP application that intends to compromise and breach the vulnerability of vehicle systems with malicious purposes.

The first challenge is to develop security threat models potential in the emerging automotive communication environment and applications so that appropriate security mechanisms and systems can be developed to address those threatening models.

The second challenge is to overcome the legacy networking resource limit. Currently, the most popularly used internal networking system is CAN (Controller Area Network bus). In order to protect safety-critical software units, such as Engine Control Unit, Transmission Control Units, etc, from malicious access through CAN channel shared with non-safety-critical software components, such as infotainment systems, one of popular ways to bring the security to CAN is the entity authentication between communication nodes using MAC (Message Authentication Code) [21], [22]. Since CAN is originally not designed to account for the security problem [23], some of data bits for data transmission need to be sacrificed for the authentication; The more secured channel needs the more data bits, i.e. the data bits of CAN used for data transmission should be scarified to guarantee the highly secured channel. For this reason, the acquisition of the resource for security protocols is critical to guarantee the security of PnP apps. The literature [21], [22] proposes a resource configuration method that guarantees a secure communication using MAC upon CAN data payload. However, it needs to take into account a dynamic security resource allocation for PnP app environment.

To overcome the bandwidth limitation of CAN, a new version of CAN, CAN Flexible Data rate (CAN FD), that supports up to 64 Bytes payload instead of 8 Byte is proposed by ISO 11898-7. However, it requires a new design of vehicle software communication and the update of the legacy software codes of the manufacturer.

The third challenge is that the security analysis integrity of automotive software has not been officially regulated by any regulation and standard organization. In principle, it is
The safety analysis of applications in this framework is performed in two steps: platform-independent analysis with virtual resources, and platform-specific analysis with concrete resources. The first analysis step is to figure out the optimal (minimal) resource requirements that enable an app to fulfill both functional and non-functional requirements. The purpose of this step is to quantify necessary resources of apps independently from platforms. This step is done by app developers. The second analysis step checks if a given platform providing actual resources supports the virtual resource requirements from apps. This second analysis step is a part of the admission control in the platform-based approach.

Figure 4 shows an example of an app. It consists of two components (C1, C2) of which each is composed of 3 tasks. Each task has executable programs of the target functionality. In C1 component, every task is assigned to a CPU which is scheduled by EDF (Earliest Deadline First). T2 uses CAN_{MAC} for secure communication while T3 uses a normal CAN CAN. Each task requires a CPU to execute programs, a CAN (Controller Area Network) to support non-secure communication, a secured CAN supported by MAC (Message Authentication Code) for secure communications. If a task is periodic, it is characterized by real-time parameters, such as a period (p), an (worst-case) execution time (e), and a deadline (d). For the communication with tasks in other components, a task may require a CAN. Its requirement can be specified in a similar way with the CPU requirement using real-time parameters, such as a period (p), the (minimum) transmission bit (b), and a deadline (d). The specification of a CAN (p, b, d) means that the task requires b bits bandwidth every p time units with the deadline d. In order to make a secure communication, a task may require a secure channel, i.e. CAN supported by MAC, with the same real-time parameters as the CAN not supported by MAC.

A set of tasks is encapsulated by a component, which is responsible for controlling tasks with specific scheduling mechanisms for such shared resource as CPU and CAN. In principle, individual resource requirements of each task in a component is abstracted into a collective resource requirements specification. In Figure 4, the component C1 specifies its collective CPU requirements that satisfy its encompassing tasks, T1, T2, and T3, on a CPU resource specification. In addition, C1 exposes similar collective resource requirements for CAN and CANs supported by MAC. The CAN is used by T2, and the CAN supported by MAC for secure communication is used by T3. The component C2 exposes similar resource requirements. The specification of those collective resource requirements for CPU, CAN and CAN supported MAC is called component interface. For instance, I_{C1} and I_{C2} are component interfaces for C1 and C2.

Prior to analysis of apps without a given platform, A component interface that satisfies the functional and non-functional requirements of apps is firstly computed, and that is called virtual configuration in the platform-based framework. In order to satisfy functional and non-functional requirements, real-time parameters of each tasks of an app are computed in such a way that they require the minimal amount of resources. This computation accounts not only for task’s real-time properties but also for scheduling (distribution) mechanisms for sharing resources.

Next, the compatibility of component interfaces is checked against a given specific platform to see if a new app can achieve its functional and non-functional requirements under platform constraints. In next section, we discuss an approach to the virtual configuration check and the compatibility check.

### A. Compositional Framework

The compositional framework for hierarchical scheduling systems [24], [15], [25] presents the fundamentals and the underlying techniques for the computation of component interfaces and the compatibility check.
In the compositional framework, resource requirements of real-time tasks are also introduced by an interface, and a supply pattern of resources available to tasks is represented by a resource model. The schedulability, one of compatibility checks, is verified by checking if an interface of a component is satisfied by a resource model, i.e. the quantity of resources demanded by every task in a component is always be provided by a resource model.

A component in a hierarchical scheduling systems as shown in Figure 5 consists of a set of workloads (tasks) and a scheduling mechanism, such as EDF (Earliest Deadline First) and RM (Rate Monotonic). The scheduling system is constructed in a hierarchical manner such that a workload of components may become a component which also consists in a set of workloads and a scheduling mechanism. Thus, either a workload of a component can be viewed as a task controlled by the component, or it can be viewed as a component including another set of workloads. Individual components, except the root component, and workloads are given in a requirements specification, called interface. For instance, a periodic interface (resource) model [24] specifies a periodic resource request, such as the interface \( (p, e) \) that requires the amount \( e \) of resources every \( p \) time units. Both interfaces of workload and component share the same interface such that the interface of child level components can be analyzed as one of workloads at the parent level component. In order to construct an optimal hierarchical scheduling system, the construction of a hierarchical scheduling system is done in a bottom-up way that the terminal workloads are grouped into a component and their optimal resource requirements are computed as the interface of the component, which is regarded as a workload at its parent level and grouped again into another component.

B. Challenges in Adopting Compositional Framework to Platform-based Approach

The compositional framework can be adopted by the platform-based approach for the analysis of PnP apps. As mentioned in Section V, the functionality of an app are composed of one or more components, and each component requires the resource requirements using an interface. The interfaces of an app would be provided to a concrete platform so that it is checked whether or not the interface can be supported by the platform.

However, the classical compositional framework presents some open issues. First, the interface of components of automotive PnP apps should account for multi-typed resources. The classical compositional framework accounts for a single type resource, e.g. single core or multi-core CPU. However, automotive PnP apps requires multi-typed resources, such as CPU, CAN, sensors and actuators.

Second, the timing modality of resource requests might not be regular. The classical compositional framework handles a regular resource request pattern, such as periodic resource model, where a task requests the same amount of resources every specific period. However, the PnP apps might have to consider a more dynamic and divergent resource request pattern of tasks, which is beyond the analysis scope of the classical analytic methods.

Third, the classical interface of the compositional framework presents inherent pessimism in sharing resources. The interface of components is a collective resource requirements specification abstracting all resource requirements of individual workload in a component. Hence, such an abstraction presents an inherent pessimism, i.e. the quantity of resources required by an interface is more than the workloads of a component actually require.

To address to the issues above, the platform-based safety analysis needs a more flexible and sophisticated verification techniques. The next section discusses alternative methods that support rigorous analysis of complicated and divergent automotive PnP apps.

C. Model-based Compositional Approach to PnP App Analysis

Formal methods are analysis techniques recommended by ISO 26262 [5] to assure the highest safety integrity of automotive E/E software systems. Model checking in formal methods is an exhaustive analysis method that checks whether or not a given model of the system satisfies a given property by exploring all the states of a system model. The model checking is very attractive since it is so exhaustive that its analysis is 100% certain with respect to a given property even though it has the state-explosion issue. Moreover the analysis procedure does not need any human effort, i.e. it is fully automatic. For this reason, the international standards recommends model checking as a verification alternative for the highest safety integrity of automotive software system.

The model checking approach to compositional systems has been studied for many applications, such as [26], [27]. The idea behind the compositional model checking is as follows (Figure 6): Given two components \( P_1 \) and \( P_2 \), if the interface \( A_1 \) of \( P_1 \) is a projection of \( P_1 \) to the component \( P_2 \), the verification of the composition of \( P_1 \) and \( P_2 \) is...
possible by checking the composition of the interface $A_1$ and $P_2$. If $P_1$ and $P_2$ interact with each other, the interface $A_1$ ($A_2$) represents $P_1$’s ($P_2$’s) behavior projected to $P_2$ ($P_1$). This approach reduces the searching space of the states for model checker to explore and increases the chance to return a result within linear time. The compositional approach to real-time systems can be found from [28], [29], [30]. The approach to scheduling systems are founded from [31], [32]; The key idea behind them is to abstract a resource supply from the system as an interface model and check the schedulability of the workloads of a component against the interface model. For instance, in Figure 5, the interfaces $Interface_{C1}$ and $Interface_{C2}$ are resource requirement specifications demanded by child components consisting. Instead of modeling individuals of all components, each interface is modeled as a resource model that supplies resources according to its specification. In the parent level, the interface is checked in such a way that the workload that inherits real-time parameters from the interface is checked by the configuration of the parent level. In this way, individual components are compositionally checked with respect to the other components using the interface (resource) model.

The model checking is known to be flexible enough to be capable of handling sophisticated real-time settings which are divergent from classical real-time parameters of the classical frameworks. In particular, [33] presents a more flexible schedulability analysis framework, in which the scheduling component includes probabilistic tasks whose real-time parameters are dependent on various probabilistic distributions. [32] presents a resource model that is divergent from the classical regular resource supply patterns. Hence, the model checking can be an alternative that complements the flexibility of the classical analytic methods.

VI. Runtime Resource Management

Runtime resource management (RRM) is another key area that poses several challenges in realizing the paradigm of our PnP platform for automotive safety features. Once a feature is found to be admissible, the first primary goal of RRM should be to provide the features with adequate budgets on each of the resources they require no matter what is the amount of workload from other features. It is essential that the resource allocation at runtime is done within a bounded time and using as less resources as possible. Further, the resource allocation policy should be able to handle the dynamic scenario in a PnP platform, i.e., the installation and uninstallation of features.

There are several works in literature [34], [35], which look at the problem of runtime resource management in various types of system. Currently, we are evaluating these approaches so that the necessary aspects can be identified in runtime resource allocation, which need to be addressed for our PnP automotive platform.

VII. Conclusion

In this paper, we presented a vision of platform-based plug and play of on-demand safety features in automobiles. A prototype architecture of the envisioned platform was described briefly with functionalities of the constituent blocks. Further, we presented the key areas which pose challenges to realizing such a platform architecture. Specifically, the three main challenging areas discussed included specification approach for such a platform and features, approaches to ensure safety of the system in terms of platform compatibility and schedulability of features, and ensuring security.
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