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Abstract
We investigate the formation of fingered flow in dry granular media under simulated rainfall using a quasi-two-dimensional experimental setup composed of a random close packing of monodisperse glass beads. Using controlled experiments, we analyze the finger instabilities that develop from the wetting front as a function of fundamental granular (particle size) and fluid properties (rainfall, viscosity). These finger instabilities act as precursors for water channels, which serve as outlets for water drainage. We look into the characteristics of the homogeneous wetting front and channel size as well as estimate relevant time scales involved in the instability formation and the velocity of the channel fingertip. We compare our experimental results with that of the well-known prediction developed by Parlange and Hill [D. E. Hill and J. Y. Parlange, Soil Sci. Soc. Am. Proc. 36, 697 (1972)]. This model is based on linear stability analysis of the growth of perturbations arising at the interface between two immiscible fluids. Results show that, in terms of morphology, experiments agree with the proposed model. However, in terms of kinetics we nevertheless account for another term that describes the homogenization of the wetting front. This result shows that the manner we introduce the fluid to a porous medium can also influence the formation of finger instabilities. The results also help us to calculate the ideal flow rate needed for homogeneous distribution of water in the soil and minimization of runoff, given the grain size, fluid density, and fluid viscosity. This could have applications in optimizing use of irrigation water.
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Kinetics of gravity-driven water channels under steady rainfall
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We investigate the formation of fingered flow in dry granular media under simulated rainfall using a quasi-two-dimensional experimental setup composed of a random close packing of monodisperse glass beads. Using controlled experiments, we analyze the finger instabilities that develop from the wetting front as a function of fundamental granular (particle size) and fluid properties (rainfall, viscosity). These finger instabilities act as precursors for water channels, which serve as outlets for water drainage. We look into the characteristics of the homogeneous wetting front and channel size as well as estimate relevant time scales involved in the instability formation and the velocity of the channel fingertip. We compare our experimental results with that of the well-known prediction developed by Parlane and Hill [D. E. Hill and J. Y. Parlane, Soil Sci. Soc. Am. Proc. 36, 697 (1972)]. This model is based on linear stability analysis of the growth of perturbations arising at the interface between two immiscible fluids. Results show that, in terms of morphology, experiments agree with the proposed model. However, in terms of kinetics we nevertheless account for another term that describes the homogenization of the wetting front. This result shows that the manner we introduce the fluid to a porous medium can also influence the formation of finger instabilities. The results also help us to calculate the ideal flow rate needed for homogeneous distribution of water in the soil and minimization of runoff, given the grain size, fluid density, and fluid viscosity. This could have applications in optimizing use of irrigation water.
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I. INTRODUCTION

Water infiltration in soil is a long-standing research topic due to a wealth of interesting physical phenomena, such as fluid-granular interactions, as well as also having a wide variety of industrial applications. For example, rainwater can induce solute leaching as it drives contaminants from the unsaturated zone just below the soil surface to deeper areas underground such as the water table[1]. This affects the quality of groundwater and thus such infiltration studies have aimed to limit the adverse effects of groundwater contamination[2–4]. Both laboratory[5,6] and real field experiments[7,8] have confirmed the existence of preferential drainage paths in sandy soils under uniform flow via rainfall or irrigation water. In agricultural applications, when water drains through preferential channels, drainage greatly reduces the quantity of water around the root zone that could otherwise be absorbed by the plants. Understanding the physical mechanisms involved in water infiltration during rain can help in developing novel techniques that could potentially have direct applications in soil remediation and water retention.

The most common applied method for soil treatment is the use of soil additives that enhance and modify the physical and chemical quality of the soil with the aim of improving water retention. However, to fully optimize their properties, to maximize water usage in soil, and to identify the parameters responsible for necessary improvements, basic aspects such as soil structure heterogeneity and liquid-granular interactions must be studied. Since infiltration is an example of multiphase flow, basic interests on the subject have initially focused on the dynamics of the interface between two immiscible fluids.
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analysis of the fundamental physical features that arise from the infiltration process. This means that understanding how channel size and channel velocity are affected by granular and fluid properties remain to be key pieces in mapping out the entire puzzle of the phenomenon of finger instability.

In this paper, we present an experimental kinetic study on the dynamics of the formation of water channels during steady rainfall. Using a quasi-two-dimensional (2D) setup that simulates different rainfall rates and at the same time provides good visualization of water channel formation, we determine systematically the influence of physical parameters on the formation of the wetting front, instability, and propagation of water channels. These physical parameters include granular properties, such as particle size, which have been commonly studied. We also vary fluid viscosity, an important parameter whose effect on channel formation has not yet been sufficiently surveyed. Moreover, we also estimate relevant time scales involved in water channel formation, thereby providing additional information on the kinetics of the instability. Finally, we derive an expression for determining the optimal flow rate value that is needed for uniform distribution of water and minimization of runoff for any fluid and soil of known properties. The results presented have applications in the improvement of the usage of irrigation water.

II. EXPERIMENT

We use a quasi-two-dimensional (2D) cell, of cross-sectional area $A$ (length, $l = 30$ cm; cell thickness, $e = 0.8$ cm). To reduce wetting effects on the glass wall, the sample cell is made hydrophobic by washing with hydrophobic silane solution (OMS Chemicals). We attach screen meshes at the bottom portion of the cell to freely circulate air and to freely drain water while preventing glass beads from emptying out of the 2D cell.

The geometry of the setup certainly influences channel size [33,34]. The experiment is designed as such not just for reproducibility, but also so that we can observe larger as well as multiple channels. This is in stark contrast to water channels in 3D experiments performed by Wei et al. [34], where 3D water channels are very narrow compared to the packing size. This 2D cell is filled with random close packing of monodisperse glass beads (A-series, Potters Industries, Inc.) as our model soil system. The glass beads are hydrophilic. We clean them by burning them in a furnace for 72 h at high temperature. Then we soak the glass beads in 1 M HCl, rinse with deionized water, and then bake them in a vacuum oven for 12 h at 110 °C and then left to cool at room temperature. Contact angle measurements on the clean hydrophilic beads reveal a contact angle, $\theta^\circ$, of $\theta^\circ = 16 \pm 2^\circ$. The packing porosity is $\epsilon = 0.36$ and is measured using the imbibition method. The cell is first filled with dry glass beads then the glass beads are taken out of the cell. Water is then slowly poured into the glass beads until they are fully saturated. The glass beads are weighed before and after the imbibition and, since the density is known, the difference gives the pore volume. Calculating pore volume with respect to bulk volume of the cell gives the porosity. While the majority of the experiments had $\epsilon = 0.36$, a few experiments had $\epsilon = 0.40$. The packing could not be perfectly controlled. Regardless, the actual experimental porosity values are used in the calculations and within this porosity range, the dynamics of water channel formation is consistent and reproducible.

We build a rain source with equally spaced glass capillary tubes (borosilicate micropipettes, VWR). The spacing between the tubes is 1 cm. The rain source provides a constant rain rate $Q$ and we control the distance, $h$, between the tip of the capillary and the soil surface to control the droplet impinging speed. From the average masses of the raindrops, we estimate the droplet diameter to be 3 mm. We suspend the sample cell beneath the rain source as shown in Fig. 1. We also make sure that raindrops do not impact the glass wall.

We measure the rain rate by determining the volume of water per time per cross-sectional area. As expected, experiments show that the rain rate is proportional to the water level in the rain source. Because also of the design limitation of the size of the rain source, extremely high flow rates can only be achieved when the size of the capillary tubes is also modified. Control of the flow rate is set according to the water level height in the rain source and the size of the capillary tubes. Thus, to achieve higher flow rates, we vary the capillary tubes using readily available capillary tubes ($\pm 0.5\%$) in the market: 5 $\mu$L, 10 $\mu$L, 25 $\mu$L, and 50 $\mu$L. The full lengths of all these commercial capillary tubes are 12.70 ± 0.05 cm and the outer diameters (OD) of all the tubes are measured to be within the range of approximately (1.6–1.8) ± 0.5 mm. Since these tubes are in fact micropipettes, the volumes are calibrated only up to a certain effective length, which is 7.30 ± 0.05 cm. The inner diameters (ID) vary according to its volumetric capacity and can be calculated from the effective length. The values are 0.295 ± 0.001 mm, 0.418 ± 0.002 mm, 0.660 ± 0.003 mm,
The presence of a light box behind the sample cell illuminates it from behind when taking images at 5 s intervals using an SLR camera (D90, Nikon and Canon-SLR, Canon) that is automatically preset by a corresponding computer software.

To further probe the kinetics of the infiltration process, we modify the viscosity of the primary fluid (water) by adding a concentration of glycerol (Sigma Aldrich) to create a water-glycerol solution. The addition of glycerol increases the viscosity of the fluid. The properties of the water-glycerol solutions are presented in Table I. The density and viscosity values are calculated from Cheng et al. [35]. The densities of the water-glycerol solutions do not significantly change whereas the viscosities are increased by a factor up to eight times. The interfacial tension values are obtained from a study of interfacial tensions as a function of the volume of glycerol fraction performed by Shchekotov [36]. The interfacial tension values also do not significantly change. In addition, it has been determined from previous studies [37] that glycerol is hydrophilic and thus the contact angle of the water-glycerol solutions is essentially hydrophilic and is similar to water.

For some infiltration experiments of more viscous fluids, we use a camera (Phantom) with a frame rate of 24 fps to capture the infiltration and instability formation in slightly greater detail.

Before proceeding on how the infiltration phenomenon is influenced by physical parameters of the model soil, we provide Table I. Properties of the water-glycerol solutions at $T = 25^\circ$C used in calculations.

<table>
<thead>
<tr>
<th>Glycerol fraction</th>
<th>Density $\rho$ (kg m$^{-3}$)</th>
<th>Viscosity $\mu$ (mPa s)</th>
<th>Surface tension $\sigma$ (mN m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1000</td>
<td>1.0</td>
<td>72</td>
</tr>
<tr>
<td>40</td>
<td>1117.5</td>
<td>4.1</td>
<td>65</td>
</tr>
<tr>
<td>50</td>
<td>1150.6</td>
<td>8.0</td>
<td>64</td>
</tr>
</tbody>
</table>
probe the effects of the droplet impinging speed, $U_T$, on our system and we do not see any significant effect [38]. For the experiments described in this paper, we keep the droplet impinging speed constant at $U_T = 1.0$ m/s but vary the rain rate, $Q$, accordingly.

III. EXPERIMENTAL RESULTS

A. Experimental observations: Infiltration process

In our experiments, infiltration under steady rain proceeds with rainwater initially wetting the soil surface as shown in Fig. 2(a).

As rain is continuously supplied at a constant $Q$, a homogeneous wetting front begins to penetrate and develop inside the porous medium. As water continues to infiltrate vertically in the direction of gravity, the interface of the front eventually becomes unstable. Some of these instabilities fully develop into water channels while others do not. As soon as the water channels form, the wetting front ceases to infiltrate further deeper into the medium and these water channels serve as preferential paths for the drainage of water. We study the infiltration process in initially dry and hydrophilic granular beads. First, we keep rain rate $Q$ constant but vary the diameter of the glass beads, $D = 2R$, which is proportional to the characteristic size of the pore [39]. Figure 2(b) shows a representative experimental image sequence for infiltration of water at $\mu = 1$ mPa s, $Q = 14.5$ cm/h, and at $D = 300$ $\mu$m. In Fig. 2(b), we also observe a second finger instability, which results to a second water channel.

Next, we keep the diameter $D$ constant but vary viscosity $\mu$ and rain rate $Q$. Figure 2(c) shows another representative image sequence for infiltration of water-glycerol mixture at $\mu = 4$ mPa s, $Q = 96.0$ cm/h, and at $D = 1$ mm. In each of our experiments, we always use clean and dry glass beads.

In all these experiments, we measure the extent of the physical observations, such as the maximum width of the homogeneous wetting front, $z_{\text{wet}}$, the average width or diameter of the channels, $d$, and the distance between two channels, $d'$. These results concerning morphology are discussed in Wei et al. [38].

We also observe that the water channels are definitely not smooth. This is caused by the capillary forces that permit lateral flow of water into the surrounding dry soil in what is termed as fringe expansion [40]. Fringe expansion contributes to the rugged appearance of the channels. In addition, particle size also plays a role since the morphology of the channels is sensitive to packing defects. The channel width, $d$, then is taken as the average value of the widths across the entire length of the channel.

B. Experimental observations: Kinetics

We can observe features common to all the performed experiments regardless of viscosity, flow rate, impinging speed, or bead diameters. Once rain begins to reach the soil, the first thing we observe is the establishment of a homogeneous wet front or wet zone, Fig. 3. The development of the wet front may be slow or fast depending on both the properties of the fluid and the granular medium. The front gradually increases in size due to the presence of a continuous rain source, which supplies water to the top of the model soil surface. When it sufficiently forms, results suggest at first glance that the front is completely saturated. However, it has been shown that in the direction of gravity, a gradient of water saturation actually exists between the surface of the model soil and the area immediately just below it. This is to say that saturation levels are higher in the bottom of the front than at the top [40,41]. Recent studies have suggested the role of saturation levels in the wetting front on instability formation although currently in literature, the wetting front is still a subject of ongoing investigations.

From experiments, the formation of the wetting front is particularly recognizable for fluids of low viscosities (1 mPa s). At larger viscosities, the homogeneous wetting front is easier to identify at higher flow rates. At larger viscosities but at lower flow rates, the wetting front appears faint because experiments give an impression that the viscous droplets do not spread enough to sufficiently coalesce with neighboring droplets.

We plot the average velocity of the wetting front, $v_{\text{wet}}$, as a function of bead diameter, $D$, in Fig. 4(a). We define the average channel velocity as the average change in length of the channel with time. The length of the channel is the vertical distance between the tip of the finger and the surface of the model soil. Figure 4(a) shows that the wetting front propagates at higher velocities in larger bead diameters than in smaller ones.

We also observe that the formation of the homogeneous wetting front takes time, particularly for low flow rates. In the case of low rainfall rate, this time scale can be measured by simple image analysis. Rain falling onto the soil surface allows the wetting front to expand downward in a homogeneous fashion, while moving at a certain velocity, $v_{\text{wet}}$. Eventually at a certain time, $t_C$, an instability occurs at the interface with the development of a finger. Fingers can appear either successively or simultaneously depending on the experimental conditions. The parameter $t_C$ refers to the time of formation of the channels and is the second main kinetics observation. This parameter will be discussed further in the next section. We will mainly

FIG. 3. (Color online) Experimental images showing the evolution of the homogeneous wet zone, $z_{\text{wet}}$, with time during the early moments of rainfall. This is for the following experiment: droplet impinging speed, $U_T = 1.0$ m/s, particle size $D = 300$ $\mu$m, viscosity $\mu = 1$ mPa s, and rain rate $Q = 14.5$ cm/h.
focus on the time it takes for the first set of fingers to appear, though data will be presented for the succeeding fingers.

Finally, once a finger is formed, the finger propagates deep in the soil until it reaches the bottom of the cell, where water drains. The propagation of the finger exhibits a certain velocity, \( v \), making it the third kinetics observation. The plot of the velocities of the water channels as a function of time is seen in Fig. 4(b) (at constant \( \mu, U_T, Q \), but varying \( D \)) and Fig. 4(c) (at constant \( U_T, D \) but varying \( \mu, Q \)). In Fig. 4(b), we compare the finger channel velocities of both the first and second channel that develop. Results suggest that the velocities of the first channel are always greater than the velocities of the second channel.

Figure 4(c) shows the average velocities of the channel fronts as a function of rainfall flow rate, \( Q \), and fluid viscosity, \( \mu \). These data are taken using hydrophilic beads at constant bead diameter, \( D = 1 \) mm, and at constant \( U_T \). In this figure, there is a clear trend pertaining to channel front (or finger) velocities with respect to rainfall flow rate and fluid viscosity. First, at constant fluid viscosity, \( \mu \), the channel finger velocities increase with flow rate. The larger volume of fluid entering the soil results to faster propagation of channels downward. Second, at constant flow rate, \( Q \), channel fingers in less viscous fluids (1 mPa s) propagate faster than in more viscous fluids.

Now that we have presented a general description of the experimental observations, we look into them more closely in the next section. Among these observations, we first look into the onset of finger instabilities when the wetting front has fully formed. These instabilities serve as precursors for the formation of fluid channels.

### C. Time of formation of water channels

In the infiltration process, the onset of the instability in the homogeneous wetting front corresponds to the transition towards channel formation. Capillary forces dominate the formation of the wetting front. As the front develops inside the medium, capillary forces stabilize the interface while gravity has a destabilizing effect. At the onset of the instability, certain areas of the homogeneous front develop relatively faster than others. Many of these protofingers [42] develop in the front but only one or a few mature and grow into a full water channel. Once a finger fully grows into a channel, the other protofingers cease to develop.

During the growth of the instability, the entire wetting front still continues to move in the direction of gravity as water is still continuously supplied at the surface. When the finger instability grows into a water channel, only then will the front plane stop growing. This is because the water channel serves as a preferential path for water drainage as it provides an outlet for water.

Expectedly for different bead sizes, the time of appearance of the water channel also varies as water flow through a porous medium is limited by the size of the pore. It takes a longer time for water to flow through smaller pores than it takes through larger pores. Thus it takes a longer time before the water channel appears. Figure 5(a) shows different time scales observed in our experiments. In this graph, we consequently plot the time of appearance of the first and second channel, \( t_{C1} \) and \( t_{C2} \), respectively. Using water (\( \mu = 1 \) mPa s) and also at constant \( Q, U_T \), we consistently observe two channels regardless of \( D \). There is also clearly a trend for the formation of the first water channel as a function of particle size. However, the second channel does not exhibit such a clear
third quantity but also by other parameters, which are yet to be fully determined. A of the second channel seems to be conditioned not just by particle size particles where liquid flow is much slower. However, the formation of the first channel, meaning water channels form much later in smaller bead size diameter. A clear trend exists during the formation of the water channel, \( t_C \), as well as the time it takes for the front to become homogeneous, \( t_h \), all as a function of bead size diameter. A clear trend exists during the formation of the first channel, meaning water channels form much later in smaller particles where liquid flow is much slower. However, the formation of the second channel seems to be conditioned not just by particle size but also by other parameters, which are yet to be fully determined. A third quantity \( t_s \) is the time when the front becomes homogeneous. Owing to the unique design of the rain source, it takes time for neighboring droplet impact sites to coalesce and form a continuous front. (b) Experimental data of average time of formation of the first water channel, \( t_{C1} \), as a function of flow rate \( Q \) for different fluid viscosities, \( \mu \), but at constant particle size diameter \( D \) and droplet impinging speed, \( U_T \). There appears to be a decreasing trend with respect to flow rate \( Q \) initially at low flow rates but this trend slowly increases at higher flow rates and higher viscosities.

We also plot in the same graph the quantity \( t_h \), which is the characteristic time when the front becomes homogeneous. This is due to the experimental design, in which the front during the first few seconds of rain is not homogeneous as previously shown in Fig. 3.

In the infiltration of more viscous fluids using constant \( D \) and \( U_T \) but at varying \( Q \), the time of appearance of the formation of water channels seems to generally decrease with increasing flow rate as shown in Fig. 5(b). This physically means that as more volume of water enters the medium at high flow rates, water immediately requires a drainage outlet and thus channels form rather quickly. The rightmost point in this graph, however, corresponds to a more viscous fluid (8 mPa s) infiltrating at extremely high flow rate. Experiments show that instead of forming distinct water channels having widths considerably less than the length of the 2D cell, a massive front is generated that covers the entire length of the cell.

With these observations, we use a proposed model from literature to explain the physics of the phenomenon.

IV. MODEL DISCUSSION

The linear stability approach has been used in numerous studies. Through experimental results, it became more apparent that infiltration is a form of immiscible fluid displacement between a wetting phase (liquid) and a nonwetting phase (air). To study such a phenomenon, Saffman and Taylor [29] performed one of the pioneering approaches on the subject using experiments in Hele-Shaw cells filled with two fluids of different viscosities using the fact that flows in porous media and in Hele-Shaw cells are formally analogous. The different properties of both fluids result to perturbations occurring in the interface. These perturbations develop into instabilities. Crucial to the analysis of the formation of the instability is the definition of the pressure at the interface of these two fluids. Saffman and Taylor [29] notes that a sharp interface is nonexistent but nevertheless assumed that there is no pressure jump across the interface since the characteristic width of the perturbations in the interface is smaller than the length scale of the motion. Thus, for Saffman and Taylor [29], pressure is continuous. This results to an equation where any perturbation, whether large or small, can grow into a water channel. This contradicts our observation where the finger size is clearly defined from a characteristic perturbation that develops the fastest. Chooke et al. [30] incorporated this limitation in the modification of the original analysis of Saffman and Taylor. In their assessment, the pressure is in fact not continuous and the discontinuities are defined by a Young-Laplace relationship. Hence the interfacial pressure jump was described by an effective macroscopic surface tension. However, it is often difficult to determine exactly the effective macroscopic surface tension and thus Parlange and Hill [24] later argue that this might only be valid for fluid displacements in parallel plates and not for porous media such as soil. The analysis of Saffman and Taylor [29] and Chooke et al. [30] were performed for a less viscous fluid driving a more viscous one. While the opposite of the infiltration process described in this paper where the more viscous fluid, water, displaces the less viscous fluid, air, its principles are certainly analogous to water infiltration in a dry porous medium. Nevertheless, Parlange and Hill [24] further proposed another approach for calculating channel width taking into account the influence of soil-water diffusivity when the curved front propagates. While using the same basic principles of linear stability analysis initially described by Saffman and Taylor [29], Parlange and Hill [24] considered the front as a discontinuity and assumed that if \( U_1 \) is the velocity of the relatively flatter front, then the velocity of the curved front, \( U_2 \), is decelerated proportionally to its curvature, \( (r_1^{-1} + r_2^{-1}) \) according to Eq. (1), where \( r_1 \) and
where $r_2$ are the front’s two principal radii of curvature:

$$u_2 = u_1 - \xi \left( \frac{1}{r_1} + \frac{1}{r_2} \right),$$ (1)

where $\xi$ is a function describing soil properties. In other words, Parlange and Hill [24] described the interface pressure as a function of front velocity.

Assuming that the fluid is incompressible and the porosity of the granular material is uniform, the velocity potential satisfies Laplace’s equation, $\nabla^2 \phi$. Darcy’s law is then used to describe the velocity of the front in the $z$ direction, where $z$ is pointing downward:

$$q_z = -\kappa_s \nabla \phi,$$ (2)

where $\kappa_s$ is the hydraulic conductivity, $S_s$ is the saturated water content, and $S_0$ is the initial water content. The hydraulic conductivity $\kappa_s$ measures the ease in which a fluid flows through pore spaces [4]. As $\kappa_s$ will appear in succeeding equations, it is worthwhile to note its definition [43],

$$\kappa_s = \frac{\rho g K_0 D^2}{\mu},$$ (3)

where $\rho$ is the fluid density (water), $\mu$ is the dynamic viscosity, $g$ is the acceleration due to gravity, $D$ is the particle diameter, and $K_0$ is the intrinsic permeability. For a random close packing of spheres having porosity, $\epsilon = 0.36$–0.40, $K_0$ can be determined using the Karman-Cozeny equation [43]. From this approach, $K_0 = 6.3 \times 10^{-4}$. From Eq. (3), conductivity is proportional to the square of the particle size, so we expect that water infiltration proceeds extremely faster in larger bead sizes as indeed observed from our experiments.

From an initial condition of $z = 0$, taking the derivative of the front position with time results to the velocity of the curved interface (see Parlange and Hill [24] for more details on the linear stability analysis):

$$u_2 = u_1 + a \lambda^2 \xi \exp(i \lambda y + \omega t),$$ (4)

where $a$ is the amplitude, $\lambda$ is the wavelength, $\omega$ is the growth rate of the instability, and $\xi$ is a function describing soil properties defined as

$$\xi = \int_{S_0}^{S_s} \frac{D_f}{S_s - S_0} d\theta,$$ (5)

where $D_f$ is hydraulic diffusivity, which varies with water content, $S_s$ in this equation. The hydraulic diffusivity is defined as the ratio of the flux to the soil-water content gradient [4]. It is to note that water movement in soil is not actually described as diffusion, in the strictest sense, but of mass flow or convection [4], although the term diffusivity has been used for historical reasons.

Nevertheless, the solution to the Laplace equation such that $\omega > 0$ gives

$$\omega = \lambda \left( \frac{\kappa_s - u_1(S_s - S_0)}{S_s - S_0} \right) - \xi \lambda^2.$$ (6)

If pressure is continuous across the front, Parlange and Hill [24] note that the instability that grows the fastest and results to a channel satisfies $d\omega/d\lambda = 0$, where $\lambda$ is given by

$$\lambda = \frac{1}{2} \left( \frac{\kappa_s - u_1(S_s - S_0)}{\int_{S_0}^{S_s} D_f d\theta} \right).$$ (7)

Using substitution of Eq. (7) to Eq. (6), we obtain the growth rate of the unstable wavelength, $\omega = \lambda \lambda^2$, where $\lambda$ is related to the equation for determining finger width or diameter, $d$. Parlange and Hill [24] argue that the finger width is roughly of this dimension, $d = \pi/\lambda$, and the soil diffusivity can be expressed in terms of soil sorptivity, written as

$$s^2_{sw} = 2(S_s - S_0) \int_{S_0}^{S_s} D_f d\theta.$$ (8)

Sorptivity is the measure of the capacity of a medium to absorb or desorb liquid through capillary forces [31]. Culligan et al. [39] states that the sorptivity depends on the properties of both the fluid and the porous material. Using scaling analysis, Culligan et al. [39] used experiments in real sandy soil to arrive at the following relationship for sorptivity:

$$s_w = s^* \left( \frac{e \beta D_s \sigma \cos \theta^*}{\mu c S_{sw}^{1/2}} \right)^{1/2},$$ (9)

where $s^*$ is the dimensionless intrinsic sorptivity with a value equivalent to $s^* = 0.133$ as experimentally determined for sandy-type soil [39], $e$ is the porosity, $\rho$ is the fluid density, $\mu$ is the dynamic viscosity, $l^*$ is a microscopic characteristic length scale of the medium, $\sigma$ is the surface tension, $\theta^*$ is the effective contact angle, $S_{sw}^{1/2}$ is the average saturation of the infiltrating fluid at the inlet of the porous medium, and $c$ is an empirical coefficient determined from the Brooks-Corey pore size distribution index. We can expect $l^*$ to be proportional with the particle size diameter, $D$. However, it is difficult to determine the value of $S_{sw}^{1/2}$, thus we have assigned $l^*/S_{sw}^{1/2}$ in Eq. (9) to be equivalent to $\beta D_s$, where $\beta$ is a fitting parameter equal to $\beta = 0.015 \pm 0.002$. The value of $\beta$ is kept constant for all equations where this parameter appears. Thus Eq. (9) is now simplified into the following equation:

$$s_w = s^* \left( \frac{e \beta D_s \sigma \cos \theta^*}{\mu} \right)^{1/2}. (10)$$

Further substitutions result to the equation for determining channel width, which is written as

$$d = \kappa_s \frac{\pi s^2_{sw}}{(S_s - S_0)(1 - Q/\kappa_s)}.$$ (11)

The parameter $S$ is the water content defined as the ratio of the volume of water in the soil and the total volume of the soil. The subscripts $s$ and $0$ respectively represent the saturated state and initial state of the soil. Since these experiments have been performed from initially dry and random close-packed glass beads, $S_0 = 0$ and $S_s = \epsilon$, where $\epsilon$ is the porosity, representing the maximum amount of water that can be contained within the pore spaces. Equation (11) has shown good agreement with experimental results obtained from sand [2,10,33].

The measure of the capillary forces is manifested in the surface tension factor in the sorptivity. As capillary forces increase, so does the sorptivity. This consequently leads to an increase in channel width or size. Capillary forces stabilize the
wetting front. As the instability develops, the characteristic size of the perturbations that can develop also increases with increasing capillary forces. This is the fundamental reason why soil with smaller bead diameters shows larger channel widths at constant viscosity and flow rate.

We can also use the same analyses as a starting point to calculate the characteristic time it takes for a wavelength to become unstable. The linear stability analysis also provides the period, \( \tau \), which is given by \( \tau = 2\pi/\omega \), where \( \omega = \xi^2 \). We can calculate for \( \lambda \) via substitution of Eq. (5) to Eq. (8) to yield the following relationship:

\[
\xi = \frac{s_w^2}{2(S_s - S_0)^2}.
\]

Furthermore, \( \tau \) can be further simplified into

\[
\tau = \frac{4\epsilon^2 d^2}{s_w^2 \pi},
\]

where \( (S_s - S_0) \approx \epsilon \) and \( \epsilon \) is porosity, \( d \) is the channel finger width [Eq. (11)], and \( s_w \) is sorptivity [Eq. (10)]. This time scale reflects the time of appearance of the first channel that develops from the instability of the homogeneous wetting front. We put the focus on the formation of the first water channel because experimentally a clear trend is observed with respect to bead size as shown in Fig. 5(a). Combining Eqs. (3), (10), (11), and (13) gives the following scaling for \(\tau\):

\[
\tau \sim \frac{\mu}{D^3} \left(1 - \frac{\mu Q}{\pi \kappa s \epsilon D^2} \right)^2.
\]

Parlange and Hill’s main contribution has been to describe the beginning of the instability and the morphology of the fingers that develop from such an instability. The model is the basis of subsequent analysis from Glass et al. [10] in describing the channel finger propagation velocity, \( v \), to arrive at the following relationship:

\[
v = \frac{k_s}{(S_s - S_0)} f(Q/k_s).
\]

Further analysis by Glass et al. [10] and Wang et al. [3] shows that Eq. (15) can be written as follows:

\[
v = \frac{k_s}{\epsilon} (C + (1 - C)\sqrt{Q/k_s}),
\]

where \( C \) is the projected zero flow velocity for fingers [3], which is dependent on the dimensionality (whether 2D or 3D systems) of the granular system.

Further expansion of Eq. (16), using substitution of the definition of hydraulic conductivity [Eq. (3)] yields the following scaling:

\[
\mu v \sim (\mu Q)^{1/2}.
\]

In Eq. (17), the dependence of the channel finger velocity, \( v \), on \( \sqrt{Q} \) is demonstrated for all fluid viscosities.

We have so far discussed the evolution of the instability formation. Instability precedes the formation of the water channel and we have shown that the drainage of water channels from an initial wetting front can be described by linear stability analysis. More recently, numerical simulations performed by Cueto-Felgueroso and Juanes [25,26] have also advanced our understanding of the topic. The analysis of Cueto-Felgueroso and Juanes [25,26] proposes a macroscopic phase-field model during unsaturated flow. They also employed linear stability analysis to stress the importance of the role of the water saturation in the growth of the instabilities. In essence, their model introduces a nonlinear term to the classical Richards equation to account for the appearance of perturbations. This term is formally related to the surface tension at the interface of the wetting front. From mathematical calculations, they predict that finger width and finger velocity both increase with infiltration rate.

Nevertheless, despite many proposed modifications to existing models, linear stability analysis is enough to describe well the morphology and certain aspects of kinetics of the formation of water channels as will be discussed in the next section.

V. MODEL APPLICATION AND COMPARISON WITH EXPERIMENTS

Owing to our quasi-2D rainfall setup built with equally spaced capillary tubes, it takes a certain time \( t_c \) for the front to establish homogeneously. We take into account the previously calculated parameter, \( \tau_c \), as a delay during which the front becomes fully homogeneous. The effective time of appearance of the first channel is then given by

\[ t_{C_1} = t_h + \tau, \]

where \( \tau \) is calculated from Eq. (14) and \( t_h \) still remains to be estimated.

A. Time scale for the establishment of the homogeneous zone

We can compute for \( t_h \) since it is mainly a function of the distance between the capillaries, \( d_{cap} \), in the rain setup and flow rate, \( Q \), as schematically shown in Fig. 6(a).

We let \( Q \) be the total flow rate impacting the system. The raindrops will impact on the surface of certain initial volume. Successive impacts will increase the volume of the drop, which will eventually result to coalescence of neighboring droplet impact sites. The total volume then on one impact site underneath a capillary tube is a function of time, \( V(t) = A Q t \), where \( A \) is the cross-sectional area of the cell (m²). Note that \( Q \) has units in velocity (m/s). When the front makes a depth in the medium equal to \( d_{cap} \), the time it takes for the front to become sufficiently homogeneous can be calculated from the parameters of the sample cell, where

\[ t_h = \frac{\epsilon d_{cap}}{Q}, \]

where the spacing between capillary tubes in the rain setup is set at \( d_{cap} = 1 \text{ cm} \), \( Q \) is the total flow rate in units of velocity, and \( \epsilon \) is the porosity of the medium. The size of the sample cell is also a factor but \( l \times e \text{ cm}^2 \), where \( l \) and \( e \) are the length and thickness of the sample cell, respectively, will just cancel out with the cross section \( A \) in the denominator. Thus, in this equation, the spacing of the capillary tubes in the rain source is an important criterion that influences the front homogenization. This means that if the spacing had been larger, e.g., \( d_{cap} > 1 \text{ cm} \), we can expect the front homogenization to occur much later due to the fact that
FIG. 6. (Color online) (a) Illustration of the first few moments of rainfall. Due to experimental design, there is a time scale, \(t_c\), at which the front becomes homogeneous. As the droplets impact the granular medium of an initial volume, successive drops will increase this volume as a function of time until neighboring impact sites coalesce to form a homogeneous wetting front. We suppose that this coalescence is achieved when the depth of the front is equal to the spacing between adjacent capillary tubes. (b) At constant \(U_T\), \(Q\), and \(\mu\), experimental data on time of appearance and formation of the first water channels as function of bead size, \(D\). The time of formation of the first water channel, \(t_{C1}\) (circle), fits well with a model [Eq. (18)] derived from the linear stability analysis of a stable front. (c) At constant \(U_T\) and \(D\), we plot the experimental data for different \(\mu\) as a function of \(Q\) and show agreement with the model [Eq. (18)], particularly at low flow rates. The model predicts an initial decrease in \(t_{C1}\) at low \(Q\), but will gradually increase at higher \(Q\), especially for higher values of \(\mu\). The three curves in this figure are calculated from the model [Eq. (18)] using different viscosity values.

The coalescence of droplet impact sites is less favored when the distance between them increases.

Once the front becomes homogeneous, it propagates in a uniform manner downward until instabilities develop.

B. Time scale for the instability to develop

At constant \(U_T\), \(Q\), and \(\mu\) but at varying \(D\), Eq. (18) agrees well with experiments as shown in Fig. 6(b). In this figure, \(t_{C1}\) decreases with increasing \(D\). In addition, as a function of flow rate \(Q\) and for three different viscosity values, \(\mu\), Eq. (18) also shows decent agreement with experiments as depicted in Fig. 6(c), particularly for low flow rates. In this figure, the three curves generated from Eq. (18) are for three different viscosity values with the topmost curve having the highest value (8 mPa s). Figure 6(c) shows interesting behaviors. At low viscosities (1 mPa s), \(t_{C1}\) decreases with \(Q\), meaning water channels will form faster at higher flow rates. However, as the viscosity increases the time of formation of water channels initially decreases at low \(Q\) but then slowly increases as \(Q\) further increases. This becomes even more prominent at higher viscosity values (8 mPa s), where larger flow rates increase the time it takes for water channels to form. Based on experimental observations at high viscosity and high flow rate, where \(Q\) is close to the value of \(\kappa_s\), the fluid initially infiltrates as one massive front, so water channels form at a later time.

The decent agreement between our experimental data and the theoretical results suggest that taking into account an additional time delay for the formation of the homogeneous front is necessary to obtain a more accurate description of the process, especially at constant \(U_T\), \(Q\), and \(\mu\) as shown in Fig. 6(b). In Fig. 6(c), at low flow rates and low viscosities, there is agreement between the data and the model predictions. However, the model, which is based on the linear stability analysis developed by Parlange and Hill, seems only to capture the time scale for the destabilization of the homogeneous front only for low flow rates. The model appears to be less accurate when \(Q\) approaches \(\kappa_s\), which happens at conditions of higher \(\mu\) and higher \(Q\) values. It would then be worth testing these experimental data using other models in literature, in
FIG. 7. (Color online) (a) Experimental data on the average channel front velocity, \( v \), as a function of \( D \) at constant \( Q \), \( \mu \), and \( U_T \). Model fit shown by the solid line is Eq. (15). (b) Experimental data on the average channel velocity, \( v \), rescaled with viscosity \( \mu \), as a function of flow rate \( Q \) also for different fluid viscosities using Eq. (16). The relationship between \( \mu v \) and \( \mu Q \) is further emphasized in Eq. (17), where the dependence of \( \mu v \) on \( \sqrt{\mu Q} \) is demonstrated. These are results from experiments performed at constant \( D \) and \( U_T \). (c) Experimental data of number of channels, \( N \), as function of \( D \) at constant \( Q \), \( \mu \), and \( U_T \). (d) Experimental data of number of channels observed, \( N \), as a function of flow rate \( Q \) and for different fluid viscosities, \( \mu \), rescaled using Eq. (21) at constant \( D \) and \( U_T \).

particular the recent model developed by Cueto-Felgueroso and Juanes [41], to check whether the predictions are better. This is the subject of future investigations.

C. Channel finger velocity

We can derive the velocities of the channel from Eq. (16). Similarly, we apply this equation to two different cases, first at constant \( Q \), \( \mu \), and \( U_T \) but at varying \( D \) and second at constant \( D \) and \( U_T \) but at varying \( Q \) and \( \mu \). The results of the first case are shown in Fig. 7(a). This figure shows that the velocity of the water channel is also dependent on the particle size. Larger particles have larger pores and thus have greater water flow velocity, allowing water to easily flow down.

The results of the second case, on the other hand, are shown in Fig. 7(b). In both cases, in applying Eq. (16), we use \( C = 0.2 \).

In Fig. 7(a), higher channel finger velocities are predicted in larger bead diameters due to the accompanying larger pore size. In Fig. 7(b), the dependence of the channel finger velocity, \( v \), on \( \sqrt{Q} \) is demonstrated for all fluid viscosities as predicted in Eq. (17).

From these results, the model derived from linear stability analysis fits reasonably well with the experimental data.

D. Number of channels

Now that we have shown the model fits for channel width, characteristic time of channel formation, and channel finger velocity, in this section we apply the same model to predict the number of channels, \( N \). At constant \( U_T \), \( Q \), and \( \mu \), but varying \( D \), we observe two channels plotted in Fig. 7(c) and the separation distance between them roughly remains constant as shown in Wei et al. [38].

At constant \( D \) and \( U_T \) but at varying \( Q \) and \( \mu \), shown in Fig. 7(d), the number of channels observed for less viscous fluids (1 mPa s) such as water generally increases with \( Q \). The value of \( N \) in more viscous fluids, however, decreases with increasing \( Q \). At low \( Q \), there are less number of channels in less viscous fluids but already more channels in more viscous fluids. This result already provides a clue that the fluid viscosity modifies the temporal dynamics of the instability formation.

Similar to aforementioned approaches, we rescale the experimental data by using the equation for channel width obtained from linear stability analysis as a starting point.

By mass conservation, the total volumetric flow rate, \( QA \), is equal to the volumetric flow rate in each finger multiplied by the number of fingers, \( N \). This relationship can be written as

\[
QA = Nq_f,
\]
where $Q$ is the total flux into the granular system (m/s), $A$ is the total cross-sectional area, and $q_f$ is the flux through each finger, which is a function of channel velocity, $v$ [Eq. (15)] and channel finger width, $d$ [Eq. (11)]. Further expansion of Eq. (20) approximately results to

$$N \sim \frac{A}{D^2} \left( \frac{\mu Q}{\rho g K_0 D^2} \right)^2 \left( 1 - \frac{\mu Q}{\rho g K_0 D^2} \right)^2. \quad (21)$$

In Eq. (21), we can see that $N$ exhibits two behaviors as a function of fluid viscosity and flow rate at constant bead diameter. It increases with $\sqrt{\mu Q}$ but decreases with $(1 - \frac{\mu Q}{\rho g K_0 D^2})^2$. The curve is presented in Fig. 7(d).

In this figure, the number of channels initially increases at low viscosity fluids (1 mPa s) and low flow rates. However, at higher fluid viscosities (8 mPa s) and higher flow rates, $N$ reduces in value not because there are no individual channels that form but because the fluid eventually infiltrates as one massive stable front, which may or may not break up into channels. At higher flow rates, the model starts to not describe the data, therefore suggesting that the model could still be improved. It is however experimentally difficult due to the limitations of the size of the rain source and the available capillary tubes. In addition, the resources at the time of the experiment also limited us from repeatedly doing multiple runs of a single experiment. Regardless, the two points reported within this range indeed show a lesser number of channels than the maximum.

At constant bead size, increasing the viscosity reduces the hydraulic conductivity of that particular fluid; thus the flow rate, $Q$, slowly approaches the value of $k_s$ ($Q \rightarrow k_s$). When this happens, the number of channels will decrease as predicted by the equation. Physically this implies that given a certain total cross-sectional area of the cell, we can predict the number of channels that can appear during the infiltration of a fluid within that particular area. And that there is a maximum number of channels that can form within the limits of the cross-sectional area as a function of rainfall flow rate and fluid viscosity. For example, if rain impacts a cross-sectional area of 20 cm², then we will obtain the maximum number of channels when $\mu Q \approx 1.5 \times 10^{-5}$. This means the maximum is achieved either using low viscosity fluids but infiltrating at high flow rates or using higher viscosity fluids infiltrating at lower flow rates.

VI. DISCUSSION: APPLICABILITY TO IRRIGATION IN AGRICULTURE

The objective of this discussion is to demonstrate how these results can be used to engineer fluid formulations, which allow for further optimization of the irrigation process. Guidelines are given here through color charts that can be directly applied. During irrigation, it is important to be able to avoid certain processes that can negatively affect the irrigation efficiency. One of them is runoff, a phenomenon where irrigation water is diverted out of the soil, often eroding and damaging the soil surface [4,44]. Minimizing runoff can be attained by ensuring that the time for channel formation is as small as possible. In other words, the channels must form quickly so that water seeps into the root zone faster. Another adverse effect is the channelling effect. Indeed, one may want the dispersed fluid to be distributed as homogeneously as possible in the soil [4,44]. The formation of a small number of local channels through which water flows does not ensure homogeneous distribution. A more uniform distribution of water in soil can be achieved by obtaining the largest possible number of channels that can form. Interestingly, both the theory and the experiments presented in the previous sections show that these two parameters (the channel time formation and the number of channels) can indeed be optimized. Indeed, Fig. 6(c) demonstrates that the time for formation of channels exhibits a minimum, while in Fig. 7(d) the number of channels exhibits a maximum. When a certain formulation is engineered, the different parameters needed for fine-tuning the formulation are the viscosity of the liquid $\mu$, the density of the liquid $\rho$, and the flow rate $Q$. The grain diameter $D$ also strongly influences the process. Here we show how this set of parameters may be chosen to optimize water irrigation.

By taking the expression for the time of formation of a channel [Eq. (18)] and differentiating with respect to flow rate $Q$, one finds that the maximum of channels is minimum for

$$\left( \frac{\rho g K_0 D d_{cap}}{\mu Q} \right)^2 = \frac{\rho g K_0 D d_{cap}}{\mu Q} \cos \theta s. \quad (22)$$

This can be solved numerically. In Fig. 8(a), we plot a 3D representation of the optimal values for $\mu Q$ for different values of fluid density $\rho$ and particle size $D$. The color bar shows the value of $\mu Q$ with low values being assigned the color black (bottom), while high values are assigned the color white (top). This graph can be used as follows: for a solution of known viscosity, density, and soil of known grain size, the optimal value for $\mu Q$ can be extracted from Fig. 8(a). Consequently, the optimum value for the irrigation flow rate is inferred from that result. Figures 8(b) and 8(c) actually represent the same graphs but in 2D. In Fig. 8(b), $\mu Q$ is plotted as a function of $\rho$ for different values of $D$. In this graph, the different values of $D$ are assigned by color. For instance, the highest $D$ value (1 mm) is the topmost curve (black online), while $D = 0.5$ mm is the sixth curve from the top (purple online). In Fig. 8(c), $\mu Q$ is plotted as a function of $D$ for different values of $\rho$ as denoted by the color bar. The highest $\rho$ value ($\rho = 10000$) is the topmost curve (black online), while the $\rho = 1000$ is the lowest curve (green online). These graphs can therefore be used to create the appropriate system to minimize runoff effects.

The same kind of analysis is performed to maximize the number of channels and obtain the best possible homogeneous irrigation of water in the soil. By taking the expression for the number of channels formed [Eq. (21)] and differentiating with respect to $\mu Q$, the maximum number of channels is obtained for

$$\frac{\mu Q}{\rho g K_0 D^2} = \frac{1}{5}. \quad (23)$$

Equation (23) can also be used to draw general curves that give guidelines on how to optimize the irrigation parameters. Figure 8(d) shows these curves as a 3D plot for $\mu Q$ as a function of both fluid densities and grain diameters. Similarly, the color bar shows the value of $\mu Q$ with low values is assigned the color black (bottom) while high values are assigned the
FIG. 8. (Color online) (a), (b), (c) Plots showing optimal values of $\mu Q$ for minimizing channel formation time. (a) 3D plot of $\mu Q$ as a function of fluid density, $\rho$, and particle size, $D$, as calculated from Eq. (22). The color bar shows a range of $\mu Q$ values with higher values at the top (white) and lower values at the bottom (black). (b) 2D plot of $\mu Q$ as a function of density for different values of particle size as indicated by the color bar. Higher $D$ values correspond to upper curves with $D = 1$ mm corresponding to the topmost curve (black online), while lower $D$ values are the lower curves. (c) 2D plot of $\mu Q$ as a function of particle size for different values of fluid density as indicated by the color bar. Higher $\rho$ values correspond to the upper curves, with $\rho = 10000$ corresponding to the topmost curve (black online), while lower $\rho$ values are the lower curves. (d), (e), (f) Plots showing optimal values of $\mu Q$ for maximizing the number of channels. (d) 3D plot of $\mu Q$ as a function of fluid density, $\rho$, and particle size, $D$, as calculated from Eq. (23). The color bar shows a range of $\mu Q$ values with higher values at the top (white) and lower values at the bottom (black). (e) 2D plot of $\mu Q$ as a function of density for different values of particle size as similarly assigned by the color bar with $D = 1$ mm being the topmost curve (black online). (f) 2D plot of $\mu Q$ as a function of particle size for different values of fluid density as similarly described by the color bar with $\rho = 10000$ being the topmost curve (black online).

color white (top). This same plot is shown in Figs. 8(e) and 8(f), where $\mu Q$ is plotted in 2D respectively as a function of density for different grain diameters [Fig. 8(e)] and as a function of grain diameters for different densities [Fig. 8(f)]. The accompanying color bars similarly demonstrate the various values of $D$ [Fig. 8(e)] and $\rho$ [Fig. 8(f)] used to graph the curves. In Fig. 8(e), $D = 1$ mm corresponds to the topmost curve (black online), while $D = 0.5$ mm is the sixth curve from the top (purple online). In Fig. 8(f), $\rho = 10000$ is the topmost curve (black online), while $\rho = 1000$ is the lowest curve (green online).

These general charts can be used to determine the ideal flow rate, fluid viscosity, and fluid density to optimize an irrigation system either to avoid runoffs or to get homogeneous fluid distribution in the soil of known grain size.

VII. CONCLUSION

Preferential water paths are drainage outlets. Once they form, they effectively reduce the water content around the root zone. Studies have shown how this is affected by properties of the granular material, such as pore size. But through extensive experimental results, we have also explored the influence of the fluid properties as well on the formation of water channels. These properties include the viscosity of the fluid source and its flow rate, both of which have not been widely investigated.

The results on kinetics presented here are well described by a model developed by Parlange and Hill [24], which is an extension of the model developed by Saffman and Taylor [29]. But in the application of this model, we nevertheless also take into account an additional parameter that represents the characteristic time of formation of the wetting front. The wetting front becomes homogeneous when droplet volumes at neighboring impact sites coalesce.

While perhaps this does not fully represent actual rainfall since raindrops impact randomly, it still offers an understanding of how the manner in which a fluid is injected uniformly unto the surface affects water distribution in the soil. Fluid properties and spacing between droplets influence the aggregation of droplet impact sites, thus providing information that the introduction of the fluid to the porous medium is also crucial to the establishment of a wetting front.

Moreover, results show that instabilities at the wetting front and thus formation of water channels initially decreases with flow rate, particularly for low flow rates. However, depending on the viscosity, the behavior may change at larger flow rates.
At low viscosities, water channels form quicker at larger flow rates. But at higher viscosities, the time of formation of channels gradually increases at higher flow rates. While our results do not yet fully explain the exact dynamics of the instability, however, they do demonstrate that, within a given cross-sectional area, the number of channels that form is a function of fluid viscosity and fluid flow rate. In terms of velocity, water channels expectedly propagate faster in larger pore sizes at constant viscosity and flow rate. In addition, water channel velocities increase with flow rate at constant particle diameter and constant viscosity. But at constant particle diameter and constant flow rate, low viscosity fluids propagate faster than larger viscosity fluids.

We believe continuous investigations primarily focusing on the finger instability dynamics at the wetting front will further help bring to light certain aspects that remain unclear such as how the instability develops and in which particular part of the front it does develop. These experimental results presented in this paper could also be used to test existing models particularly to confirm data at conditions when the flow rate value approaches the value of the hydraulic conductivity. This typically happens when using high flow rates and high viscosity fluids. It is therefore our interest to apply these experimental results to other models of unstable multiphase flow proposed in literature with more recent ones, such as the model of Cueto-Felgueroso and Juanes [41], for example. We believe that these results have contributed to the advancement of our understanding of the subject.

In addition, the results can be used to calculate the flow rate needed to optimize irrigation by minimizing runoffs and maximizing liquid homogeneity in the soil, given a set of known physical parameters.

The fundamental results presented in this paper could also provide insights into creating techniques in soil treatment. In particular, understanding how and when a water channel forms is valuable to the development of soil additives that better control soil water and delays the drainage of water via preferential water channels. In turn, this helps keep more water around the root zone area.
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