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1 Introduction

A division is often drawn between phonological information and phonetic information (see Cohn and Huffman 2014 for an overview and bibliography). Phonological information is usually conceptualized as lexically contrastive, discrete, and abstract or low-dimensional, whereas phonetic information is non-contrastive, continuous, and concrete or high-dimensional. Given the apparent ontological incommensurability of these two domains (c.f. Poeppel and Embick 2005), understanding the nature of their relationship has been a defining problem in the study of linguistic sound structure.

Attempts to address this problem can be broadly divided into two main approaches: the ‘symbolic’ approach and the ‘dynamic’ approach (terminology from Gafos and Benus 2006). Under the symbolic approach of generative phonology, phonological information is primarily constituted by phonemes (e.g. Sapir 1933) or distinctive features (e.g. Chomsky and Halle 1968)—discrete mental categories that serve to differentiate lexical items—as well as the abstract processes undergone by these units. Phonetic information, on the other hand, is the information involved in the implementation of phonological information physically through articulation, as well as the retrieval of phonological information from physical data through perception (e.g. Lenneberg 1967). Since phonological information is viewed as ontologically distinct from phonetic information, a transduction process must mediate an interface between them (Volenc and Reiss 2017). The dynamic approach, on the other hand, denies an ontological division between phonology and phonetics, instead aiming to integrate both in a single model with no interface (e.g. Ohala 1990). Articulatory Phonology (AP: Browman and Goldstein 1989) models human speech using differential equations that capture both its discrete (phonological) and continuous (phonetic) aspects at different levels of description of the same system. In this way, “there is, strictly speaking, no ‘mapping’ between phonological and phonetic information” (Mücke, Hermes, and Tilsen 2020:140).

Both of these approaches must contend with a defining aspect of the relationship between phonological representation and phonetic implementation: variance. The implementation of phonological information varies greatly depending on, for example, phonetic context (e.g. Liberman et al. 1967), the individual talker (e.g. Klatt and Klatt 1990), and many other factors. This, of course, poses a problem for speakers/listeners, who must relate a variable phonetic signal to (more or less) constant phonological information, and vice versa. Early evidence suggested that listeners solve the ‘lack of invariance problem’ by collapsing subcategorical acoustic variance during perception, only attending to differences between sounds that cross category ‘boundaries’ (Liberman et al. 1957). However, later evidence from ‘category goodness’ rating tasks suggested that listeners remain attentive to subcategorical variance in the phonetic signal (e.g. Miller 1994). In a typical category goodness rating task, participants listen to instances of speech sounds that vary slightly in some relevant phonetic dimension(s) and, using a numerical scale, judge how well each sound exemplifies its category. Category goodness rating tasks have consistently demonstrated that the perceptual reflexes of phonological categories have internal structure, such that even among sounds which are all identified as cueing the same category, some sounds are perceived as better instances of that category than others (e.g. Drouin, Theodore, and Myers 2016). This body of evidence has motivated models that view speech perception as a statistical inference problem, whereby phonetic information cues phonological category membership with varying likelihoods, rather than in a binary fashion (Kronrod, Coppess, and Feldman 2016).
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1 I use the term information in a broad sense, not intending to invoke any particular definition from information theory, physics, etc.
One puzzling finding from category goodness rating tasks is that, at least for vowels, the best-rated exemplars tend to be more peripheral in the formant space than average productions. For example, among sounds that are identified as American English [i], those rated highest tend to have a lower first formant (F1) and higher second formant (F2) than sounds generated during actual speech (e.g. Iverson and Kuhl 2000). Johnson, Flemming, and Wright (1993) explained this finding through what they termed the “hyperspace hypothesis.” According to this hypothesis, phonetic targets of phonological categories are hyperarticulated, and it is these hyperarticulated targets that are measured by goodness rating tasks. During actual speech production, on the other hand, phonetic targets undergo reduction processes that lead to the less peripheral outputs we usually observe.

However, two puzzles remain. First, best-rated category exemplars actually tend to be more peripheral than even hyperarticulated productions (Johnson et al. 1993), casting doubt on a one-to-one relationship between hyperarticulations and best category exemplars. Second, although the hyperspace hypothesis does quite well in explaining the subcategorical structure of peripheral vowel categories like [i], it is not clear how to apply the hypothesis to non-peripheral categories like [i], for which there is nowhere more peripheral in the F1-F2 space to go without encroaching on the space of another category. Indeed, attempts to measure the subcategorical structure of non-peripheral categories have often failed to produce clear patterns (e.g. Sussman and Gekas 1997). The present study is an attempt at solving these two puzzles.

2 This Study

2.1 The Proposal

In response to the puzzles described above, I propose that the phonetic implementation of phonological categories is not governed by particular target articulatory configurations or acoustic patterns, hyperarticulated or otherwise; rather, the goal in phonetic implementation is the distancing of phonetic information from the phonetic signatures of the other categories in the speaker’s/lister’s phonological system. In other words, phonetic implementation is governed primarily by the maximization of contrast. This would explain why participants tend to prefer the exemplars of peripheral vowel categories that are most peripheral in the F1-F2 space, even when those exemplars are more peripheral than hyperarticulations: the most peripheral exemplars are the most different from the exemplars of the other vowels in the participants’ phonological system. This also provides an explanation of the less coherent patterns of goodness ratings for non-peripheral vowels: the phonetic implementation of non-peripheral vowel categories must balance contrasts on multiple sides in the F1-F2 space, giving rise to greater complexity than that involved in the implementation of peripheral vowels. In particular, individuals may vary in the relative weighting of each contrast, similar to the way that individuals vary in the weighting of specific phonetic cues to phonological contrasts (Shultz, Francis, and Llanos 2012), which is known to impact phonetic implementation (Hauser 2019). In this way, the phonetic implementation of categories maintaining a greater number of contrasts (non-peripheral vowels) would be subject to more sources of variation than that of categories maintaining less contrasts (peripheral vowels).

This proposal is reminiscent of previous work on the relationship between phonological contrast and phonetic implementation, most notably Dispersion Theory (Flemming 2004, Liljencrantz and Lindblom 1972). However, Dispersion Theory (in its various forms) is primarily a theory of the long-term development of phonological inventories, rather than the real-time phonetic implementation of phonological information. For this reason, the present proposal is closer to the contrast and enhancement approach (Hall 2011) based on the Modified Contrastivist Hypothesis (Dresher 2009), which posits that phonological knowledge comprises only contrastive information represented in a hierarchical fashion, whereas during phonetic implementation, additional redundant information is produced so as to enhance the contrasts specified by the phonology (c.f. Keyser and Stevens 2006). However, at least in accounting for the puzzles described above, a division between the primary implementation of contrastive features and the secondary enhancement of those features does not appear to be necessary. For example, F1 and F2 are primary cues to vowel height and backness, respectively, which are uncontroversially contrastive features in American English, the language of the participants in Iverson and Kuhl (2000). Nonetheless, the results of that study (along with many
others) demonstrated that these cues are clearly quite malleable for the sake of contrast enhancement. In this way, enhancement does not seem to be limited to redundant features, but seems to play an important role in the implementation of phonologically active features as well.

2.2 The Experiments

In order to test this proposal, two experiments were conducted (the second of which is still ongoing). Experiment 1 compared category goodness ratings of sounds from a peripheral vowel category (American English [æ]) to those of sounds from a non-peripheral category (Turkish [y]) in order to confirm the generalization that peripheral vowels show clearer patterns of internal structure than non-peripheral vowels. Experiment 2 was another category goodness rating task of American English [æ]. However, the stimuli in this experiment were extremely peripheral in the F1-F2 space—far more peripheral than even the most hyperarticulated productions from human speech. Data from Experiment 2 (although preliminary, at this point) will allow us to test whether goodness ratings continue to increase indefinitely as peripherality increases, which would be expected if category goodness is primarily determined by contrastiveness, rather than by particular targets in articulatory or acoustic space.

3 Experiment 1

Experiment 1 consisted of two category goodness rating tasks: native American English speakers judged instances of [æ], and native Turkish speakers judged instances of [y]. The proposal described in Section 2.1 predicts that the peripheral vowel category [æ] will demonstrate a clearer pattern of internal structure than the non-peripheral category [y]. On the other hand, if category goodness is primarily determined by proximity to a particular target signal (or range of signals) rather than contrastiveness per se, then we would expect both categories to display relatively clear patterns of internal structure.

3.1 Method

3.1.1 Participants

Twenty-three native American English speakers participated in the [æ] goodness rating task, and 19 native Turkish speakers participated in the [y] goodness rating task. Participants ranged in age from 18 to 55 and reported no history of speech, language or hearing impairment. The English speakers all reported no higher than beginner proficiency in any language other than English. However, the Turkish speakers resided in the United States (ages of arrival were all 17 or later) and were advanced second language (L2) speakers of English. Potential effects of L2 exposure on the results will be briefly discussed in Section 5.

3.1.2 Stimuli

A matrix of 25 stimuli was synthesized for each vowel space using the KlattGrid synthesizer (Klatt 1980) implemented in Praat. All stimuli were 500 ms in duration, had a pitch contour rising from 112 Hz to 132 Hz over the first 100 ms and falling to 92 Hz over the remaining 400 ms, and a root-mean-square (RMS) intensity value of -20 dB.

Stimuli varied in 30-mel steps of F1 and F2. The F1-F2 ranges were determined based on the results of norming identification experiments (see Stern 2020 for details) and are displayed in Table 1 and Table 2. Note that the norming experiment for [æ] already reflected a preference for very peripheral sounds (c.f. average production values of 660 Hz and 1720 Hz for F1 and F2, respectively, from Peterson and Barney 1952). F3 for all [æ] stimuli was set to 2410 Hz based on Peterson and Barney (1952), and F3 for all [y] stimuli was set to 2320 Hz based on Radisic (2014). Remaining formants were set to the synthesizer’s default values.

I classify Turkish [y] as non-peripheral since it is consistently realized with a higher F1 and lower F2 than [i] (Radisic 2014). See Section 5 for further discussion of this point.
caused by sampling and references cited there). If this were the case, we might expect ratings to simply plateau as F2 be relatively less important than lower formants in vowel perception; this apparent tapering of the effect of F2 might be explained by the fact that higher formants tend to then we would F2, where the increase appeared to taper off. If this was due to the detection of a target value of F2, ratings increased as F1 and F2 increased. The only apparent exception was at the highest level of F2, z-scored by participant to account for the different mean and variance for each stimulus. As seen in Figure 1, ratings of [æ] sounds demonstrated a clear pattern whereby ratings increased as F1 and F2 increased. The only apparent exception was at the highest level of F2, where the increase appeared to taper off. If this was due to the detection of a target value of F2, then we would expect ratings to begin to decrease as F2 continues to increase. On the other hand, this apparent tapering of the effect of F2 might be explained by the fact that higher formants tend to be relatively less important than lower formants in vowel perception (Schwartz et al. 1997:21-22 and references cited there). If this were the case, we might expect ratings to simply plateau as F2 continues to increase. A third possibility is that the apparent tapering was simply a spurious effect caused by sampling error. These possibilities will be teased apart in Experiment 2.

3.1.3 Procedure

The experiments were conducted in a quiet room. Instructions and stimuli were presented on a tablet running E-Prime 2.0. Stimuli were presented binaurally through headphones. Participants were instructed to rate how well each sound exemplified its category (the vowel in hat for English speakers; the vowel in kül for Turkish speakers) on a six-point Likert scale with endpoints labeled “very good” and “very bad”. All instructions and labels were presented in participants’ native language. The experiment began with six practice trials, after which the participant was prompted to ask any questions. Table 1: F1 and F2 of each [æ] stimulus in Hz and mels. The y-axis represents F1 and the x-axis represents F2. Rows are labeled A-E and columns are labeled 1-5 for ease of reference.

Table 2: F1 and F2 of each [y] stimulus in Hz and mels.

3.2 Results and Discussion

Goodness ratings were first z-scored by participant to account for the different mean and variance in each participant’s distribution of responses, and then averaged to create an overall goodness score for each stimulus. As seen in Figure 1, ratings of [æ] sounds demonstrated a clear pattern whereby ratings increased as F1 and F2 increased. The only apparent exception was at the highest level of F2, where the increase appeared to taper off. If this was due to the detection of a target value of F2, then we would expect ratings to begin to decrease as F2 continues to increase. On the other hand, this apparent tapering of the effect of F2 might be explained by the fact that higher formants tend to be relatively less important than lower formants in vowel perception (Schwartz et al. 1997:21-22 and references cited there). If this were the case, we might expect ratings to simply plateau as F2 continues to increase. A third possibility is that the apparent tapering was simply a spurious effect caused by sampling error. These possibilities will be teased apart in Experiment 2.
As seen in Figure 1, ratings of [æ] sounds simply hovered around the mean across levels of F1 and F2. The 95% confidence intervals of z-scored goodness ratings at every level of F1 and F2 all overlapped with 0 (the mean). No clear pattern was observed.

In order to further examine the reliability of the observed patterns (or lack thereof), a linear
mixed effects model of goodness ratings of stimuli in each vowel space was run in R using the lme4 package (Bates et al. 2015). The models included fixed effects of F1, F2, trial number, and all interactions. Trial number was included as a fixed effect since goodness ratings have been argued to reflect adaptation to the particular range of stimuli presented (Lotto, Kleuner, and Holt 1998); we would expect adaptation of this sort to be indicated by a significant main effect of trial number, or one or more significant interactions with trial number. Fixed effects were scaled and centered. Both models included random intercepts by participant and by stimulus, and random slopes for F1, F2, and trial number by participant. The model of [y] ratings included a random slope for trial number by stimulus, but this random slope was excluded from the model of [æ] ratings because its inclusion led to a singular fit. Significant main effects and interactions are reported below.

The model of [æ] ratings revealed significant effects of F1 (B = 0.536, SE(B) = 0.081, t(29.598) = 6.640, p < .001) and F2 (B = 0.347, SE(B) = 0.087, t(28.890) = 4.005, p < .001), confirming the patterns observed in Figure 1. The model also revealed a significant effect of trial number (B = -0.106, SE(B) = 0.049, t(21.981) = -2.143, p = .043) and a significant interaction between F2 and trial number (B = 0.078, SE(B) = 0.028, t(104.743) = 2.787, p = .005). The negative main effect of trial number suggests that participants generally decreased their ratings throughout the course of the experiment, while the positive interaction between F2 and trial number suggests that this effect was reversed for stimuli with higher F2. In other words, the positive effect of F2 on goodness ratings became more pronounced throughout the course of the experiment.

No main effects were significant in the model of [y] ratings; however, there was a small significant interaction between F1 and F2 (B = -0.087, SE(B) = 0.039, t(21.016) = -2.198, p = .039). In order to interpret this interaction, I calculated Spearman’s coefficient (ρ) for the correlation between F1 and goodness at each level of F2, and between F2 and goodness at each level of F1. Consistent with the statistical interaction, the correlation between F1 and goodness tended to slightly decrease as F2 increased, and likewise for the correlation between F2 and goodness as F1 increased. However, the correlation (ρ) between F1 and goodness ranged only from .096 to .092 and the correlation between F2 and goodness ranged only from .050 to .129. Therefore, the statistical interaction does not seem to indicate any meaningful relationship between formants and goodness.

4 Experiment 2

It was observed in Experiment 1 (see Figure 1) that as F1 and F2 increased, [æ] category goodness increased, even as the formants became higher than those heard in normal productions (Peterson & Barney 1952) and even hyperarticulated productions (Johnson et al. 1993). If the category goodness of phonetic signals is primarily determined by the distance of those signals from the signals of other categories, as proposed above, then we would expect this linear relationship to continue indefinitely. On the other hand, if goodness is determined by proximity to a (range of) target values for F1 and F2, we would expect ratings to begin to decline at some point as F1 and F2 continue to increase.

In Experiment 2, another matrix of 25 [æ] stimuli was synthesized that was even more peripheral in the F1-F2 space than the [æ] matrix from Experiment 1. In particular, ratings of these stimuli will help determine whether the apparent plateau of goodness ratings at the highest levels of F2 in Experiment 1 were due to (1) detection of a target range of F2, in which case we would expect a decline in goodness ratings at higher F2 values; (2) the de-emphasis of higher formants as cues to vowel category membership, in which case we would expect a continual plateau of goodness ratings as F2 increases; or (3) sampling error, in which case we would expect the linear trend to continue as F2 increases. Data collection for Experiment 2 was interrupted by COVID-19 (see Section 4.1.1), so the results reported here should be regarded as preliminary.

4.1 Method

4.1.1 Participants

Inclusion criteria for native American English speakers were identical to those from Experiment 1. At this point, only seven participants have been tested on Experiment 2, due to interruption by the COVID-19 pandemic.
4.1.2 Stimuli

A matrix of 25 [æ] stimuli (see Table 3) was synthesized using the same parameters and inter-stimulus distances as those from Experiment 1. These stimuli differed from those in Experiment 1 only in the values of the first two formants. Stimulus A5 (the least peripheral) in this matrix had the same formant values as stimulus E1 (the most peripheral) from Experiment 1.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F1</th>
<th>F2</th>
<th>F1</th>
<th>F2</th>
<th>F1</th>
<th>F2</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>mels</td>
<td>929</td>
<td>1608</td>
<td>929</td>
<td>1578</td>
<td>929</td>
<td>1548</td>
<td>929</td>
<td>1518</td>
<td>929</td>
</tr>
<tr>
<td></td>
<td>Hz</td>
<td>896</td>
<td>2216</td>
<td>896</td>
<td>2139</td>
<td>896</td>
<td>2065</td>
<td>896</td>
<td>1992</td>
<td>896</td>
</tr>
<tr>
<td>B</td>
<td>mels</td>
<td>959</td>
<td>1608</td>
<td>959</td>
<td>1578</td>
<td>959</td>
<td>1548</td>
<td>959</td>
<td>1518</td>
<td>959</td>
</tr>
<tr>
<td></td>
<td>Hz</td>
<td>939</td>
<td>2216</td>
<td>939</td>
<td>2139</td>
<td>939</td>
<td>2065</td>
<td>939</td>
<td>1992</td>
<td>939</td>
</tr>
<tr>
<td>C</td>
<td>mels</td>
<td>989</td>
<td>1608</td>
<td>989</td>
<td>1578</td>
<td>989</td>
<td>1548</td>
<td>989</td>
<td>1518</td>
<td>989</td>
</tr>
<tr>
<td></td>
<td>Hz</td>
<td>983</td>
<td>2216</td>
<td>983</td>
<td>2139</td>
<td>983</td>
<td>2065</td>
<td>983</td>
<td>1992</td>
<td>983</td>
</tr>
<tr>
<td>D</td>
<td>mels</td>
<td>1019</td>
<td>1608</td>
<td>1019</td>
<td>1578</td>
<td>1019</td>
<td>1548</td>
<td>1019</td>
<td>1518</td>
<td>1019</td>
</tr>
<tr>
<td></td>
<td>Hz</td>
<td>1029</td>
<td>2216</td>
<td>1029</td>
<td>2139</td>
<td>1029</td>
<td>2065</td>
<td>1029</td>
<td>1992</td>
<td>1029</td>
</tr>
<tr>
<td>E</td>
<td>mels</td>
<td>1049</td>
<td>1608</td>
<td>1049</td>
<td>1578</td>
<td>1049</td>
<td>1548</td>
<td>1049</td>
<td>1518</td>
<td>1049</td>
</tr>
<tr>
<td></td>
<td>Hz</td>
<td>1076</td>
<td>2216</td>
<td>1076</td>
<td>2139</td>
<td>1076</td>
<td>2065</td>
<td>1076</td>
<td>1992</td>
<td>1076</td>
</tr>
</tbody>
</table>

Table 3: F1 and F2 of each extremely peripheral [æ] stimulus in Hz and mels.

4.1.3 Procedure

The procedure of Experiment 2 was identical to that of Experiment 1.

4.2 Results and Discussion

Data was analyzed using the same methods described in Section 3.2. As seen in Figure 3, although the pattern was less clear (possibly due to the much smaller sample), the linear relationship between F1 and goodness continued; the only apparent exception was at the highest level of F1. Figure 3 also suggests a positive relationship between F2 and goodness; however, this relationship was even less robust than it was in Experiment 1. Nonetheless, the lack of a downward trend seems quite clear, contra the hypothesis that the plateau observed in Experiment 1 was due to detection of a target F2 value.

The linear mixed effects model of goodness ratings included the same fixed effects and random effects structure as the model of [æ] ratings from Experiment 1. The model revealed a significant main effect of F1 ($B = 0.550, SE(B) = 0.166$, $t(6.033) = 3.313, p = .016$), confirming the pattern observed in Figure 1. There were no main effects of F2 or trial number. However, the model did reveal significant interactions between F1 and trial number ($B = 0.114, SE(B) = 0.053$, $t(306.172) = 2.172, p = .031$) and F2 and trial number ($B = 0.161, SE(B) = 0.053$, $t(306.244) = 3.047, p = .003$), suggesting that the positive effects of F1 and F2 became more pronounced throughout the experiment.

5 General Discussion and Conclusion

Taken together, the results reported above support a view of phonetic implementation based primarily on the maximization of contrast, rather than the achievement of particular targets in phonetic space. For peripheral vowels, this leads to a preference for phonetic signals that are as peripheral as possible; for non-peripheral vowels, competing contrastive forces on multiple sides give rise to a complexity that is more difficult for goodness rating tasks to measure.

Previous experimental evidence has demonstrated that degrees of phonological contrast (Hall 2013) are reflected by different degrees of articulatory movement (Hall et al. 2017), and that the presence of a minimal pair in the lexicon differing in a single phonetic dimension increases hyper-articulation of that dimension (Wedel, Nelson, and Sharp 2018). These findings suggest that the
influence of phonological contrast on phonetic implementation is not binary, but rather varies continuously depending on information-theoretic factors like functional load and entropy. The present proposal, that phonetic implementation is governed primarily by phonological contrast, in combination with a gradient view of phonological contrast (Hall 2013), offers an intuitive explanation of these findings. More research is needed to understand the full range of effects of gradient contrastive factors on phonetic implementation.

The argument put forward here is theoretically compatible with either of the two broad approaches to the phonology-phonetics interface described in Section 1. Within the framework of generative phonology, the notion of phonological categories as abstract mental objects can be maintained; the present proposal would simply require that the output of the transduction function underlying phonetic implementation is not neuromuscular information corresponding to particular phonetic targets (c.f. Volenec and Reiss 2017), but rather directions in phonetic space. In this sense, the units of phonetic implementation might be best conceptualized as vectors with particular directions in relevant phonetic dimensions, and magnitudes corresponding to factors like cue weight (Shultz et al. 2012), degree of contrast (Hall 2013, Hall et al. 2017), and presence versus absence of a cue-specific minimal pair (Wedel et al. 2018).

The notion that phonetic implementation is driven by spatiotemporal forces is familiar in dynamic approaches to the phonology-phonetics interface (e.g. Hoole and Mooshammer 2002). However, the current proposal suggests that the forces driving the movements of the articulators might be better modeled with repellers rather than the attractors of AP. Of course, this is merely a speculative suggestion; working out the mathematical details and empirical implications of such a modification would require a great deal of future research.

Before concluding, I will briefly address a few potential criticisms of the present argument arising from both study limitations and theoretical problems. First, American English [æ] is known to exhibit variation due to dialectal differences and phonetic context, although this variation has been argued to be disappearing among younger speakers (Coggshall and Becker 2009). However, variation would be expected to obscure patterns in internal category structure, while the present results demonstrated relatively clear patterns. In addition, it might be argued that, phonologically, [y] differs from [i] only in terms of rounding, calling into question the status of [y] as a non-peripheral vowel. Although Turkish [y] is realized with consistent phonetic differences from [i] in height and backness (Radisic 2014), the present argument would be strengthened with evidence from a

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.55</td>
<td>-0.58</td>
<td>-0.52</td>
<td>-0.38</td>
<td>-1.01</td>
</tr>
<tr>
<td>B</td>
<td>0.07</td>
<td>-0.35</td>
<td>-0.02</td>
<td>-0.58</td>
<td>-0.29</td>
</tr>
<tr>
<td>C</td>
<td>0.25</td>
<td>0.10</td>
<td>0.31</td>
<td>-0.28</td>
<td>-0.06</td>
</tr>
<tr>
<td>D</td>
<td>0.82</td>
<td>0.24</td>
<td>0.36</td>
<td>0.46</td>
<td>0.02</td>
</tr>
<tr>
<td>E</td>
<td>0.80</td>
<td>0.49</td>
<td>0.50</td>
<td>0.30</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

Figure 3: Mean z-scored goodness ratings of extremely peripheral [æ] stimuli.
more unambiguously non-peripheral vowel. A further reason to confirm these results with other non-peripheral vowels is that F3 likely plays an important role in [y] category goodness, which may have led to a de-emphasis of F1 and F2 as cues to category goodness, causing (or at least inflating) the greater randomness observed in the internal structure of [y] relative to [æ]. Next, as mentioned in Section 3.1.1, the native Turkish speakers in the present study all had substantial exposure to English, and it is known that exposure to an L2 can impact the L1 sound system (e.g. Chang 2013). Although unclear patterns of internal structure in non-peripheral vowels have already been observed in monolinguals (e.g. Sussman and Gekas 1997), it is possible that the present lack of a pattern was (at least partially) due to effects of L2 exposure. Evidence from monolingual Turkish speakers would therefore strengthen the present conclusions. Finally, it might be contended that the pattern observed here, whereby [æ] goodness appeared to increase indefinitely as F1 and F2 increased, was simply a result of participants adapting to the particular stimulus range with which they were presented (c.f. Lotto et al. 1998). This possibility was supported by a significant main effect of trial number in Experiment 1 and significant interactions between formants and trial number in both experiments, suggesting that participants only came to prefer the most peripheral vowels as they became familiar with the stimulus range. However, if category goodness is determined in part by the relationship of each sound to other relevant sounds (as suggested by stimulus range effects), this in itself can be seen as evidence for the role of contrast in determining category goodness, against a view in which phonetic implementation is based on particular targets.

In conclusion, it was observed that the peripheral vowel category [æ] exhibited clearer patterns of internal phonetic structure than the non-peripheral category [y] (Experiment 1), and the category goodness of [æ] sounds generally increased indefinitely as the first two formants increased, even as the sounds became extremely peripheral in the F1-F2 space (Experiment 2). I argued that these results support a view in which phonetic implementation is primarily driven by the maximization of contrast, rather than the achievement of particular phonetic targets. More research is needed to flesh out the details of the relationship of this proposal to existing models of the phonology-phonetics interface.
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