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Abstract

At the foundation of current statistical practices and good decision making is the idea that there is a trade-off. Due to life’s uncertainties we must decide how good it is to be right and how bad it is to be wrong. Understanding the cost-benefits of being right or wrong helps us to understand systematic biases which may appear to be irrational on the surface but in actuality serve a rational function. Such an understanding may persuade decision-makers to introduce intentional bias into their decisions. Using the example of the Replication Crisis in Psychology, I will show that science is another form of decision-making which has intentional biases built in. Being consciously aware of this bias, and planning to have an optimal bias, will make for a healthier science.
The Rationality of Bias

My friend’s child refuses to go downstairs at night because the tree outside the window that looks perfectly benign during the daylight becomes much more sinister after dark. One would think that millions of years of development would have trained the human perceptual system to consistently perceive a tree as merely a tree, but it is not so. This child is not alone in seeing murderers, werewolves, and aliens just outside the window.

Why does our imagination go to monsters when the lights are off? While it is true that our perceptual systems are imperfect, any explanation of the phenomenon must also explain why the reverse so rarely occurs. That is, why is it so rare to not see a face when there actually is a face? If our perceptual system was so flawed, then we would expect as many errors of one type as the other. This is not the case; with rare exceptions the errors seem to go in one direction. We mistake mannequins for people, but almost never mistake people for mannequins. Our perception is biased; it systematically errs in one direction.

A common way to illustrate bias is with a dart board (Kahneman, Rosenfield, Gandhi & Blaser, 2016). If the darts consistently are off in one direction (say consistently low and to the right), then there is a ‘bias’. This is contrasted to ‘noise’, a term which means missing the bullseye in a way that lacks precision. In some situations there is bias, in others there is noise, and in others there are both. In the case of monster detection it seems to be a case of bias; we are systematically wrong in one direction. We perceive things that are not there but rarely the reverse. The question is ‘why’?

One argument that has been proposed is “Error Management Bias” (Haselton, Nettle, Murray, 2015). Though this is an evolutionary argument, the reasoning applies to many situations and is therefore a useful example.

Imagine a girl thousands of years ago settling down to sleep alongside her tribe on the open plains of Africa. She starts to drift off but then startles. Are those eyes out in the darkness? There is very little moonlight and she can’t be sure. The last time she thought she saw something she woke up the whole tribe only to be embarrassed when the "eyes" were just a tree. Should she wake the tribe and risk embarrassment again?

“Better safe than sorry,” she decides. She wakes the tribe, they gather their spears and walk into the darkness to find…nothing. Slightly annoyed at being awoken, the tribe settles back in to sleep.

Now imagine a second girl in the exact same situation. She sees what could be a pair of eyes in the dark. This second girl, though, is a little statistician. She has been keeping tally on a nearby rock of every time someone in the tribe thinks they see something at night. Of the last 20 times that someone in the tribe thought they saw something at night, only once did they find something out in the dark. In order to be less biased on average, meaning more correct on average, she concludes that she must have a higher level of confidence that it is indeed eyes before she wakes up the tribe. The girl goes back to sleep, proud of how rational she is for overcoming her bias. A moment later, the lions are in the camp. She may or may not survive to pass on her genes.
Two people saw something in the darkness, and both were wrong. One because she made an intentionally biased mistake (“better safe than sorry”), and the other because she wanted to be less biased on average. If the girl from our second story survives the lion attack she, too, might conclude that sometimes it is better to be safe than sorry, that is, it is better to be *biased*.

Returning to the example of dart throwing, one can imagine trying to hit an apple that is balanced on someone’s head. In this example it is very clear that a mistake of aiming too low is much worse than aiming too high. When the consequences are sufficiently severe the dart thrower may intentionally bias their shot in order to be safe, even if it means missing the dart board entirely. This bias in throwing may be explained by what psychologists call ‘Loss Aversion’. Loss Aversion is a systematic tendency to weight losses as more significant than gains (Kahneman & Tversky, 1979). If losses are significant enough then a systematic bias away from circumstances where loss can happen is the rational response. It would be better to be wrong in one direction than to make a mistake in the other direction. It would be better to mistake a tree for a lion than a lion for a tree, and better to aim too high and miss the board than too low and hit someone with the dart.

Loss Aversion is often considered irrational and not in accord with traditional economic theory but, as these examples demonstrate, the bias can be squared with traditional theories of rationality. Losses *should* loom larger than gains in many scenarios, providing nuance to the conversation around Loss Aversion (Yechiam, 2018) and showing that biases may in fact be rational in some situations.

Having established that sometimes biases, such as loss aversion, may be rational, how does one decide the optimal amount of bias? Such a question depends on the nature of the situation. When there is noise some bias may be required, but the amount of bias will be unclear until the consequences of being right or wrong have been analyzed. Once analyzed, though, it will be apparent that simple error minimization is rarely the correct strategy. Such a simple approach does not take into account the upside of being right nor the consequences of being wrong. Once these considerations are weighed one may end up biasing the results which would increase the total number of errors, but be better off for it.

### Truth-Seeking vs. Decision-Making

A common way to represent both error and decision making is on a 2x2 matrix. On the Y-axis there is reality and on the X-axis there is the action or conclusion of the decision-maker. This grid is used in both statistics and Game Theory. In statistics it is called a confusion-matrix (Stehman, 1997), and in Game Theory it is called the strategic-form (Bonanno, 2015). In statistics it is used to help statisticians understand how well they have identified the truth, and in game theory it is used to help decision-makers decide. To illustrate both fields and how the matrices are used we will use the example of a girl who thinks she sees a lion out in the darkness. Starting with the confusion matrix:
As stated above, the X-axis represents the conclusion of the individual, and the Y-axis is possible states of reality. In situations where the individual concludes that there is a lion, this is classified as a positive result, and when the individual concludes there is not a lion it is a negative event. Additionally, if the individual is correct in their conclusion, their conclusion is true, or false if their conclusion incorrect. This means there are four possible outcomes:

**True Positives:** Correctly concluding that something is there  
**True Negatives:** Correctly concluding that nothing is there  
**False Positive:** Incorrectly concluding that something is there  
**False Negative:** Incorrectly concluding that nothing is there

This framework is used for problems such as the lion detection example. In the absence of certainty that there is a lion there are four possible worlds, each one represented by a square in the matrix. Having established what is possible, a statistician would try to reason probabilistically about whether there is a lion or not. They could approach this problem in one of two ways; Bayesian or Frequentist.

Bayes formula is an equation for determining the probability that something is true in light of new evidence, and was developed by Reverend Bayes (1763). In the example of lion detection, an individual that used the formula would conclude that there is some probability that there is a lion; say 10%. They would come to this conclusion by thinking about the reliability of the evidence (seeing movement when there is and is not a lion) and how often lions really do approach tribes while they are asleep (called the base rate). While the formula itself might take too much time to write out when one is (possibly) facing down a lion, we can pretend for the sake of example that our ancestors were excellent mathematicians. Note that being 90% certain that there is not a lion does not inform anyone of how to handle the situation, but merely states the probability that there is a lion.

The other approach to statistics is known as frequentism. In frequentism one asks how unlikely evidence at least as extreme as the evidence observed would be in a situation where there was nothing (Greenland, Senn, Rothman, et al., 2016). In other words, how often does one see eyes in the shadows (or something more extreme, such as a face) when there is nothing? My own personal experience is that this happens often. Perhaps out of the last 20 times I thought I saw someone in my backyard at night only once did it turn out to be someone (my father, taking out the trash). This would be represented as follows: “p = .95”, where .95 represents the probability of seeing a face in the shadows when there is nothing there (called a p-value).
In both the Bayesian approach and the frequentist approach we might conclude that there is not a lion since our posterior, or conclusion, with Bayes is so low (meaning low probability that there is a lion), and our p-value in frequentism so high (meaning the probability of seeing a lion when there isn’t one is so high). However, while one may conclude that there is probably not a lion they may still decide to act as if there were one in order to avoid the small probability that they are wrong. The decision to act as if there were a lion despite the low probability of its presence may lead to more errors in the long run, but will help the individual avoid the one error that really matters. With this conclusion it becomes clear that what we thought was about finding the truth is actually about what decision to make even if the decision is wrong. This is where Game Theory comes in.

Game Theory is the study of decision making in a context where there is more than one decision maker. In the field, utility (total benefits minus the total costs) is assigned to outcomes that may occur which are then multiplied by the probability that those outcomes will occur (Bonanno, 2015). For example, if I make a deal that I will win $10 if a coin lands on heads, and lose $20 if it lands on tails, my expected utility is -$10 because, over many iterations of the game, that would be my expected earnings. Half the time I would win $10, and half the time I would lose $20, for an average of -$10. Additionally, it is important to note that utility is not always measured in dollars, but in total benefits and costs which may introduce a sense of arbitrariness. For example, I may say that I get +10 utility from being happy, and -15 for being sad. In such a situation the numbers used are arbitrary. However, to keep the analysis in the realm of rationality, the ratios between the utility values should stay consistent (e.g. 10 and -15 could be changed to 100 and -150).

Using these principles we can start to think about how to decide. We start with populating the matrix:

<table>
<thead>
<tr>
<th>Strategic Form Game Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>It is a lion</td>
</tr>
<tr>
<td>It is not a lion</td>
</tr>
</tbody>
</table>

In our test case there are 4 possible outcomes; we can either wake up the tribe or not, and there may be a lion or not. I have arbitrarily decided that not waking up the tribe when there is a lion has a net negative utility of 100. From there I decided that waking up the tribe when there is not a lion is 1/20 as bad. Not waking up the tribe when there is not a lion means some extra sleep, but nothing more and so receives 0 utility. Finally, I made the decision that waking up the tribe when there a lion is four times as good as waking up the tribe when there is not a lion is bad. These estimates are arbitrary for the sake of example and should be treated so.

Next, we need an estimate of the probability that there is a lion. We will assume, as we did above, that we believe there is a 10% chance that there actually is a lion and a 90% probability that there is not a lion. One might say in such a situation that they are nearly certain that there is not a lion. Despite the certainty that there is no lion, the math comes out that one should still wake up the tribe. We discover this by multiplying the probabilities by each outcome
and then adding them up to see the average payoff. At 10% certainty the average payoff of waking the tribe is -2.5 utility, but the average payoff of not waking up the tribe is four times worse at -10. Therefore, we conclude that at 10% certainty one should still wake the tribe.

<table>
<thead>
<tr>
<th></th>
<th><strong>Wake up the tribe</strong></th>
<th><strong>Do not wake the tribe</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>It is a lion</td>
<td>20 * .10 = 2</td>
<td>-100 * .10 = -10</td>
</tr>
<tr>
<td>It is not a lion</td>
<td>-5 * .90 = -4.5</td>
<td>0 * .90</td>
</tr>
<tr>
<td>SUM</td>
<td><strong>-2.5</strong></td>
<td><strong>-10</strong></td>
</tr>
</tbody>
</table>

How about if we are 95% certain there is not a lion? We should still wake the tribe. It is not until one is 96% certain that there is not a lion (4% certain that there is a lion) that we are indifferent as to whether we wake the tribe. At more than 96% we can go back to sleep and expect more average utility from that decision than from waking up the tribe. This intersection is shown in the graph below.

When seen through this framework it is clear why our minds tend to see things that are not there. Our ancestors needed to treat an approximate 5% probability of a lion like it was a sure thing lest they suffer rather dire consequences. This created a consistent bias in one direction where we are much more likely to see something that is not there than to miss something that is. This is not always the case across all situations, of course. There are certainly situations where the bias goes in the other direction because the utility trade-off is different, or where no bias is present. This is shown by Li, Kenrick, Griskevicius, et al., (2012) who find that Loss Aversion is domain specific, applying only to situations where such a bias would be rational. Additionally, there are even situations where we consciously make decisions about where bias should go, as in the case of criminal courts where the system is biased towards innocence. The number of situations to which we can apply this framework is quite large, and the reasoning that goes into it even larger. But what is clear is the occasionally bias should be introduced into decision making processes and that we should not make the mistake of assuming that we are truth-seeking rather
than decision-making. Whether or not there is a lion is not the most relevant question, but rather, how should one act given the evidence at hand.

**Arbitrary Numbers**

In 2015, the Open Science Collaboration released a report that shook the field of psychology. They ran 100 experiments that had been published in top journals and found that only 36 of their attempted replications had the same results as the original studies that had been published. Not only that, but the studies which did replicate, meaning had the same result, had weaker results on average (Open Science Collaboration, 2015). This report and similar ones (Klein, Ratliiff, Vianello, 2014; Klein, Vianello, Hasselman, et al., 2015) are part of an ongoing debate on what has been deemed “The Replication Crisis”. While the crisis is broad and applies to many fields (including, most worryingly, medicine (Begley & Ellis, 2012)), Social Psychology has borne the brunt of it in large part because of this report. A 36% replication rate was much lower than what most scientists were expecting and also lower than in other fields. It was a major blow to the field of psychology (and a few egos as well).

The Replication Crisis is a perfect practice case for thinking about bias for two reasons. One, there is an intentional bias in the statistics used in hypothesis testing, which shows that science is more like decision making than truth-seeking. And two, the actual bias goes in the opposite direction of the prescribed bias. This creates an interesting analysis of factors which might be considered when looking at bias.

In the previous section I generated rather arbitrary numbers to conclude that if someone is less than 96% certain that there is not a lion in the darkness that they should wake the tribe. These numbers were generated with very little thought. Is not detecting a lion exactly 20 times worse than waking the tribe when there is not a lion? Probably not. It is an estimation for the sake of example. However, what would be worse than such an estimation would be to use the arbitrary values chosen by someone else for a different situation, and apply it to all contexts. Unfortunately, the adoption of values set by Fisher and Cohen mean that this scenario is what has happened in psychology, as well as many other fields of science.

In 1925, Ronald Fisher set a convention that has endured for nearly 100 years (Dahiru, 2008). The convention is that for a scientist to declare that they have discovered something, that something must be unlikely to happen due to chance, and that this unlikeliness should be quantified. This is known as frequentism as was covered earlier. This seems to be a reasonable standard. If a coin is flipped 1000 times and it comes up heads every time, it would be reasonable to question whether the coin is, in fact, a fair coin. The unlikeliness of the event is evidence of something. Does it guarantee that the coin is not fair? No. But it very strongly implies it. Such an event should be so extremely rare that it is likely that no one in history has ever seen such an event.

What if the coin is flipped 1000 times and it comes up heads only 600 times? Or 525 times? Are those events unlikely enough that we should, at least tentatively, conclude that the coin is unfair? In the case of 1000 heads the event happens so rarely that it would probably not happen even if one tried a billion times. But what about something that happens only 20% of the time? Or 1% of the time? The cut-off to declare that something is unlikely to happen due to chance, thus implying evidence that something more than luck is at play, can be as low or high as a researcher wants. However, Fisher decided to set a standard that scientists should not declare something ‘unlikely’ unless it would happen less than 5% of the time. The number stuck. By this
standard, taken rigidly, flipping a coin and getting 526 heads would not be evidence of an unfair coin since such a result should happen 5.3% of the time. However, 527 heads only happens 4.7% of the time, and so the conclusion would be that the coin is weighted.

Fisher never meant for this metric, called the p-value as described above, to be taken so rigidly. But for many years it has been, and small random fluctuations, such as a single coin flip among 1000 such flips, have determined whether the field takes a result seriously. Many journals would not publish results unless they reached the arbitrary threshold.

A cut-off of .05 means that in 5% of the experiments where there is nothing to be found, scientists find something. Returning to our lion example, this would mean that over a period of 20 nights the tribe looks out into the darkness and thinks they see something, but nothing is ever there. Despite this, in one of those 20 nights they are convinced that the lion is there and so stay up all night guarding the camp. This cut-off at .05 has an implicit utility which states that staying up all night that one night out of twenty does not negate the times when there was a lion and it was detected plus the additional 19 nights of sleep they were able to get.

Additionally, there is another metric in science which has become a sort of default—the power of 80%. In 1988, Cohen wrote a paper and established a standard that false positives (incorrectly detecting something) are four times worse than false negatives (incorrectly finding nothing) and showed how to embed this assumption into the statistics and methodology that is used. To again return to the example of the tribe in Africa, this assumption would mean that the tribe would be indifferent in a choice between staying up all night to defend themselves against something not there, and four nights where they fail to detect a lion. This is an obviously irrational bias in the context lions.

However, this is not to disparage the bias but to praise it. Such a bias is necessary and, perhaps, not quite strong enough if one is concerned about the low replication rates in science. This is the suggestion of a paper by Benjamin et al. (2017) who argue that, instead of a p-value of .05, the threshold should instead be .005 which would require even more certainty of the presence of something before scientists declare that they have found something.

Another approach would be to not use default values at all but to instead justify the values one is using in recognition that all situations are different. This is the more rational response. As I have shown, sometimes an error in non-detecting a threat (a false negative) is many times worse than detecting something that is not there (true positive), and in other times the reverse may be true. These are questions that must be answered individually and in each separate context. This is the argument in “Justify Your Alpha” by Lakens et al. (2017). The paper’s main argument is that one should not choose any arbitrary value, but rather to justify whatever cut-off (alpha) that the authors decide to use. This cut-off could be .05 or it could be .005, but what matters is why the authors chose that value.

The authors of “Justify your Alpha” make three main arguments all of which would be relevant to anyone trying to decide on the optimal bias for a given study or set of studies. However, the third argument is especially relevant to the idea of an optimal amount of bias. The idea is this; simply requiring more confidence has downsides too. While one could require a p-value of .05 or .005 for any given study, one must also take into account the costs of getting a p-value as low as .005. As they point out, requiring that much more confidence requires 70% (or 88% depending on the type of statistical test) more subjects. Such a large increase would mean that science could only be done by well-funded organizations. Furthermore, they point out that, assuming fixed resources, fewer total studies could be done. Such a strong bias would require
more resources and is therefore not worth it according to the authors, at least not as a default rule.

Considering not only the resources for the present study, but for other potential studies is not typically how scientists would approach statistics and complicates science by quite a bit. Upon recognizing the many things which perhaps should be taken into account before one chooses an alpha, or the level of confidence required before saying something is true, it can be understandable that scientists would rather have a heuristic such as .05 than do the math and thinking required. Such laziness should be resisted as much as possible, but again should be taken into account. The time of scientists is valuable, and utility calculations not necessarily their expertise. Perhaps Cohen was right to set a p-value of .05 as a heuristic just to save the time and pain that scientists would have to go through. Or perhaps not. This paper does not set out to answer these questions, but only means to point out that such considerations should also be taken into account.

There may not be a single best answer for science. Determining the optimal bias and figuring out the ideal replication rate based on all of the relevant factors is a complicated process. It may differ by field and it may differ by study, or study type. But what is clear is that the status-quo is not good enough. Despite the strong bias towards negative results (conclusions that find nothing) the actual bias goes in the other direction. The biases introduced by Cohen and Fisher were not sufficient to outweigh all the non-statistical bias that goes into science. They can hardly be blamed for this outcome as they were trying to fight it with the values that they chose. Additionally, they never meant their values to be taken so faithfully. The problem, it would seem, is not in the statistics but in the culture and practices of scientists, and in the complications of science and statistics. This is an important take-away for anyone trying to establish an optimal bias for a given situation; there is more than probability at play and those factors must be considered as well. Before someone concludes that a coin is not fair because the statistics imply so, they should ask additional questions such as whether the coding was done correctly as well as the consequences of being wrong in either direction. In the case of science, there is the utility that the scientists themselves get from positive or negative results, which may influence how they do their analyses. Additionally, there is the pressure for scientists to find something new, novel, and interesting. These are just a few examples; there are many others.

**Conclusion**

What is the optimal amount of bias? This question is at the center of scientific methodology and statistics. It similarly pervades other domains where there are two choices: true or false, swipe left or right, innocent or guilty, risk it or don’t risk it. The problem is that one must recognize that the question is unanswerable without additional context. If there are things which might seriously maim or kill, then it is perhaps better to conclude that there is something there; “better safe than sorry”. The same conclusion may be right in the context of certain experiments where there is upside and little to no downside, as may be the case when seeing how changing a few words affects responses to a survey (Bhanot, Kraft-Todd, Rand, Yoeli, 2018). But the opposite conclusion may be the case if one would invest too heavily in the uncertain results, or if an entire field is biased in the opposite direction, or if the downside is large. A bias towards non-detection is prevalent in many justice systems which are in accord with the famous Blackstone ratio; “It is better that ten guilty persons escape than that one innocent suffer.”
In short, there is no single answer. One cannot conclude that false positives are always worse than false negatives, and certainly cannot conclude that they are four times worse. Additionally, one cannot conclude a false positive rate of 5% is always acceptable. Determining the optimal bias in any situation will be difficult and would require people to overcome the assumption that they are merely truth-seeking and not decision-making. In concluding that something is true, one should consider the costs of being wrong and the benefits of being right, something which is already embedded in the use of some statistical practices. Such biases should be praised for moving science in the right direction, though they should also be understood to be insufficient in light of the Replication Crisis. From this crisis one may conclude that there is too much bias in one direction, but it would be just as fair to conclude that there is insufficient bias in the opposite direction. Figuring out the optimal amount of bias requires that scientists take it case by case; the optimal bias for detecting a new cancer cure may not be the same as the optimal bias for detecting increased survey participation. Additionally, the replication rate in psychology may not need to be the same as the replication rate in physics, as each field may have a different optimal bias.

In some situations, being wrong could be fatal, and in other situations being right could be worth a lot to the decision-maker. What is important in these situations is not whether one is minimizing errors, but rather that they are maximizing utility by choosing the optimal amount of bias in the presence of uncertainty. This may lead the decision-maker to be wrong more often than not, but if done right the bias will pay-off in the long-run.
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