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ABSTRACT

COMPUTATIONAL FLUID-STRUCTURE INTERACTION MODELING OF THE

CARDIOVASCULAR SYSTEM

Ryan Thomas Black

George Ilhwan Park

Patient-specific computational modeling and simulation has become a routine part of cardiovas-

cular clinical research. These techniques leverage medical imaging to construct subject-specific

models that can be used to study disease processes, design and evaluate medical devices, per-

form predictive surgery, and aid in clinical decision-making. Modern cardiovascular simulations

often require millions of elements and tens of thousands of time steps. Incorporation of additional

physics only contributes to these costs and increases model complexity. Due to the presence of

complex pulsatile hemodynamics potentially coupled with deformable vessel walls or heart valves,

development of accurate, robust, and efficient cardiovascular simulation tools remains a challenging

task. In this thesis, I present several improvements to existing finite element solver technologies

for computational modeling of the cardiovascular system, all of which were implemented in a new

computational FSI framework I developed in the Modular Finite Elements Methods (MFEM) C++

library. First, I describe a block preconditioning technique for implicit time discretization of the

Navier-Stokes equations monolithically coupled to reduced dimension models of the cardiovascular

system (e.g. Windkessel model). Mass conservation properties of various solution algorithms are

investigated in a patient-specific aorta model. Next, I show how these improved techniques can

be leveraged to simulate FSI problems, such as blood flow through deformable vessels, using the

arbitrary Lagrangian-Eulerian method combined with a quasi-Newton solution procedure. Lastly,

I present an immersed approach for computational modeling of fluid-structure interaction. A fully

implicit monolithic coupling method is described, as well as several discretization improvements

targeted for immersed thin structures. I demonstrate the potential of the method to simulate heart

valve dynamics over the cardiac cycle using an idealized problem and two extensions: heterogeneous
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valves as a simplified model for calcification, as well as an anisotropic Fung type constitutive model

for the leaflets.
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CHAPTER 1

INTRODUCTION

Heart disease is the leading cause of death in the United States, accounting for 1 in 5 deaths in

2021 and an estimated $239.9 billion dollars in costs in 2018 to 2019 [1�3]. Patient-speci�c cardio-

vascular modeling, or precision medicine, has emerged over the last few decades as "a promising

paradigm to enable cost-e�ective solutions that improve quality of life and reduce mortality rates"

[4]. Traditionally, clinical therapies are developed for an average patient using a randomized con-

trolled study [5]. Precision medicine aims to transform and extend this therapy for the average

patient into a personalized treatment for an individual patient. E�orts in developing this approach

for the cardiovascular system complement those in a broader range of biomedical �elds including

pharmaceuticals, genetics, oncology, nephrology, pulmonology, metabolism, and many more lever-

aging "omics technologies" that enable knowledge of individual molecular makeup to personalize

treatment and diagnosis [5�11].

For the cardiovascular system, patient-speci�c modeling typically involves the combination of imaged-

based three-dimensional (3D) geometry reconstruction and mathematical modeling to predict quan-

tities of interest in a subject-speci�c anatomy [12]. Mathematical models range from lumped-

parameter or one-dimensional (1D) circuit analogs to fully three-dimensional (3D) continuum mod-

els, with the goal of predicting velocity, pressure, displacements, and any derived quantities from

them that can inform diagnosis and treatment. The typical work�ow for patient-speci�c cardio-

vascular modeling is shown in Figure 1.1. The �rst step of the computational pipeline involves

acquisition of medical images and other patient-speci�c data. A 3D model of the vessel of interest

is then reconstructed from the images. Next, a computational mesh is generated for the subject-

speci�c geometry. At this point in the work�ow, varying levels of personalization can be achieved

with the choice of initial/boundary conditions and material properties depending on availability of

data. At the inlet of the domain, patient-speci�c �ow rates or velocity pro�les can be obtained non-

invasively to apply at the inlet and to tune out�ow boundary condition model parameters [13�15].
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Determination of patient-speci�c material properties presents a more challenging task, especially

since a tissue biospy or invasive measurement are usually not possible. Instead, material properties

are typically chosen fromex vivo mechanical testing or determined through estimation from imag-

ing data using inverse analyses or machine learning [16�21]. Another approach to personalizing the

simulation could combine available subject-speci�c data with a population-based library containing

geometric, biological, physical, and clinical information to �ll in any missing data [4]. Ultimately,

the degree of patient speci�city is up to the model developer's discretion and depends on availability

of subject-speci�c data. In the �nal step, the patient-speci�c simulation is performed either on a

local workstation or on a supercomputer for larger models.

Figure 1.1: Work�ow for patient-speci�c cardiovascular modeling from [22].

Imaged-based modeling for the cardiovascular system began in the late 1990s [12], and has rapidly
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expanded over the last few decades with applications in congenital and acquired heart disease such

as coronary artery disease, cerebral circulation, abdominal aortic aneurysm, Fontan procedure,

Kawasaki disease, stent design, heart valve hemodynamics, ventricular assist devices, and many

more [4, 12, 22�27]. Computational modeling and simulation of the cardiovascular systems enables

investigation of velocity, pressure, and wall shear-stress �elds as well as tissue strains and vessel

motions at spatial and temporal resolutions that would be di�cult or infeasible to attain otherwise

[23]. This level of detailed information can provide invaluable insights into disease processes and

mechanisms. Patient-speci�c modeling has also enabled an entirely new paradigm of predictive

medicine, where clinicians utilize simulation to tryout a variety of interventions and optimize an

individual treatment plan [12]. For medical device design, computational models can provide de-

tailed information on the loads and physiological environment a device will encounter, as well as a

cost-e�ective platform for evaluating the performance of di�erent design iterations. Results from

validated simulation frameworks may be used to optimize the device, or provide evidence for safety

and e�cacy claims [5, 28]. In silico trials have been successfully utilized for decades in the aerospace

and automotive industries, and are now emerging as a powerful tool for cardiology and the medical

�eld in general. Recent activities of regulatory agencies and medical societies indicate computational

modeling and simulation (CM&S) is part of the long-term plan. For example, CM&S is a strategic

priority area for the U.S. FDA Center for Devices and Radiological Health [29]. Furthermore, the

FDA has an established working group dedicated to integration of CM&S in the review process

[30]. The American College of Cardiology and American Heart association included patient-speci�c

computational modeling in their 2021 guidelines for diagnosis and treatment of heart disease [31].

In 2018, the American Society of Mechanical Engineering (ASME) published the standard V&V 40

"Assessing Credibility of Computational Modeling through Veri�cation and Validation: Application

to Medical Devices" [32].

Patient speci�c modeling of the cardiovascular system is not without its unique challenges. Model

creation takes as input a wide range of data both patient speci�c and population-based; it is impor-

tant to understand the uncertainty in each parameter entering the model as well as the sensitivity of

the results to each parameter. For example, if a model has poor predictability, can this be attributed
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to modeling assumptions or lack of patient-speci�c information [5]. From a purely computational

modeling perspective, complex patient speci�c anatomies, existence of multiple �ow regions, pul-

satile �ow in a closed loop system, and tight coupling between vessel wall motion and blood �ow

make model construction a challenging task. Several open-source tools exist [33�38], however de-

velopment of robust, accurate, and e�cient methods to simulate the cardiovascular system remains

an active area of research. In this thesis, I present several improvements to existing �nite element

solver technologies for modeling the cardiovascular system, all of which were implemented in a new

computational FSI framework I developed in the Modular Finite Elements Methods (MFEM) C++

library as part of this thesis work.

The structure of the thesis is as follows:

In Chapter 2 , I describe a computational framework for simulating hemodynamics. Blood is

pumped around the body in a closed loop system. I discuss a popular multiscale technique to model

the closed circulatory system using a high-�delity 3D model in the region of interest coupled to a

reduced dimension circuit analog to model the neglected downstream vasculature. The contributions

from the coupled lower dimensional models typically dominate the system matrix in numerical

approximations and must be accounted for with iterative solution methods. These contributions

are a weighted-sum of rank-one matrices with dense sub-blocks corresponding to the nodes on the

outlets. In this chapter, I �rst describe block preconditioning for the fully discrete equations in

general and a categorization based on how each preconditioner modi�es the original equations.

Then, I introduce a block preconditioner that accounts for the coupled reduced dimension models

in a computationally e�cient matrix-free fashion. The �uid solver was �rst validated using standard

CFD benchmarks problems, including a two-dimensional (2D) Taylor-Green vortex problem and lid-

driven cavity �ow. Various block preconditioning algorithms were then combined with the matrix-

free approach for coupled reduced dimension models and evaluated in pulsatile pipe �ow and a

patient-speci�c aorta model with a focus on mass conservation properties. Comparisons are also

made with an open-source tool to further validate the framework.

Computational �uid dynamics (CFD) analysis of hemodynamics assumes rigid vessel walls, which
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is justi�able for small vessel wall motion. However, for larger vessels and especially in arteries,

it is essential to model vessel wall compliance to accurately predict the �ow [39]. For example,

the aorta experiences deformations on the order of 10%-15% over the cardiac cycle [40]. Prior

work has shown that CFD analysis generally overestimates blood velocity and wall shear-stress in

comparison to an FSI approach [39, 41, 42], of course the question of which is more accurate could

only be determined through further validation studies. It is important to note that FSI analyses

are inherently more computationally expensive compared with a CFD approach, however there

exist several techniques such as the Coupled Momentum Method (CMM) [43] and Reduced Uni�ed

Continuum (RUC) method [44] that aim to reduce the overall cost of vascular FSI analysis with

simplifying assumptions about the FSI dynamics. Work is underway to validate these approaches

[45].

Chapter 3 describes a two-way coupled �uid-structure interaction (FSI) method to incorporate

vessel wall motion. In general, blood vessels expand/contract in the radial direction and experience

moderate deformations which can be accurately and robustly modeled using a boundary-�tted ap-

proach. Thus, I adopt the arbitrary Lagrangian Eulerian (ALE) method to couple the �ow solver

from Chapter 2 with a computational solid mechanics framework developed as part of this thesis

work. In this approach, the �uid mechanics problem is posed on a moving domain that deforms

to align with the solid along the interface, resulting in highly accurate predictions of FSI dynam-

ics and wall quantities. A quasi-Newton algorithm is utilized to enable application of the block

preconditioners from Chapter 2 to boundary-�tted FSI problems. Several numerical examples are

considered to validate the FSI method. First, I consider a standard FSI benchmark problem involv-

ing �ow over an elastic cantilever beam and show the present methodology predicted a maximum

tip displacement and oscillation period for the beam that fall within the range of prior work. To

demonstrate the potential of the method to simulate blood �ow through a deformable vessel, I

model pressure wave propagation in an elastic tube and show good agreement with results obtained

using an open-source tool.

In Chapter 4 , I focus on computational techniques for FSI analysis of heart valve dynamics. The
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primary mechanical function of heart valves is to ensure one-way �ow through the heart. Common

pathologies include stenosis and regurgitation. Annually, a total of approximately 290,000 heat

valve procedures are performed worldwide [46]. For stenotic diseases alone, the Heart Disease and

Stroke Statistics: 2022 Update report from the American Heart Association (AHA) projects the

number of patients to double by 2050 [1]. Thus, there is a need to study heart valve dynamics to

further improve existing treatment options and patient outcomes.

Computational FSI modeling of heart valve dynamics presents several unique challenges. Most no-

tably, the lea�ets contact one another resulting in a change in the topology of the �uid domain.

Standard boundary-�tted methods like ALE-FSI that continuously deform the �uid domain to fol-

low the solid motion at the interface are no longer directly applicable without modi�cations such as

remeshing [47, 48]. Consequently, computational FSI analysis of heart valve dynamics has predom-

inantly utilized a non-boundary �tted technique following the work of Peskin [49, 50]. This class of

computational FSI techniques immerse or embed the solid within a �xed background �uid grid, a

particularly attractive feature for FSI applications with complex moving boundaries or structural

self-contact. In the work of [51], a connection was made between a �nite element approach to im-

mersed FSI analysis [52] and the �ctitious domain/distributed Lagrange multiplier method, where

the authors formulate FSI coupling as a volumetric constraint between the immersed solid and back-

ground �uid grid. In Chapter 4, I specialize the approach of [51] to immersed nearly-incompressible

solids for modeling biological soft-tissues and monolithically couple the �uid and solid using the fully

implicit generalized-� method [53�55] for enhanced stability and robustness. It is important to note

that alternative approaches exists that only consider the FSI constraint along the �uid-solid inter-

face, which improves accuracy near the interface but requires special integration techniques along

the interface [56�59]. The expected computational overhead for the volumetric constraint consid-

ered in this chapter is expected to be minimal for thin lea�ets. A penalty approach is adopted to

model nearly incompressible solid material behavior, which has been noted previously to counteract

incompressibility errors in the solid [52, 60]. Furthermore, the spatial discetization is augmented

with an additional stabilization term that provides dissipation near the expected sharp gradients in

the solution, i.e. pressure across the lea�ets, following [56, 61, 62]. The potential of the method to
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simulate heart valve dynamics is demonstrated through an idealized benchmark problem and two

extensions: heterogeneous lea�ets to model calci�cations and a transversely isotropic constitutive

model to better represent thein vivo anisotropic behavior of heart valves.

Lastly, Chapter 5 concludes the dissertation with perspectives for future research directions. Ad-

ditionally, the Appendix includes background information about the C++ library MFEM that I

utilized to develop the �uid, solid, ALE-FSI, and immersed-FSI solvers in this work. I describe some

of the tools provided by the library to develop your own application speci�c parallel FEM code.

Furthermore, I discuss some of the implementation details. Pseudocode for a generic solver class is

presented as a template for all solvers developed in this thesis work. I highlight additional parallel

algorithms necessary for implementing the boundary-�tted ALE FSI approach and non-boundary

�tted immersed FSI method.
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CHAPTER 2

BLOOD FLOW MODELING

2.1. Introduction

Computational �uid dynamics (CFD) has become a routine part of cardiovascular clinical research

[12, 63�90]. Simulations of the cardiovascular system provide insights into wall shear stress, complex

pulsatile �ow patterns, and pressure distributions in patient-speci�c geometries that are di�cult

to obtain otherwise. All of which can improve our understanding of disease processes, inform

design and evaluation of medical devices, be leveraged for predictive surgery, and aid in clinical

decision-making. Complex patient-speci�c anatomies, pulsatile �ow in a closed loop system, and

the existence of multiple �ow regions throughout the body (transitional �ow in large vessels/heart

compared with low Reynolds number �ow in peripheral vasculature) make the design of accurate

and e�cient cardiovascular CFD tools an open problem to this day [33�38]. Furthermore, modern

cardiovascular simulations often require millions of elements and tens of thousands of time steps

necessitating high-performance computing and advanced iterative solvers [91].

Incorporating the entire cardiovascular system in a 3D simulation is infeasible due to computational

cost and imaging resolution. A popular approach to circumvent this issue splits the simulation

into two parts: a high-�delity 3D model for the vessel of interest coupled to a computationally

inexpensive reduced dimension or lumped parameter model of the remaining vasculature [92�95].

Reduced dimension models, also termed geometric multiscale models, modify the original matrix

system with a sum of rank-one matrices weighted by the reduced dimension model parameters. For

patient-speci�c simulations, these reduced dimension model parameters can signi�cantly impact the

properties of the matrix system [91, 95]. Thus, e�cient solution via iterative methods must take

into account coupled reduced dimension models.

Taking advantage of the rank-one matrix structure, the authors of [96] leverage the Sherman-

Morrison formula [97] for inverting a matrix with a rank-one correction to design a precondition-

ing/inversion technique for the matrix system that arises with coupled reduced dimension models
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[96]. In this approach, the rank-one matrices are never formed, only their action is required making

this method particularly e�cient. The authors then proceed to wrap this preconditioner in a novel

iterative technique [98], which is the default solution algorithm in the open-source cardiovascular

�ow solver SimVascular [33, 34]. However, citing sensitivities with respect to reduced dimension

model parameters and di�culties converging to tighter solver tolerances, the authors of [91] propose

to utilize block preconditioning techniques for hemodynamics problems. This approach takes ad-

vantage of the2� 2 block structure of the matrix system that reduces the design of preconditioning

algorithms to that of the sub-blocks. The authors propose a matrix-free approach to applying the

Schur Complement Reduction (SCR) procedure [99] within a block preconditioner, demonstrating

improved performance over SimVascular's default solution algorithm with respect to changes in

reduced dimension model parameters, time step size, solver tolerances, and Reynolds number. In

their approach, the authors utilize o�-the-shelf preconditioning techniques such as Jacobi precondi-

tioning or algebraic multigrid (AMG) methods. At least in our software implementation based on

the Modular Finite Element Methods (MFEM) library [100], one must construct the matrix system

to utilize o�-the-shelf preconditioners like AMG. Thus, to avoid the formation of rank-one matrices

arising from coupled reduced dimension models but still utilize block preconditioning techniques

with improved robustness to application speci�c model parameters, we propose to combine the

Sherman-Morrison based preconditioner [96] with block preconditioning techniques. Note that the

rank-one matrices contribute to a single sub-block of the overall matrix system, and so inversion of

this sub-block within a block preconditioning algorithm will be achieved using the Sherman-Morrison

based preconditioner.

The chapter is organized as follows. First, the governing equations for modeling blood �ow are

described in Section 2.2. We detail the modeling assumptions utilized as well as the coupling

scheme for reduced dimension models of the cardiovascular system. In Section 2.3, we describe the

image to computational model pipeline for the solver developed in this work. Section 2.4 details

the numerical methods utilized in this work, including stabilized �nite element methods. Section

2.5 introduces block preconditioning techniques to solve the matrix system that arises in fully

implicit solution methods of the Navier-Stokes equations. A categorization of the various types
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of block preconditioning algorithms presented in [101, 102] is used to analyze di�erent techniques.

Modi�cations of these block preconditioners will be discussed that take into account the special

contributions from monolithically coupled reduced dimension models of the cardiovascular system.

Section 2.6 details the code veri�cation performed for the solver developed in this work, including

standard CFD benchmark problems. In Section 2.7, we analyze the mass conservation properties of

the various solution algorithms in a pulsatile pipe �ow problem and a patient-speci�c aorta model

from the vascular model repository [103, 104].

2.2. Governing Equations

Let 
 � Rd where d = 2; 3 dimensions with boundary � = @
 . Consider a time interval [0; T] with

T > 0. The governing equations for incompressible �uid �ow are the Navier-Stokes equations in the

current con�guration given by

�
�

@v
@t

+ v � r v � f
�

� r � � = 0 in 
 � (0; T); (2.1)

r � v = 0 in 
 � (0; T); (2.2)

with initial and boundary conditions

v(x; t = 0) = v0 8x 2 
 (2.3)

v = gf on � D � (0; T) (2.4)

� n = h on � N � (0; T) (2.5)

where v is the �uid velocity, � is the �uid Cauchy stress tensor, � is the �uid density, f is a body

force per unit mass,gf is a given boundary velocity,h is a given surface traction, andr denotes a

derivative with respect to the spatial coordinate x.
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2.2.1. Cardiovascular Flow Modeling

Constitutive Modeling of Blood

Whole blood is a suspension of cells (plasma, white blood cells, platelets, and red blood cells) in

aqueous solution [16]. Typically, blood is modeled as an incompressible �uid since the mass densities

of its various constituents do not signi�cantly change under physiological pressures [16]. Overall,

blood demonstrates shear thinning behavior which can be attributed to the tendency of red blood

cells to aggregate under low shear rates causing an increase in viscosity [16, 105]. One approach to

modeling this type of behavior is to introduce a shear-rate dependent viscosity for the �uid, also

known as a Generalized Newtonian �uid (see for example [106])

� = � ( _ ) (2.6)

where _ =
p

2� : � is the shear rate and

� (v ) =
1
2

�
r v + r v T �

(2.7)

is the strain rate tensor. There exist several di�erent models in the literature, see [105, 107] for

an overview and investigation of various models. In this work, we focus on modeling blood �ow

in large arteries where shear rates can reach 1000s� 1, and for high shear rates (> 100s� 1) the

viscosity of blood remains approximately constant [16, 105]. Although not capturing the shear

thinning behavior that could be especially important near the vessel wall and for computation of

wall shear stress, the standard Newtonian model is a reasonable and popular �rst approximation

[107]. Thus, we adopt the constant viscosity Newtonian model for blood

� = � 0: (2.8)

Now for an incompressible Newtonian �uid, the Cauchy stress tensor is de�ned as

� = � pI + 2 � � (v ) (2.9)
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where p is the �uid pressure and � is the �uid dynamic viscosity.

Remark 2.1. Although not considered here, non-Newtonian models for the �uid can readily be

incorporated in the computational framework discussed in subsequent sections.

Boundary Conditions

In this chapter, we focus on modeling blood vessels as a rigid no-slip boundaries, however later

chapters will relax this assumption. At the inlet of the domain, one typically speci�es either a time

dependent pressure or �ow rate either obtained from imaging data or accepted literature values.

Depending on the available data, one may reconstruct a patient-speci�c velocity pro�le from 4D

�ow MRI imaging or scale a unit �ow rate idealized velocity pro�le by the subect-speci�c �ow

rate. See Figure 2.2 for some commonly utilized in�ow velocity pro�les and [108] for the impact

of di�erent in�ow pro�les in patient-speci�c hemodynamic simulations. In the case where only

the �ow rate is known, we use a unit �ow rate velocity pro�le on a circular cross-section and

map this idealized velocity pro�le to the patient speci�c (usually non-uniform) cross-section using

the following procedure: (the subsequent exposition follows that of [109]) Letv(z; t) denote the

component of the velocity �eld (with the desired �ow rate) normal to the in�ow surface, vc(r; t )

denote the desired velocity pro�le on a circular cross-section, letvnc(z; t) denote the velocity pro�le

mapped to a non circular cross-section, then

ˆ Step 1: Map the radial coordinate on the non circular cross-section (z) to the circular cross-

section (r ) (see Figure 2.1)

r (z) =
jjz � z0 jj

jj z � zb jj + jjz � z0 jj
ravg (2.10)

where z0 is the centroid of the in�ow cross section computed as an area weighted average of

each boundary element centroid(ze
0) on the in�ow surface.

z0 =
1

area(� in )

NbelX

e=1

area(� e)ze
0 (2.11)

where � e = @
 e \ � in and Nbel is the number of boundary elements on the in�ow surface
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� in . zb is the point on the in�ow boundary edge that is closest to the query point z, which

is determined using a point cloud search organized in a k-d tree data structure for e�cient

searching. Also note, to compute the closest point and to compute the centroid, we use a

re�ned version of the in�ow surface mesh. ravg =
q

area(� in )
� and jj � jj is the l2 norm.

ˆ Step 2: Scale the in�ow velocity to produce the desired volumetric �ow rate

v(z; t) =
Q(t)R

� in
vnc(z; t) d�

vnc(z; t) (2.12)

where vnc(z; t) = vc(r (z); t). An example radial in�ow pro�le, parabolic velocity pro�le

vc(r; t ) = 1 �
�

r
ravg

� 2

(2.13)

Remark 2.2. Step 2 ensures that the in�ow pro�le on the non circular cross-section has the

desired shape through speci�cation ofvc and the desired �ow rate via the normalization in the

denominator of Equation 2.12. For the �ow rate, observe that taking the integral of the above

equation over the in�ow surface area results in the �ow rate forv equal toQ(t).

Figure 2.1: Mapping from circular cross-section to non circular cross-section.
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Figure 2.2: Several types of inlet velocity pro�les commonly used in hemodynamics simulations,
adapted from [108]. Left to right: patient-speci�c velocity pro�le, parabolic velocity pro�le, and
plug �ow.

At the outlet of the domain, specialized boundary conditions that properly model the downstream

vasculature neglected from the computational domain are essential to obtain physiologically realistic

velocities and pressures. Although �ow features of clinical interest predominantly occur in larger

vasculature, smaller vessels and capillaries account for most of the vascular resistance and thus

their e�ects must be accounted for to accurately simulate �ow in larger vessels [110]. The typical

approach couples 0D lumped parameter models that approximate the downstream smaller vessels

to a 3D computational domain for the large vessel of interest, see [5, 12, 23, 65, 67]. Here, we

utilize the methods developed in [92, 93] that are based on the Dirichlet-to-Neumann method [111,

112] for modeling large domains, which results in a monolithic coupling between the large vessel

of interest and downstream vasculature. In this approach, the normal traction or pressure at each
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outlet surface is modeled as a function of the �ow rate through that surface (� a)

n � � n = � P(t); (2.14)

where P(t) = f (Qa) and Qa =
R

� a
v � n d� is the �ow rate through the surface. Here, we focus

on the three-element Windkessel model (see Figure 2.3) from [113�115] which builds on the two-

element model from [116]. Physiologically, as the heart pumps blood in a cyclic manner creating

pulsatile �ow, the arteries expand in systole and contract in diastole to maintain an approximately

constant �ow rate in the smaller vessels [113, 117]. The Windkessel model aims to capture these

e�ects through parameters representing peripheral resistance and arterial compliance [113]. The set

of di�erential equations that govern the Windkessel model are (see [91] for example)

d�( t)
dt

= �
�( t)

�
+

Qa(t)
C

; (2.15)

P(t) = RpQa(t) + �( t) + Pd(t); (2.16)

where � = RdC is the time constant of the model,Rp is the proximal resistance,Rd is the distal

resistance,C is the vessel compliance, and�( t) is the pressure drop over the proximal resistor.

Note that for the three-element Windkessel model, it is possible to derive an analytical expression

for the outlet pressure

P(t) = [ P(0) � RpQ(0) � Pd(0)] e� t=� + Pd(t) + RpQ(t) +
Z t

0

e� (t � ~t )=�

C
Q(~t) d~t; (2.17)

which will be utilized in subsequent sections for implementation of the model. Generally, the mean

pressure is controlled by the total resistance (Rtotal = Rp + Rd), whereas the amplitude of the

pressure waveform is controlled by the compliance and ratio ofRp=Rd. For example, increasing

vessel compliance will decrease the amplitude of the pulse and increase the width of the pulse for

the following reasons: in response to a bolus of �uid from the heart, the immediate downstream

arteries will expand to accommodate the additional volume of blood removing energy from the �uid

and thus damping the pressure waveform. The more compliant the arteries, the more energy will
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be removed from the �uid. In diastole, this stored energy is released over some time to maintain

�ow in peripheral vasculature increasing the duration of the pressure waveform.

Remark 2.3. In the Dirichlet-to-Neumann coupling approach described above, the velocity and

pressure at the outlet are unknown solution variables.

Remark 2.4. Note that alternative 0D-3D coupling schemes exist, such as [110], that utilize par-

titioned approaches to strongly couple the 0D lumped parameter networks to the 3D domain. This

�exible type of coupling is especially useful when analytical expressions for the outlet normal traction

are not possible to derive. For a review of 0D lumped parameter and 1D models for the cardiovascular

system see [118].

Figure 2.3: Three-element Windkessel model, adapted from [113].

2.3. Image to Computational Model

In this section, we describe the image to computational modeling pipeline that was developed with

our collaborators at Children's Hospital of Philadelphia (CHOP) to interface with the computational

mechanics software developed in this thesis. The input to this procedure are medical images, while

the output is an analysis suitable geometry and mesh for simulation. See Figure 2.4 for an overview

of this procedure and snapshots of the model at di�erent stages of the process.

First, medical images (in this case MRI) would be imported to 3D Slicer, an open-source software

for medical image processing and computing [119]. This data consists of a set of two-dimensional

images from di�erent anatomical planes over some time interval of interest. The two-dimensional

images are then converted to a three-dimensional model through segmentation. In our case, we

utilize a volume thresholding technique to identify blood vessels. Next, the vessel of interest would
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be isolated from the three-dimensional model and then imported into a 3D geometry manipulation

and modeling software to perform any smoothing, surface remeshing, and clipping inlet and outlet

planes necessary to remove artifacts from the segmentation process. Now we have an analysis

suitable domain which can be meshed using for example the SimVascular software [33, 34]. At this

point, any additional patient-speci�c information such as �ow rate, pressures, or 4D �ow magnetic

resonance imaging (MRI) data can be utilized to prescribe patient-speci�c boundary conditions.

The remainder of this chapter will focus on methods to simulate hemodynamics that could take as

input the three-dimensional models generated by the above procedure.

Figure 2.4: Image to computational model pipeline. Note the medical images shown here are
anonymized and depicted in the 3D Slicer software.
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2.4. Numerical Methods

2.4.1. Weak Form

In this section, we present the weak form of the Navier-Stokes equations. We de�ne the following

trial solution spaces for velocity and pressure

Sv =
n

v j v (�; t) 2
�
H 1(
)

� d
; v = gv on � D

o
; (2.18)

Sp =
�

pj p(�; t) 2 L 2(
) ;
Z



p d
 = 0 if � N = ?

�
; (2.19)

respectively, with corresponding test function spaces

Sv;0 =
n

v j v 2
�
H 1(
)

� d
; v = 0 on � D

o
; (2.20)

Sp;0 =
�

pj p 2 L 2(
)
	

; (2.21)

where L 2(
) is the space of square-integrable functions on
 and
�
H 1(
)

� d is the space of square-

integrable d-dimensional functions with square-integrable derivatives on
 . Note that in the case

of pure Dirichlet boundary conditions on velocity, the pressure is only unique to a constant and to

�x this constant we require the average pressure over the domain to be zero. To derive the weak

form, we multiply Equation 4.1 by w 2 Sv;0 and Equation 2.2 by q 2 Sp;0, as well as integrate by

parts the stress terms to obtain the variational problem: Find (v ; p) 2 Sv � S p such that

Z



w �

�
@v
@t

+ v � r v � f
�

d
 �
Z



r � w p d
 +

Z



2� � (w) : � (v ) d


�
Z

� N

w � h d� = 0 8w 2 Sv;0 ; (2.22)

Z



q r � v d
 = 0 8q 2 Sp;0 ; (2.23)

where we have replaced the Cauchy stress tensor with the Newtonian �uid constitutive model.
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2.4.2. Spatial Discretization

The domain 
 is partitioned into a mesh of non-overlapping elements
 e that approximates the do-

main (
 � 
 h = [ nel
e=1 
 e). We consider �nite dimensional approximations (denoted with superscipt

h) to the trial solution and test function spaces that are spanned byC0 continuous �nite element

basis functions. Let ! v and ! p denote the set of velocity and pressure nodes excluding nodes on

Dirichlet boundaries that are set strongly, then the �nite element approximations can be written as

vh =
X

A2 ! v

N v
A (x)vA (t); ph =

X

A2 ! p

N p
A (x)pA (t); (2.24)

and for the test functions

wh =
X

A2 ! v

N v
A (x)wA ; qh =

X

A2 ! p

N p
A (x)qA ; (2.25)

where(�)A (t) denotes a quantity at nodeA and N ()
A (x) is the corresponding shape function. In this

work, we utilize Lagrange polynomials as �nite element basis functions mapped from a parametric

element using the iso-parametric concept (see [120, 121]). Letku and kp denote the order of

polynomials utilized for the �nite element spaces for velocity and pressure respectively. In order to

ensure a unique solution to the discrete problem, the choice ofku and kp must satisfy the well-known

inf-sup or LBB (Ladyzhenskaya-Babu²ka-Brezzi) condition [122]. See [123] for a discussion of some

commonly utilized �nite element pairs for approximating the Navier-Stokes equations. Generally,

choosingku � kp + 1 results in a stable method. The stable element pair utilized in this work

is the so called Taylor-Hood elementsP2P1. Pk denotes the space of polynomials of total orderk

used for triangular/tetrahedral elements, while for quadilateral/hexahedral elements we replace this

with Qk the space of polynomials of degree less than or equal tok in each spatial direction. Now,

we state the semi-discrete variational problem utilizing the stable Taylor-Hood element pair: Find
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yh(t) = f vh ; phgT 2 S h
v � S h

p such that

B m (wh ; _yh ; yh) =
Z



� f wh �

�
@vh

@t
+ vh � r vh � f

�
d
 �

Z



r � wh ph d
 +

Z



2� � (wh) : � (vh) d


�
Z

� N

wh � h d� = 0 8wh 2 S h
v;0 ; (2.26)

B c(qh ; _yh ; yh) =
Z



qh r � vh d
 = 0 8qh 2 S h

p;0 : (2.27)

Remark 2.5. f and h are also approximated using the �nite element space for velocity and for

brevity we do not include the subscripth above. In this case of Lagrange polynomials, the nodal

values of these approximations can be conveniently determined by evaluating the given functions at

the nodes.

In addition to instabilities that may arise due to choice of function spaces, the above discretization

is known to su�er instabilities in the high Reynolds number (Re) or advection-dominated regime,

see [124]. Note that Re= �UD
� where U and D are characteristic velocity and length scales for

the �ow. To overcome these instabilities, we utilize the Variational Multiscale (VMS) method

presented in [125] that adds residual based stabilization to the above discretization. The VMS

approach builds upon and generalizes the Steamline-Upwind Petrov Galerkin (SUPG) [126, 127],

Pressure-Stabilized Petrov Galerkin (PSPG) [128�130], and Least-Squares on Incompressibility Con-

straint (LSIC) methods [131�133]. In advection dominated �ows, spatial instabilities can develop

with Equations 2.26-2.27, such as node-to-node oscillations, and the SUPG method stabilizes these

oscillations with residual based arti�cial viscosity. PSPG stabilizes checkboard modes in the pres-

sure �eld that arise with equal order interpolants for velocity and pressure, allowing for the use of

computationally e�cient linear elements for both velocity and pressure. Lastly, the LSIC method

generally improves mass conservation, accuracy of the approximation, and conditioning of the asso-

ciated linear system of equations. The VMS approach incorporates all the features of the previously

discussed stabilization approaches, as well as additional residual based stabilization based on mod-

eled unresolved sub-grid scales. The stabilized variational problem utilizing the VMS method is to
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�nd yh(t) = f vh ; phgT 2 S h
v � S h

p such that

B m (wh ; _yh ; yh) =
Z



� f wh �

�
@vh

@t
+ vh � r vh � f

�
d
 �

Z



r � wh ph d


+
Z



2� � (wh) : � (vh) d
 �

Z

� N

wh � h d� +
Z



r wh : (� m r m 
 vh) d
 +

Z



� (r � wh) � c r c d


�
Z



r vh : (wh 
 � m r m ) d
 �

Z




1
�

r wh : (� m r m 
 � m r m ) d


+
Z



� b (� m r m � r wh) � (� m r m � r vh) d
 = 0 8wh 2 S h

v;0 ; (2.28)

B c(qh ; _yh ; yh) =
Z



qhr � vh d
 �

Z




1
�

r qh � � m r m d
 = 0 8qh 2 S h
p;0 ; (2.29)

with the following de�nitions

r m = � f
�

@vh

@t
+ vh � r vh � f

�
+ r ph � � r 2vh ; (2.30)

r c = r � vh ; (2.31)

� m =

 
CT

� t2 + vh � G v h + CI

�
� f

�

� 2

G : G

! � 1=2

; (2.32)

� c =
1

� m tr G
; (2.33)

� b = ( � m r m � G � m r m ) � 1=2 ; (2.34)

Gij =
nsdX

k=1

@�k
@xi

@�k
@xj

: (2.35)

where nsd is the number of spatial dimensions. In the case of triangle or tetrahedral elements,

Equation 2.35 is modi�ed following [134] to correct changes inGij that may occur due to nodal

permutations on simplex elements since their parametric space element is non-symmetric

Gij =
nsdX

k=1

@�k
@xi

M kl
@�l
@xj

(2.36)
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where

M kl =
1

p
3

2

6
4

2 � 1

� 1 2

3

7
5 in 2D; =

1

2 3
p

2

2

6
6
6
6
4

3 � 1 � 1

� 1 3 � 1

� 1 � 1 3

3

7
7
7
7
5

in 3D. (2.37)

In the above VMS discretization, CT is a constant speci�c to the time stepping method in this

case set to4 [62], CI is a constant related to the order of polynomials used in the �nite element

approximation taken to be 36 [127, 135], and� are the coordinates of the parametric domain of

an element. These stabilization parameters are designed to provide optimal convergence rates with

respect to mesh size and polynomial order, enhanced stability in advection-dominated �ows, and

allow for the use of equal order interpolants for the velocity and pressure trial solution spaces [109].

All of the additional terms, except the last integral in Equation 2.28, are derived as part of the

VMS method. The last integral in Equation 2.28 introduced in [61] and presented in the VMS

context in [62] is also included in the above formulation to provide additional dissipation near sharp

gradients in the solution (see [56]). In the following, we point out the terms that coincide with

earlier stabilization approaches: In Equation 2.28, the �rst four integrals coincide with the stable

method, the next two terms match those in the SUPG and LSIC methods respectively, the two

integrals in the third line are terms speci�c to the VMS method, and the last term is an additional

residual based stabilization term. In Equation 2.29, the last integral is the PSPG contribution to

the method.

Remark 2.6. In Equation 2.30, the second derivative of the velocity �eld is required howevervh is

only continuous across element boundaries. One approach presented in [136] reconstructs the second

derivative by computing the derivative ofvh and then L 2 projects it back to Sv . Alternatively, the

authors of [125] directly evaluate the second order derivative on an element-by-element basis and do

not observe signi�cant di�erences between their approach and the former reconstruction procedure.

In this work, we follow the latter approach to avoid the additionalL 2 projection. Note that this

term is zero for linear triangle and tetrahedral elements, however all other element types will have

a non-zero contribution from this term. As discussed in [137], the second derivative term must be

included for consistency (i.e. to obtain optimal convergence rates) for higher-order elements.

22



Remark 2.7. Conservation properties of the semi-discrete equations 2.26-2.29:

ˆ Conservation of mass: Both the stable and VMS stabilized methods globally conserve mass,

which can be seen by takingqh = 1 .

ˆ Conservation of momentum: In general, use of the convective form of the nonlinear term

results in violations of global momentum conservation. However, the VMS stabilized method

globally conserves momentum (in the absence of surface and body forces) due to term
R


 r vh :

(wh 
 � m r m ) d
 originally introduced in [61] that restores momentum conservation.

For more details and proofs of these statements, see [62, 138].

Cardiovascular Out�ow Boundary Conditions

For 0D lumped parameter models coupled to the 3D computational model monolithically using the

Dirichlet-to-Neumann method, the following term is added to the weak form of the momentum

equation B m (wh ; _yh ; yh)
X

� a 2 � out

Z

� a

(wh � n)Pa(t) d� ; (2.38)

where � out is the set of outlet surfaces where the boundary condition is applied and the superscript

a on P(t) denotes possibly di�erent model parameters at each outlet surface. Note to evaluate this

term, one typically needs to compute the �ow rate through � a i.e. an integral of the normal velocity

component over the surface which is a standard �nite element operation and perfectly parallelizable.

Back�ow Stabilization

Due to the pulsatile nature of blood �ow, back�ow is a common occurrence in the cardiovascular

system. This presents challenges when modeling, since we often have truncated domains and access

to limited �ow information to apply boundary conditions. Often times, this creates a situation

where the simulation diverges due to �ow reversal at the outlet. Speci�cally, oscillations of in�ow

and out�ow velocity at a Neumann boundary can grow overtime eventually causing simulation

divergence. To provide the missing convective information due to the truncated domain, we follow

the approach presented in [139] and apply an additional stabilization term to counteract �ow reversal
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at open boundaries. Essentially, this term is an additional traction to push the �ow out of the domain

only when �ow reversal occurs at an outlet. Interestingly, the additional term closely resembles the

face terms utilized in a discontinuous Galerkin discretization of the nonlinear advection term with

an upwinding numerical �ux function (see [140]). The back�ow stabilization has the following form

and is added toB m (wh ; _yh ; yh)

X

� 2 � out

� �
Z

�
� wh � f vh � ng� vh d� ; (2.39)

where � is chosen between 0 and 1 (usually 0.2 su�ces),� out is the set of outlet surfaces where

back�ow is expected, and

f v � ng� =

8
>><

>>:

v � n if v � n < 0

0 o.w.
(2.40)

For a detailed review of di�erent approaches to handle back�ow see [141, 142].

2.4.3. Time Discretization

To discretize the equations in time, we use the generalized-� method. Originally proposed by [53]

for second-order systems of di�erential equations, and later extended to �rst-order systems in [54].

In this work, we utilize the modi�cation of original method for �rst order systems discussed in [55]

that recovers second order accuracy in time for pressure.

Consider a time interval [0; T] divided into N time steps, where� tn = tn+1 � tn is the time step

between thenth and (n + 1) st time steps. Let V ; P denote the degree-of-freedom vectors for the

velocity and pressure �elds. De�ne Y = f V ; PgT . Then, we can de�ne residual vectors as follows

Rm
Ai ( _Y n ; Y n ) = B m (N v

A ei ; _yn ; yn ) (2.41)

Rc
A ( _Y n ; Y n ) = B c(N p

A ; _yn ; yn ) (2.42)

whereei is the i th Cartesian basis vector,A denotes the node number,_() denotes a time derivative,

and (�)n denotes the quantity at tn . For the generalized-� method, speci�cally scheme 2 in [55],
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given _Y n and Y n , �nd the values of these quantities at tn+1 by solving

R m ( _Y n+ � m ; Y n+ � f ) = 0; (2.43)

R c( _Y n+ � m ; Y n+ � f ) = 0; (2.44)

Y n+1 = Y n + � tn _Y n +  � tn

�
_Y n+1 � _Y n

�
; (2.45)

_Y n+ � m = _Y n + � m

�
_Y n+1 � _Y n

�
; (2.46)

Y n+ � f = Y n + � f (Y n+1 � Y n ) ; (2.47)

where ; � m ; and � f are algorithmic parameters. For second-order accuracy = 1
2 � � f + � m and

for unconditional stability for linear problems � m � � f � 1
2 . Following [54], we set

� m =
1
2

�
3 � � 1

1 + � 1

�
; � f =

1
1 + � 1

; (2.48)

where � 1 2 [0; 1] is a free parameter that controls numerical dissipation introduced by the scheme.

� 1 = 0 introduces the most numerical dissipation and can be shown to be equivalent to the second-

order backward di�erence method (BDF2), while � 1 = 1 introduces no numerical dissipation and

is equivalent to the midpoint rule [143, 144]. In practice, a good balance between added numerical

dissipation and accuracy is achieved by selecting� 1 = 0 :5 [55].

Equations 2.43-2.47 are solved using Newton's method, with the following predictor-multicorrector

algorithm:

Predictor Stage:

Set

Y n+1 ;(0) = Y n ; _Y n+1 ;(0) =
 � 1


_Y n : (2.49)

Multicorrector Stage: Repeat the following for l = 1 ; 2; :::; lmax

Step 1: Evaluate iterates at the intermediate levels:

_Y n+ � m ;( l ) = _Y n + � m

�
_Y n+1 ;(l � 1) � _Y n

�
; (2.50)

25



Y n+ � f ;( l ) = Y n + � f
�
Y n+1 ;(l � 1) � Y n

�
: (2.51)

Step 2: Assemble the residual vectors at the intermediate valuesR (l ) = f R m
(l) ; R c

(l )g
T

Step 3: Check for convergence by considering the norm of the residual vector and

jjR (l ) jj l2

jjR (0) jj l2
� � rel ; jjR (l ) jj l2 � � abs (2.52)

where � rel is a relative tolerance, � abs is an absolute tolerance, andjj � jj l2 is a vector l2 norm. If

the above convergence criteria is met, set_Y n+1 = _Y n+1 ;(l � 1) and Y n+1 = Y n+1 ;(l � 1) , and exit the

predictor-multicorrector algorithm. Otherwise, proceed to the next step.

Step 4: Assemble the tangent matrix at the intermediate values

2

6
4

K vv K vp

K pv K pp

3

7
5

(l )

(2.53)

Step 5: Solve the linear system for� _V n+1 ;(l ) and � _Pn+1 ;(l )

2

6
4

K vv K vp

K pv K pp

3

7
5

(l )

2

6
4

� _V n+1 ;(l )

� _Pn+1 ;(l )

3

7
5 = �

2

6
4

R m
(l)

R c
(l )

3

7
5 (2.54)

where the sub-matrices are given by (using the chain rule)

K vv =
@R m

(l)

@_V n+1
= � m

@R m
(l)

@_V n+ � m

+ � f  � tn

@R m
(l)

@V n+ � f

; (2.55)

K vp =
@R m

(l)

@_Pn+1
= � m

@R m
(l)

@_Pn+ � m

+ � f  � tn

@R m
(l)

@Pn+ � f

(2.56)

K pv =
@R c

(l )

@_V n+1
= � m

@R c
(l )

@_V n+ � m

+ � f  � tn

@R c
(l )

@V n+ � f

; (2.57)

K pp =
@R c

(l )

@_Pn+1
= � m

@R c
(l )

@_Pn+ � m

+ � f  � tn

@R c
(l )

@Pn+ � f

(2.58)
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Step 6: Update the solution vectors using� _Y n+1 ;(l ) = f � _V n+1 ;(l ) ; � _Pn+1 ;(l )gT ,

_Y n+1 ;(l ) = _Y n+1 ;(l � 1) + � _Y n+1 ;(l ) ; (2.59)

Y n+1 ;(l ) = Y n+1 ;(l � 1) +  � tn � _Y n+1 ;(l ) ; (2.60)

and return to Step 1.

Here, we state without proof the tangent matrix utilized for the stabilized VMS method. The tangent

matrix utilized for the stable method can be recovered by neglecting all terms with stabilization

coe�cients. Dropping the time and iterate subscripts for brevity,

@RmAi

@_VBj
=

Z



N v

A �
�
� m N v

B � ij + � f  � tnvk
dN v

B

dxk
� ij

�
d
 +

Z



� (� f  � tn )

dN v
A

dxk

dN v
B

dxk
� ij d


+
Z



� (� f  � tn )

dN v
A

dxj

dN v
B

di
d
 +

Z



� m � m vk

dN v
A

dxk
N v

B � ij d


+
Z



� m (� f  � tn ) vk

dN v
A

dxk
vr

dN v
B

dxr
� ij d
 �

Z



� m (� f  � tn ) � v k

dN v
A

dxk

d2N v
B

dxr dxr
� ij d


+
Z



� c (� f  � tn )

dN v
A

dxi

dN v
B

dxj
d
 �

Z



� m (� f  � tn ) N v

A
dN v

B

dxk
(r m )k � ij d


�
Z



� b (� f  � tn )

dN v
A

dxk
� m (r m )k

dN v
B

dxr
� m (r m )r � ij d


�
Z




dN v
A

dxk
� m (r m )k

�
� m � m N v

B � ij + � m (� f  � tn ) vr
dN v

B

dxr
� ij �

� m

�
� (� f  � tn )

d2N v
B

dxr dxr
� ij

�
d
 ;

(2.61)

@RmAi

@_PB
= �

Z



(� f  � tn )

dN v
A

dxi
N p

B d
 +
Z



(� f  � tn ) � m vk

dN v
A

dxk

dN p
B

dxi
d


�
Z



(� f  � tn ) � m (r m )k

dN v
A

dxk

dN p
B

dxi

� m

�
d
 ; (2.62)
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@RcA
@_VBi

=
Z



(� f  � tn )

dN v
B

dxi
N p

A d


+
Z




dN p
A

dxi
� m

�
� m N v

B + ( � f  � tn ) vr
dN v

B

dxr
�

�
�

(� f  � tn )
d2N v

B

dxr dxr

�
d
 ; (2.63)

@RcA
@_PB

=
Z



(� f  � tn )

� m

�
dN p

A

dxi

dN p
B

dxi
d
 ; (2.64)

where � ij is the Kronecker delta function, uppercase indicesA; B denote node numbers, lowercase

indices denote components of a vector ranging from1 to number of spatial dimensions. In deriv-

ing the tangent matrices, we have used the frozen-coe�cient hypothesis, see [54, 145, 146]. For

example, in Equation 2.61, we assume the convective velocity of the nonlinear term is �xed during

the linearization process (see Appendix C). This results in a diagonal contribution to the tangent

sub-matrix for the convective term that otherwise would contribute o�-diagonal terms as well. This

simpli�cation results in faster matrix-vector products, with minimal loss in performance of Newton's

method [54, 145, 146]. Note that the stabilization coe�cients are also held �xed in the linearization

process. In this work, we solve the linear system inStep 5 using a preconditioned Flexible Gener-

alized Minimal Residual Method (FGMRES) [147] since the preconditioners we use vary over the

iterations.

Time Discretization of the Windkessel Model

For the generalized-� method described above, we need to evaluate the outlet pressureP(t) of the

Windkessel model attn+ � f . Let

Sa
Ai =

Z

� a

N v
A (x) ni d� (2.65)

then the contribution of the Windkessel model for outlet surface� a to the momentum residual is

RM
Ai = Sa

Ai

�
[P(0) � RpQ(0) � Pd(0)] e� tn + � f =� + Pd(0)

�

+ Sa
Ai

 

RpQ(tn+ � f ) +
Z tn + � f

0

e� (tn + � f )� ~t )=�

C

Z

� a

vh(~t) � n d� d~t

!

: (2.66)
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To compute the history term in the Windkessel model, one must be able to evaluate the �ow rate

through � a at time ~t 2 [0; tn+ � f ]. The exposition below extends the discretization detailed in [148]

to evaluate the outlet pressure of the Windkessel model attn+ � f rather than at tn+1 . Recalling that

the velocity from tn to tn+1 is approximated as linear in the generalized-� method, we can write

vh(t) �
JX

j =0

� j (t)vh(tn+1 � j ) (2.67)

where � j (t) are Lagrange polynomials

� j (t) =
JY

i =0 ;i 6= j

t � tn+1 � i

tn+1 � j � tn+1 � i
: (2.68)

For J = 1 , we obtain

vh(t) �
�

t � tn

tn+1 � tn

�
vh(tn+1 ) +

�
t � tn+1

tn � tn+1

�
vh(tn ); (2.69)

a linear approximation of vh on the interval tn to tn+1 . Now the integral from 0 to tn+ � f can be

written as a sum of integrals over each time step. First, let

Qa
k =

X

A2 ! v

nsdX

j =1

� Z

� a

N v
A nj d�

�
vj (tk ) (2.70)

be the �ow rate through surface � a at time t = tk . Then,

Z tn + � f

0

e� (tn + � f )� ~t )=�

C

Z

� a

vh(~t) � n d� d~t =

=
n� 1X

k=0

Z tk +1

tk

e� (tn + � f � ~t )=�

C

�� ~t � tk

tk+1 � tk

�
Qa

k+1 +
� ~t � tk+1

tk � tk+1

�
Qa

k

�
d~t

+
Z tn + � f

tn

e� (tn + � f � ~t )=�

C

 � ~t � tn

tn+ � f � tn

�
Qa

n+ � f
+

 
~t � tn+ � f

tn � tn+ � f

!

Qa
n

!

d~t: (2.71)

To approximate the integral in time, we apply the second order accurate midpoint rule to preserve

the overall second order accuracy of the time integration scheme used in this work [149]. Speci�cally,
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the integral over a single time interval can be approximated as

Z tk +1

tk

e� (tn + � f � ~t )=�

C

�� ~t � tk

tk+1 � tk

�
Qa

k+1 +
� ~t � tk+1

tk � tk+1

�
Qa

k

�
d~t �

� � tn
e� (tn + � f � t � )=�

C

��
t � � tk

tk+1 � tk

�
Qa

k+1 +
�

t � � tk+1

tk � tk+1

�
Qa

k

�
(2.72)

where t � = 0 :5 (tk+1 + tk ). Thus, Equation 2.71 can be written as

Z tn + � f

0

e� (tn + � f )� ~t )=�

C

Z

� a

vh(~t) � n d� d~t �

� e� tn + � f =�
n� 1X

k=0

"

� tn
et � =�

C

��
t � � tk

tk+1 � tk

�
Qa

k+1 +
�

t � � tk+1

tk � tk+1

�
Qa

k

� #

+ ( tn+ � f � tn )
e� (tn + � f � t̂ )=�
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(2.73)

where t̂ = 0 :5(tn+ � f + tn ). From an implementation standpoint, since the terms inside the square

brackets are independent of the current time interval fromtn to tn+ � f , each term of the summation

can be computed once and added to a stored variable as the simulation progresses. Now, the

contribution of the Windkessel model to the tangent matrix is obtained via linearization of Equation

2.66 with respect to a change in_vn+1 , resulting in the following term added to (0,0) block of the

system matrix (Equation 2.53)

@RmAi

@_VBj
+ = � f  � tn

noX

a=1

f aSa (Sa)T (2.74)

whereno is the number of outlet surfaces,Sa is a vector of size number of nodes� number of spatial

dimensions given by Equation 2.65, and for the Windkessel model

f a = Rp + ( tn+ � f � tn )
e� (tn + � f � t̂ )=�

C

�
t̂ � tn

tn+ � f � tn

�
: (2.75)

Note that the contribution to the tangent matrix from the Windkessel model is a sum of weighted

rank-one matrices. In general, these matrices contain a dense sub-block for the nodes on each outlet
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boundary � a. Furthermore, the outer product of the vector Sa represents

� Z

� a

N v
A (x) ni d�

� � Z

� a

N v
B (x) nj d�

�
(2.76)

which cannot be formed in the usual way by looping over elements since a given node on the boundary

� a is coupled to every node on that boundary. Additionally, direct formation of this matrix via the

outer product would be computationally expensive. Instead, the action of this operator on a vector

can be achieved through a matrix-free algorithm that is perfectly parallelizable: Given an input

vector x, compute the action ofSa (Sa)T on x and store the result in a vectory

1. Compute the dot product between(Sa)T and the input vector x

Q = ( Sa)T x (2.77)

2. Scale the vectorSa by the result of step 1 and store iny

y = QSa (2.78)

This matrix-free approach will be leveraged in subsequent sections for the design of e�cient precon-

ditioners for tangent matrices that arise in problems with implicitly coupled cardiovascular out�ow

boundary conditions.

2.5. Block Preconditioners

In this section, we discuss block preconditioners for solving the matrix problem that arises from fully

implicit time integration of the incompressible Navier-Stokes equations. For an extensive discussion

of this type of matrix problem and its properties, see [99, 150]. Generally, we need to invert the
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following matrix at each time step or Newton iteration

A =

2

6
4

A G

D C

3

7
5 : (2.79)

Each block has the following terms in addition to any modeling or stabilizations: A contains a

discrete unsteady convection-di�usion operator,G is a discrete gradient operator,D is a discrete

divergence operator, andC is nonzero for the case of equal order elements and contains only

stabilization operators. One approach to design e�cient preconditioners for this system starts by

factorization of the original matrix

A =

2

6
4

A G

D C

3

7
5 =

2

6
4

I 0

DA � 1 I

3

7
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A 0

0 S
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0 I

3

7
5 (2.80)

also known as lower-diagonal-upper (LDU) factorization, whereS = C � DA � 1G is the Schur

complement. Additional factorizations are obtained by multiplying two of the three matrices on the

right-hand side together to obtain upper and lower block triangular factorizations
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or

2

6
4

A G

D C

3

7
5 =

2

6
4

A 0

D S

3

7
5

2

6
4

I A � 1G

0 I

3

7
5 (2.82)

respectively. Now, the inverse of the LDU factorization is given by

A � 1 =
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3
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5
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0 I
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7
5 (2.83)
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and so the problem of designing of a preconditioner forA reduces to designing preconditioners and

approximations for A and S. For example, direct use of the Schur complement is not practical

and it is typically replaced with a sparse approximation, a spectrally equivalent operator, or its

action is represented via a matrix-free algorithm [91, 102, 140]. Alternatively, approximations can

be motivated based on projection schemes for solution of the Navier-Stokes equations, such as the

pressure-correction scheme [151], resulting in a "physics-based" block preconditioner that realizes the

original solution algorithm without any restrictions on time step size or arti�cial boundary conditions

on pressure [102]. Di�erent preconditioners perform better with respect to changes in discretization

parameters (time step or mesh size), for certain �ow problems, Reynolds numbers, on moving

domains, with di�erent boundary conditions, discretizations (stable vs stabilized methods), and at

di�erent Courant-Friedrichs-Lewey (CFL) numbers. See [91, 152] for previous work investigating

the performance of various block preconditioners in the context of hemodynamics simulations.

Remark 2.8. Under the assumption thatA and S are inverted exactly, preconditioners based on

block triangular factorizations can be shown to converge in at most 2 iterations using the GMRES

algorithm while preconditioners based on the LDU factorization of the matrix converge in at most 1

GMRES iteration [99]. Of course in practice, approximations ofA � 1 and S� 1 are used.

Remark 2.9. From an implementation standpoint, preconditioners based on the above factorizations

are never formed directly, rather only its action on a vector is realized via a matrix-free algorithm,

see [91] for an example of this type of implementation.

Remark 2.10. The choice between a lower or upper block triangular preconditioner has the following

implication:

Consider an initial guess of zero for the iterative solve. If the block lower triangular from is used,

then in the �rst iteration the second equation (incompressibility constraint) will be satis�ed, while

if a block upper triangular form is used, then in the �rst iteration the �rst equation is satis�ed

(momentum). For more details, see [99].

One class of block preconditioners utilize the theory of psuedo-di�erential operators to construct
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spectrally equivalent approximations of the Schur complement operator, and combine them with

block triangular preconditioners. For example, [153] presented an approximation of the inverse

Schur complement for the generalized Stokes problem

Ŝ� 1 = � 1:0
�
� M � 1

p + � m L � 1
p

�
; (2.84)

where M p is the pressure mass matrix(M p) ij =
R


 N p
i N p

j d
 , and L p is the pressure Laplace

operator (L p) ij =
R



dN p

i
dxk

dN p
j

dxk
d
 . The notation (̂) indicates an approximate inverse, as well as

approximation of the original matrix for S. The preconditioner and its inverse take the following

form

P =

2

6
4

A 0

D Ŝ

3

7
5 (2.85)

and

P � 1 =

2

6
4

A � 1 0

D Ŝ� 1

3

7
5 : (2.86)

In general, for block triangular preconditioners, one needs to invertA and the Schur complement.

However, for the above, inversion of the Schur complement operator is replaced by relatively cheap

operations of inverting a mass and Laplace operator. This preconditioner is most e�ective when

the nonlinear term is treated explicitly, however its performance degrades with increasing Reynolds

number due to the lack of convective information in the Schur complement approximation [154].

To incorporate this missing information into the Schur complement approximation without the

need to invert the convective operator, [154] proposed the pressure convection di�usion (PCD)

preconditioner with the following inverse Schur complement approximation

Ŝ� 1 = � M � 1
p A pL � 1

p (2.87)
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where the right hand side above is a discrete pressure convection-di�usion operator

�
@p
@t

+ � v � r p � � � p = 0 (2.88)

where v is the �uid velocity and � is the Laplacian. With the additional convective information,

the PCD preconditioner demonstrated better performance with increasing Reynolds number.

The main drawback of the previous two block preconditioning approaches is the need to implement

and assemble additional matrices beyond those arising in the original discretization. Furthermore,

these approximations of the Schur complement assumeA is indeed a discrete convection di�usion

operator without other contributions that may arise in application speci�c models. In this work,

we focus on cardiovascular �ows and utilize monolithically coupled 0D lumped parameter models

that contribute to the (0,0) block of the system matrix. Consequently, the performance of the pre-

viously discussed preconditioners may degrade with changes in coupled lumped parameter models.

To incorporate application speci�c information into block preconditioners, one may also construc-

tion approximations based only on existing sub-matrices. For problems involving implicitly coupled

lumped parameter models, non-Newtonian constitutive models, or multi-physics simulations such

as �uid-structure interaction, block preconditioners designed using existing sub-matrices should im-

prove robustness with respect to changes in application speci�c model parameters. In the following

sections, we focus on block preconditioners constructed from the existing sub-matrices of the block

matrix.

To characterize the properties of di�erent block preconditioners, we utilize the approach discussed

in [101, 102]. LetÂ denote the approximation for A utilized by the preconditioner, then

Â =

2

6
4

I 0

DA � 1 I

3

7
5
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4
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7
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A AA 2G

D C � D (A 1 � A 2) G

3

7
5 : (2.89)

where A 1 and A 2 are approximations ofA utilized in the Schur complement and upper triangular
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block. The error in this approximation is E = A � Â ,

E =

2

6
4

0 (I � AA 2)G

0 � D (A 1 � A 2) G

3

7
5 : (2.90)

The error term provides insights into the e�ect di�erent approximations utilized in block precon-

ditioner design have on satisfaction of conservation of mass and momentum. Following the ter-

minology presented in [101, 102], an approximation whereA 2 = A � 1 and A 1 6= A 2 will result

in an unperturbed momentum equation or a "momentum preserving scheme". Alternatively, if

A 1 = A 2 6= A � 1, then the incompressibility constraint is unperturbed resulting in a "mass preserv-

ing scheme".

2.5.1. SIMPLE Preconditioner

The block preconditioner described in this section is based on the well-known Semi-Implicit Method

for Pressure Linked Equations (SIMPLE) algorithm for incompressible �ow [155]. Following the

approach in [102, 152], the SIMPLE algorithm can be wrapped inside a block-preconditioner based

on the full matrix factorization as follows

Psimple =
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7
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and its inverse

P � 1
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where diag() denotes the diagonal of the matrix, Ŝ = C � D diag(A ) � 1G, and � 2 (0; 1] is an

underrelaxation parameter. Note the main di�erence between the original full factorization of the

matrix and the SIMPLE preconditioner is the sparse approximation of the Schur complement, as

well as the diagonal approximation ofA � 1 in the right most factor. These diagonal approximations

are most e�cient when using small time steps sizes (i.e. CFL� 1), since for small � t the mass
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matrix in A becomes dominant. However, this is the main drawback when combining the SIMPLE

preconditioner with a fully implicit time stepping scheme since restricting to CFL � 1 limits the

capability of the method.

Examining the error term for the case� = 1 , we see

E =

2

6
4

0 (I � A diag(A ) � 1)G

0 0

3

7
5 ; (2.93)

resulting in a mass-preserving scheme. Note that the perturbation to the momentum equation will

be small if the matrix A is diagonally dominant.

2.5.2. aSCR Preconditioner

Here we propose a variant of SIMPLE, termed approximate Schur Complement Reduction (aSCR)

preconditioner, (see [99]), that replaces the diagonal approximation ofA � 1 with its full inverse in the

rightmost factor. The motivation for these approximations is to construct a momentum preserving

scheme i.e. a scheme that perturbs the conservation of mass equation. The block preconditioner is

as follows
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and its inverse
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where Ŝ = C � D diag(A ) � 1G as in the SIMPLE based preconditioner. The error term for this

method when � = 1 :0 is

E =

2

6
4

0 0

0 � D (diag(A )I � A ) G

3

7
5 ; (2.96)

which shows the incompressibility constraint is perturbed while the momentum equation is un-

changed. Note the error introduced to the incompressibility constraint will be small whenA is
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diagonally dominant, e.g. CFL � 1.

2.5.3. SCR Preconditioner

In this section, we discuss the Schur Complement Reduction (SCR) procedure, see [99], and a

preconditioner developed in [91] for hemodynamics applications that is based on this idea. The

SCR procedure is as follows:

First, we consider solving (which is repeatedly solved as part of the time-stepping scheme)
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Using the full factorization of the block matrix, we can rewrite this system as
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which can then be solved via back-substitution. Writing this procedure as a block preconditioner
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and its inverse

P � 1
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In [91], the authors use a matrix-free algorithm to apply the Schur complement operator, but use a

sparse approximation of the Schur complement̂S = C � D diag(A ) � 1G to form the preconditioner

for inverting S. This signi�cantly reduces the cost of the SCR based preconditioner, since the

full Schur complement operator is never formed. Additionally, consistent with the SCR procedure,

the authors use aA in the rightmost factor, as well as remove the underrelaxation parameter� ,
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distinguishing this approach from SIMPLE or aSCR. Examining the error term, we observe

E =

2

6
4

0 0

0 0

3

7
5 ; (2.101)

demonstrating the method preserves both the momentum equation and incompressibility constraint

as expected since the preconditioner is based on the full factorization of the original matrix without

any approximations. In their paper, the authors observed better performance using the SCR pre-

conditioner compared to the SIMPLE preconditioner for problems involving cardiovascular out�ow

boundary conditions, as well as faster convergence in fewer iterations for both CFL� 1 and CFL

� 1, albeit with some increase in computational cost.

2.5.4. Block Matrix with Cardiovascular Out�ow Boundary Conditions

For problems with implicitly coupled 0D lumped parameter models, the (0,0) block ofA can be

decomposed into

A = �A + A bc (2.102)

where

A bc = � f  � tn

noX

a=1

f aSa (Sa)T ; (2.103)

and �A denotes all other terms from the 3D domain. A bc contributes no eigenvalues that depend

on the reduced dimension model parameters. Selection of these model parameters and tuning to

patient speci�c data can create situations where the eigenvalues ofA bc are much larger than those

of Â , which leads to a poorly-conditioned tangent matrix and degrades iterative solver performance.

Consequently, these terms must be considered when invertingA , however formation of this sum of

weighted rank-one matrices is computationally expensive. To overcome these issues, the authors

of [96] proposed a preconditioner forA based on the Sherman-Morrison formula [97] for inverting

matrices with rank-one corrections. We refer the reader to [96] for a detailed derivation, here we
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state the �nal result for an approximation of the inverse of A

A � 1 � D ( �A ) � 1 �
noX

j =1

f j
�

D( �A ) � 1Sj 
 D ( �A ) � 1Sj

1 + f j jjD ( �A ) � 1Sj jj2

�
(2.104)

where D( �A ) denotes the diagonal of�A and jjD ( �A ) � 1Sj jj2 =
�
Sj

� T D( �A ) � 2Sj is a vector l2 norm.

Note that in the absence of cardiovascular out�ow boundary conditions (no = 0 ) and the above

reduces to a Jacobi preconditioner for the 3D domain contributions�A . Note that a Jacobi pre-

conditioner generally performs well for the tangent matrix utilized in this work that is diagonally

dominant especially for small� tn or small dynamic viscosity and due to the frozen-coe�cient hy-

pothesis used to derive it [98]. Lastly, the action of this preconditioner can be realized with the

same matrix free algorithm discussed previously thus eliminating the need to form the rank-one

matrices Sa(Sa)T .

The authors of [96] incorporate the above preconditioner inside a novel solution algorithm [98]

and demonstrate the method's improved performance (wall-clock time, iteration counts, mass con-

servation) over the commonly used Generalized Minimum Residual (GMRES) [156] iterative solver

on several test problems including �ow through a patient speci�c aorta with coronary arteries. The

novel solution algorithm, the so called bi-partitioned algorithm (BIPN), separately solves for veloc-

ity and pressure unknowns via the Schur complement thus allowing for conservation of mass and

momentum to be satis�ed to a given tolerance separately [98]. In contrast, the GMRES method is

less �exible in this regard, as it minimizes the norm of the entire residual vector. Note the combi-

nation of the Sherman-Morrison based preconditioner with BIPN algorithm is the default iterative

solving technique in the open-source cardiovascular �ow solver SimVascular [33, 34].

However, the BIPN is not without its limitations. In [91], the authors compare the performance of

SCR, SIMPLE, and BIPN on a variety of hemodynamics test problems. One example (see section

4.2 of [91]) considered a rigid pipe �ow simulation with a steady in�ow and resistance boundary

condition at the outlet. The authors demonstrate that the BIPN was not able to reduce the relative

residual beyond 10� 4, although an acceptable relative residual for real-world problems ideally a
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solution algorithm should continue to reduce the residual with increased iterations regardless of the

value of model parameters. Nevertheless, when the authors considered more moderate resistance

values that lead to physiological pressures in the pipe for the �ow rate considered, the performance

of BIPN improved and for loose tolerances the method required no more iterations than the block

preconditioning algorithms. However, with tighter tolerances on the linear solvers, the number of

iterations required by BIPN were approximately twice that of the block preconditioners. Large

patient-speci�c vessel models necessitate the use of loose solver tolerances for computational e�-

ciency, however the values of 0D coupled circuit model parameters are tuned to patient-speci�c data

and large values of these parameters could deteriorate BIPN iterative solver performance.

2.5.5. Novel Block Preconditioner for Cardiovascular Out�ow Boundary Conditions

In this section, we present a novel block preconditioning algorithm for implicitly coupled cardiovascu-

lar out�ow boundary conditions. The goal of the proposed preconditioner is to combine matrix-free

approaches to apply and precondition operators arising from cardiovascular out�ow boundary con-

ditions while still utilizing block preconditioning algorithms for their improved performance and

robustness with respect to changes in application speci�c parameters.

In [91], the authors utilize Hypre BoomerAMG (see [157]) as a preconditioner for invertingA and

S for a robust and highly scalable method. At least in our software based on MFEM, one needs

to provide the matrix to construct an algebraic multi-grid (AMG) precondtioner for it. For 0D

lumped parameter models, the dense rank-one matrices would need to be formed and added intoA .

Furthermore, these dense sub-matrices would necessitate a more complex sparsity pattern for storage

of the tangent matrix, increasing not only memory usage but also execution time of matrix-vector

products. In parallel, the nodes on each outlet face are typically contained within one processor,

however this is not guaranteed and can complicate computing the outer products necessary to form

A bc. For these reasons, we aim to design a preconditioner for cardiovascular out�ow boundary

conditions that does not require the formation of rank-one matrices for each outlet face.

With this in mind, we propose to utilize the special preconditioner for A based on the Sherman-

Morrison formula with the block preconditioners discussed in the previous sections. Speci�cally, any
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inversion of A will be approximated by Equation 2.104. The advantage of this approach is that only

the action of A bc is required, the dense rank-one submatrices are never formed. Thus, a matrix-

free algorithm can be utilized to apply A bc. Furthermore, since we only change the preconditioner

for inverting A , the mass-momentum preserving properties of each block preconditioning scheme

is preserved. Lastly, since we include this matrix-free approach to invertingA inside a block

preconditioner, the solution algorithm should be more robust to changes in model parameters of

cardiovascular out�ow boundary conditions.

Remark 2.11. Note that for �uid-structure interaction problems (subsequent chapters), the (0,0)

block of the system matrix will contain contributions from solid mechanics which typically contribute

to the o�-diagonal of the tangent matrix. Consequently, the performance of a diagonal preconditioner

for the 3D domain contribution may degrade depending on the solid material properties. In this

case, it could be more robust and e�cient to form A bc and then utilize an algebraic multi-grid

preconditioner for A . Future work could investigate these scenarios.

2.6. Code Veri�cation and Validation

2.6.1. Two-Dimensional Taylor-Green Vortex Problem

In this section, we consider a two dimensional analytical solution of the incompressible Navier-Stokes

equations, the two-dimensional Taylor-Green vortex, to evaluate spatial and temporal convergence

rates of the method. Speci�cally, we adapt the computational setup discussed in [158]. The exact

solution is given by

u(x; t) = � sin(2�y ) exp(� 4�� 2 t )

v(x; t) = sin(2�x ) exp(� 4�� 2 t ) (2.105)

p(x; t) = � cos(2�x )cos(2�y ) exp(� 8�� 2 t )

which describes spatially varying velocity and pressure �elds that decay in time. A snapshot of the

exact solution at time t = 0 , is shown in Figure 2.5. For this problem, we consider a a kinematic

viscosity of � = 0 :025 resulting in a Reynolds number of 40. Additionally, we use a computational
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domain of [� 0:5; 0:5]2, and specify Neumann boundary conditions for both velocity and pressure

given by the exact solution on the entire boundary. The simulation is initialized with the exact

velocity and pressure. For linear solves, we utilize the SCR block-preconditioner with a relative

tolerance of 10� 10 and an absolute tolerance of10� 12. For all convergence tests, we compute

relative errors between the numerical (vh) and exact solution (vexact ) at the �nal time t f given by

ev ;H 1 =
jjvh(t = t f ) � vexact (t = t f )jjH 1

jj vexact (t = t f )jjH 1
(2.106)

ev ;L 2 =
jjvh(t = t f ) � vexact (t = t f )jjL 2

jj vexact (t = t f )jjL 2
(2.107)

ep;L 2 =
jjph(t = t f ) � pexact (t = t f )jjL 2

jjpexact (t = t f )jjL 2
(2.108)

where jj � jj H 1 denotes theH 1 norm and jj � jj L 2 denotes theL 2 norm.

Figure 2.5: Initial (a) velocity magnitude and (b) pressure for the 2D Taylor
Green Vortex problem.

For the spatial convergence tests, we sett f = 1 � 10� 5, � t = 1 � 10� 6, and consider uniform

Cartesian grids of size� x = 0 :125; 0:0625; 0:0312; 0:0156 corresponding to meshes with 64, 256,

1024, 2048 quadrilateral elements. Results for the stableQ2 � Q1 and VMS stabilized Q1 � Q1

methods are shown in Figure 2.6a-b, demonstrating the expected optimal convergence rates [159].
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Figure 2.6: Spatial convergence results for the 2D Taylor Green Vortex problem. RelativeL 2 and
H 1 errors versus mesh size for the (a) stableQ2 � Q1 method and (b) VMS stabilized Q1 � Q1

method. (c) Relative L 2 and H 1 errors versus time step size for the generalized-� method.

To evaluate temporal convergence, we consider the stable methodQkv � Qkp on a grid of size32� 32

and leverage the arbitrary order polynomial capabilities of MFEM to utilize 5th order polynomials

for velocity and 4th order polynomials for pressure to ensure the spatial discretization error is

su�ciently small. We set t f = 2 � 10� 2 and consider� t = 0 :01; 0:005; 0:00025; 0:00125. Results of

this test are shown in Figure 2.6c demonstrating the expected 2nd order convergence rates for both

velocity and pressure in theL 2 norm and �rst order convergence in theH 1 norm [55, 159].

2.6.2. Lid-Driven Cavity Flow

To further validate the �ow solver, we simulate classical lid-driven cavity �ow problem from [160].

We consider the laminar �ow case with Re = 1000, which results in the formation of a large vortex

within the center of the unit square domain once the �ow reaches steady-state (as seen in Figure

2.7 (a)). No slip boundary conditions were applied on all cavity walls, except the top wall where a

velocity of v = f 1; 0gT was applied. To �x the absolute value of pressure, we set the nodal value

of pressure to zero at the bottom left corner of the domain. Lastly, we utilize a uniform grid of

100� 100 quadrilateral elements. A comparison of the x and y components of velocity along vertical

and horizontal centerlines between the results from the present work (utilizing the stableQ2 � Q1

method) and [160] are shown in Figure 2.7 demonstrating good agreement.
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Figure 2.7: Results from the lid-driven cavity �ow benchmark case at Re = 1000. (a) plot of velocity
magnitude, (b) plots the u-component of velocity vsy along a vertical line through the center of
the domain, while (c) plots the v-component of velocity vsx along a horizontal line through the
center of the domain. [160].

2.7. Test Cases

2.7.1. Pulsatile Flow in a Rigid Cylinder

We consider the test problem presented in [110] to verify our implementation of the Windkessel

boundary condition, as well as evaluate the performance of each method. In this example, an

idealized blood vessel is modeled as a straight rigid cylinder (Figure 2.8) with diameter of4 cm

and length of 30 cm. Note for this example, we consider cgs units. At the inlet, a time-dependent

parabolic velocity pro�le is prescribed with a �ow rate given by

Q = Q0 sin2
�

t
2RdC

�
; (2.109)

whereQ0 = 10. Based on the inlet diameter and maximum inlet velocity, the Reynolds number for

this case is 1665. On the walls, we apply a no-slip boundary condition. At the outlet, a Windkessel

boundary condition is prescribed with Rp = 0 :1; Rd = 1 :0; and C = 1
4� . Given an analytical

expression for the inlet �ow rate, the pressure at the outlet can be determined from Equation 2.17

as

Poutlet = RdQ0

�
Rp

Rd
+

1
2

�
sin2

�
t

2RdC

�
+

RdQ0

4

�
1 � e

� t
2R d C � sin

�
t

2RdC

��
: (2.110)
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Furthermore, for enhanced stability at the outlet, we include back�ow stabilization with � = 0 :2

since �ow reversal at the outlet is expected. The stabilized VMS formulation is utilized for this

example with linear elements for velocity and pressure. The simulation is run for 3 seconds corre-

sponding to six heartbeats, with a time step selected based on a CFL number of 1. We consider a

sequence of three uniform tetrahedral element meshes (see Table 2.1) with10; 868elements,100; 023

elements, and444; 276 elements, resulting in time steps of� t = 0 :0232; 0:00979; and 0:0062. Note

that the time scale associated with the Windkessel boundary condition is� = RdC = 0 :0796s, thus

all time steps utilized in this example are su�ciently small to capture the dynamics of the coupled

0D circuit model at the outlet. For all test cases, we consider absolute and relative tolerances of

10� 10 and 10� 6 respectively for both Newton's method and the linear solve, while the absolute and

relative tolerances on the inner solves of the preconditioner are set to10� 10 and 10� 6 respectively.

Figure 2.8: Computational setup for the pulsatile �ow through a rigid pipe problem.

Simulation results for the inlet �ow rate and outlet pressure are shown in Figure 2.9 depicting

good agreement with the prescribed inlet �ow rate and analytical outlet pressure, as well as con-

vergence to the analytical solutions under mesh re�nement. Next, we evaluate mass conservation

properties of each method on the same sequence of meshes. Speci�cally, we consider the di�er-

ence between the inlet and outlet mass �ow rates normalized by the maximum inlet mass �ow rate
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Table 2.1: Details of the three meshes utilized in the pulsatile �ow through cylinder problem.
hmin , hmax , and havg correspond to the minimum, maximum, and average element edge size, while
D=havg corresponds to the average number of elements across the diameter of the pipe. Lastly,
� tCF L denotes the time step size based on a CFL number equal to 1.

Mesh # of elements hmin (cm) hmax (cm) havg(cm) D=havg � tCF L (s)

M1 10; 868 0.36 0.96 0.66 6 0.0232
M2 100; 023 0.15 0.45 0.30 13 0.0098
M3 444; 276 0.10 0.28 0.19 21 0.0062

(j _mout � _min j = _mmax ) and =
R


 r � vh d
 to evaluate satisfaction of the incompressibility constraint.

Figure 2.10 shows the mass conservation error results on the M2 mesh (similar results are obtained

for all meshes considered in this work). Note that the SIMPLE preconditioner results in better

mass conservation both globally and in terms of the di�erence between mass �ow in and out of

the domain. For this problem, all the considered approaches result in good satisfaction of the in-

compressibility constraint. This result for the aSCR preconditioner can be explained by examining

its error term. The perturbation to the incompressibility constraint introduced by the aSCR pre-

conditioner is small whenA is diagonally dominant, which is the case for this problem since the

maximum CFL number is set to one based on the velocity when the inlet �ow rate is maximum. In

other words, the CFL number is less than one for the majority of the simulation.
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Figure 2.9: Time history of the inlet mass �ow rate (a) and outlet pressure (b) on the sequence of
three meshes. Plots over the entire time interval are shown on the right with a detailed view of the
�nal peak around t = 2.75 seconds shown on the left.
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Figure 2.10: Mass conservation errors for the di�erent schemes on mesh M2. (a) Di�erence between
the inlet and outlet mass �ow rates normalized by the maximum inlet mass �ow rate. Global mass
conservation errors for (b) SIMPLE, (c) SCR, and (d) aSCR preconditioners.

2.7.2. Patient-speci�c Aorta

In this section, we consider a patient-speci�c aorta model from the Vascular Model Repository

(VMR) [103] used in the following study [161]. A diagram of the aorta segmentation provided from

the VMR and problem setup are shown in Figure 2.11. At the inlet, a patient-speci�c volumetric

�ow rate is applied using an unit �ow rate parabolic velocity pro�le mapped to the non-circular

inlet cross-section using the mapping procedure discussed previously. The walls are modeled as

rigid and no-slip. At each outlet, a di�erent Windkessel boundary condition is applied, where the

model parameters provided by the VMR (Table 2.2) have been tuned to match patient-speci�c

�ow waveforms and blood pressure data. Furthermore, to prevent simulation divergence, back�ow
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stabilization with � = 0 :2 is applied to each outlet of the domain. The blood is modeled as a

constant-viscosity incompressible Newtonian �uid with density of 1:06g=cm3 and dynamic viscosity

of 0:04 g=(cm � s). Using the peak velocity or the spatially averaged velocity when the inlet �ow

rate is maximum, the Reynolds number for this problem is approximately Reinlet = 9 ; 924 and

Repeak = 13; 992 respectively.

Figure 2.11: (a) MRI image from the VMR dataset, saggital view with aorta segmentation (blue).
(b) Flow rate speci�ed at the inlet of the computational domain for one cardiac cycle. (c) Mesh M2
containing � 3M elements with 4 di�erent Windkessel boundary conditions applied at each outlet
of the domain.
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