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ABSTRACT

PRIVATE FEDERATED ANALYTICS AT SCALE

Edo Roth
Andreas Haeberlen

Collecting distributed data from millions of individuals for the purpose of analytics is a common scenario – from Apple collecting typed words and emojis to improve its keyboard suggestions, to Google collecting location data to see how busy restaurants and businesses are. This data is often sensitive, and can be overly revealing about the individuals and communities whose data is being analyzed en masse. Differential privacy has become the gold-standard method to give strong individual privacy guarantees while releasing aggregate statistics about sensitive data. However, the process of computing such statistics can itself be a privacy risk. For instance, a simple approach would be to collect all the raw data at a single central entity, which then computes and releases the statistics. This entity then has to be trusted to not abuse the raw data; in practice, it can be difficult to find an entity with the requisite level of trust.

In this thesis, we describe a new approach that uses cryptographic techniques to collect data privately and safely, without placing trust in any party. Although the natural candidates, such as secure multiparty computation (MPC) and fully homomorphic encryption (FHE) do not scale to millions of parties on their own, our key insight is that there are ways to refactor computations in such a way that they can be done using simpler techniques that do scale, such as additively homomorphic encryption. Our solution restructures centralized computations into distributed protocols that can be executed efficiently at scale.

The systems we design based on this approach can support billions of participants and can handle a variety of real queries from the literature, including machine learning tasks, Pregel-style graph queries, and queries over large categorical data. We automate the distributed
refactoring so that analysts can write the query as if the data were centralized without understanding how the rewriting works, and we protect against malicious parties who aim to poison or bias the results.
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The analysis of large quantities of data has become ever-present in our modern economy and way of living. Today, personal data is carefully logged, stored, and analyzed by an increasing number of public and private organizations and companies \[312\]. Often, the data being analyzed can be extremely sensitive and can have significant privacy implications \[288\]. Balancing the societal value of privacy with the commercial and social benefits of the insights from this "big data" has proven challenging, with countless incidents\[1\] demonstrating the high stakes of failure by exposing data of hundreds of millions of individuals.

The privacy risk affects data analytics in two different ways. First, where sensitive data is already being processed today, it forces users to trust the entity that is doing the analytics. Analytics are often conducted with weak or no privacy guarantees whatsoever, sometimes relying on ad hoc techniques for anonymity \[77\] \[171\] \[278\] \[280\]. A prominent example of this is the U.S. Census, which, prior to 2020, relied on a heuristic algorithm of data swapping that has been shown vulnerable to reconstruction attacks that reveal sensitive information about large portions of the population \[124\]. Second, because of privacy concerns (sometimes coupled with regulation), the analytics that are not performed today lead to missed opportunities for potential insight. The benefits of data analysis are lost when access to rich and well-sourced data (for instance, private health information, or local government statistics) cannot be shared or analyzed at scale \[159\]. Modern privacy-enhancing technologies give us a way out of both of these dilemmas by shoring up our protection of existing analyses and by unlocking information that was previously thought inaccessible. With the proper tools, the U.S. census can now give provable privacy guarantees in the publicly released statistics for the 2020 decennial census \[5\] \[6\]. Instead of locking down sensitive health data, tools now exist to securely analyze this information (in aggregate) without compromising

any individual’s privacy \[76\]. These technologies can also enable multiple municipal jurisdictions to share data \[241\] without violating regulations or risking any data compromise. These tools can especially be useful given the huge scale of modern data collection – data analysis on, for instance, over a billion iOS devices \[18\] may lead to tremendous insights!

*Federated Analytics* is a way to perform analysis on a data set that is distributed across many devices, without collecting the raw data in a central place. Federated analytics can be coupled with strong privacy guarantees for the data holders, such as *differential privacy (DP)* \[102\]. Differential privacy is a key tool in the toolbox of privacy-enhancing technologies, and has become the gold standard in privacy-preserving statistical analysis. It has been used in the decennial 2020 census \[221\], as well as by prominent companies such as Google \[113\], Apple \[22\], and Microsoft \[94\]. DP gives formal, provable guarantees on what can be learned about individuals in a database, while still allowing for accurate aggregate data analysis. It’s especially useful at scale, or more generally in computing functions with low sensitivity – that is, functions that are not impacted greatly by the influence of one individual or data point \[230\]. Concretely, differential privacy is a property of *randomized algorithms* that release information about sensitive datasets. Algorithms that satisfy differential privacy thus often boil down to computing the exact answer to data queries, and then adding carefully calibrated amounts of random noise to the final result \[106, \S 3.3\] (or, sometimes, adding random noise to intermediate components before combining them for release \[3, 247, 283, 310\]).

Differential privacy has seen a wealth of research in the last two decades, and we now understand how to perform many desired analytics tasks and machine learning functions privately. That is, a data analyst can achieve similar performance to the standard non-private algorithms, while gaining an additional bound on the information leakage about any individual. Examples range from histograms \[151, 247\], to clustering \[27, 48\], to streaming algorithms \[209, 214\] and mechanism design \[207, 231\]. There has also been a range of research on the implementation of differential privacy, ranging from techniques that verify
differentially private analysis \[293\, 303\], to full implementations that manage budgets and answer queries \[187\, 197\, 208\], to securing implementations against side channel attacks \[144\].

However, while DP helps with making the released output safe (and resistant to any additional de-anonymizing analysis or attacks), it does not prescribe a methodology to ensure safety of the computation itself which leads to this output. In its early literature, which arose out of the database and theoretical computer science community \[97\, 102\, 105\], differential privacy was envisioned as being deployed from a central database with a ‘trusted curator’ who could hold all the data in the clear and carefully dole out access to external data analysts \[103\]. This single-party, centralized setting assumed that the curator of the database and the data analysts were different parties – however, in practice, we see that this is often not the case. Large companies which aggregate information from their users are often the same companies that benefit from this data analysis to improve their products \[248\] and create targeted advertising \[249\]. For the purposes of this thesis, we will refer to the central party which is responsible for collecting and analyzing the data as the aggregator.

To guarantee that the computation is safe, one naïve approach is to simply assume that the aggregator is one single party who can be trusted with collecting and storing sensitive data, as well privately analyzing it. In practice, however, it can be extremely difficult to find such a trusted entity, given the large spectrum of potential threats for data breaches when data is collected in a single place. A non-trivial percentage of data breaches involve malicious insiders \[269\], and more than half of the world’s population lives in countries where strong end-to-end encryption is illegal without some sort of backdoor or assistance for authorities \[189\]. These point to the fact that organizations might not wish to have the responsibility of aggregating large amounts of data in the clear, and efforts like Google’s FLoC \[135\] to eliminate cookies for web tracking seem to signal a move towards systems that never directly interact with private user data.
There are other approaches which do not assume trust in a centralized party. Namely, in contrast to the 'central' or 'global' model described above, differential privacy research has also expanded widely in the 'local' setting [78, 163]. In this model, the raw data stays with each user on their devices. The noise that is used to achieve differential privacy is added \textit{locally} by each individual to their own data. Once properly perturbed, each data point can be publicly released as differentially private, so users may send their already-noised data to a central party, who aggregates the data, which is now safe to be released and viewed by external parties. This model of local differential privacy, introduced in [102], is known as LDP, as opposed to what we refer to as GDP for the global model. By shifting the onus of enforcing differential privacy to individuals in the LDP setting, there is no longer any need to trust a centralized party – such a party can now safely aggregate the locally noisy values and release differentially private statistics with essentially no additional security infrastructure. Unfortunately, LDP introduces tradeoffs in the accuracy of analytics tasks. Intuitively, because \textit{more noise} is added to each computation (once per data point as opposed to once overall), the analysis is inevitably less precise. Concretely, holding other factors equal, the error for the local model scales with a factor of $\sqrt{n}$, where $n$ is the total number of participants in an analysis, whereas the error for GDP is constant [106, §12.1]. This means that, for instance, an LDP count query involving a million participants could have noise that obscures any signal that is held by less than a thousand participants [113]. In addition, the local model has some security issues as well: [66, 73] show how a small group of colluding nodes can bias the results of an LDP query much more than their numbers would indicate. Because of this, companies like Google seem to be moving away from their earlier forays into local differential privacy [46, 113] in their large-scale implementations.

Additional models lie in between the local and global models – for instance, the shuffle model [112] has in recent years seen a great deal of advancement [29, 74, 130]. It relies on the existence of a shuffling mechanism which can remove any identifying links between the individual participants and their data points that are received by an aggregating entity. By doing so, the accuracy tradeoffs can improve to an error scaling with $\log(n)$ [72]. However,
these guarantees still lag behind the constant error of the global model, and perhaps more significantly, require the existence of more than one trusted party to perform shuffling.

To achieve the best possible tradeoff between accuracy guarantees and differential privacy guarantees, the global model remains the highest standard. Therefore, it would be useful to find a way of keeping data safe during computation with an untrusted aggregator to have this increased accuracy while also avoiding the assumption of additional parties. Other solutions (e.g., [122]) assume an anytrust model where a group of parties is jointly responsible for securing the data – as long as there is one honest party among the set, then privacy guarantees hold. We do not consider this trust setting, and attempt to find solutions where no additional powerful parties are involved outside of a single aggregator.

In this thesis, we present a way to build privacy-preserving federated analytics systems without any trusted aggregator, at a massive scale. Our goal is to achieve the best of both worlds – strong privacy guarantees and high accuracy for a variety of real-world analytics tasks, without placing trust in any single party. The aggregator is responsible for both coordinating data aggregation, and performing the data analysis itself. Throughout the thesis, we assume this is an entity with significant resources, often with access to a data center and large computational power. We assume that there could be a billion participants or more involved in the distributed computation, each holding their own sensitive information on their devices. A summary of the scenario is shown in Figure 1.

1.1. Challenges

Challenge 1: efficient cryptography at scale: One challenge with this approach is providing our desired guarantees while supporting the massive scale of a billion participants. Adding additional difficulty, these participants may be geographically scattered, and with far more limited computational resources (e.g., a mobile device or a laptop computer). While modern cryptography has made incredible strides in efficiency and scalability [210], these general techniques are nowhere near ready to be used at such massive scales. Take for instance, secure multi-party computation (MPC) [192] [212] [300], which allows a group of parties to compute a joint function over their respective private data without leaking
anything about their inputs (beyond what is revealed by the aggregate output). One straw-
man solution, then, to our problem, is to use one giant MPC – each participant uses their
private data as input to a joint function which computes a specified analytics query. The
joint function can be specified as differentially private for a specific privacy budget, to pro-
tect any leakage from the output. One upside to this approach is that MPC allows us to
support very general function specifications. However, while practical MPC efforts have
expanded in the last decade \cite{149}, they do not scale well in the number of participating
parties – current solutions barely support hundreds of parties \cite{292}, let alone millions, or
even a billion parties! Even significant improvements over the state-of-the-art seem unlikely
to support computation at this scale – under current assumptions, even simple functions
would take years to compute \cite{23, 174}.

Challenge 2: avoiding trusted nodes and handling malicious parties: The second
challenge is to perform the computation without having a single (or even a small number
of) assumed trustworthy nodes that can become points of failure. Many other solutions
(e.g., \cite{79, 122}) take an anytrust approach to large-scale private analytics tasks. However,
it may be good to have alternatives – while this setting works if such parties can be found, in practice that isn’t necessarily easy to do, especially if a company does not wish to rely on other existing parties to facilitate their data analytics operations.

We also need to be able to handle Byzantine periods of the aggregator. While the aggregator does not necessarily have evil intentions, there can be many temporary issues that the aggregator would want to protect itself against (e.g., malicious insiders, government subpoenas, outside hacks and breaches, etc.) In many cases, companies could face massive liability if a breach were to occur [274] – thus, by modeling the aggregator as Byzantine for these periods, we protect against any sort of attack, whether internal or external.

Additional trust challenges come in because of our need to balance accuracy and privacy. One challenge is that malicious users can disrupt the data analytics process, either by colluding with a malicious aggregator in hopes to leak other users’ data, or by corrupting their own data inputs in attempts to derail global accuracy. For instance, consider a survey performed by a web browser on how many web pages users open per day. While a typical user may report a number in, say, the hundreds, a malicious user might hack their browser and report a humongous result of $10^{20}$. This would completely skew the computation, rendering the results meaningless. With a billion users, we can be almost certain that at least a few are going to try attacks of this nature, so there must be defenses in place.

**Challenge 3: expressing queries:** There are a few challenges here: how to formulate a data query at all, how to prove that it is differentially private, and then how to execute it in a federated setting. First, analysts must be able to reliably write down queries, as it can be difficult for non-experts to correctly write differentially private code that achieves the right tradeoffs between privacy and accuracy. While there are now differentially private programming languages (e.g., [221 302]), they focus on proving differential privacy, and not on providing a distributed query plan. In the centralized setting, proving differential privacy is the only necessary bottleneck, since executing queries is much more straightforward.
However, in the federated setting, much more is required: queries must specify actions that need to be performed by each participant to transform their local data, as well as actions that need to performed by the analyst to achieve accurate (and differentially private) results.

Second, even if query is well-formulated, there must also be mechanisms to ensure that differential privacy is reliably enforced, without allowing any room for malicious parties to evade these guarantees. Queries must be transformed from those that are proven to be private in a centralized setting (either manually or automatically), into ones that can be executed in distributed fashion at scale.

**Challenge 4: executing queries efficiently:** Finally, there is a large body of unique differentially private queries that require support. These involve different randomized privacy mechanisms with completely different computational requirements (e.g., the Laplace mechanism can typically be evaluated over sums of user data \[48, 247, 299\], while the Exponential mechanism requires evaluating quality scores that often involve comparisons between user data \[142, 207, 261\]). These different queries also can operate using different parameters (e.g., a small sample of queries using vectors of vastly different lengths and clipping bounds of various sizes \[3, 26, 99, 283, 310\]).

Our systems must also move beyond data that is structured simply in rows and columns. A common assumption in this scenario is that each participant holds their own data on their devices, making it simpler to aggregate their information by requiring one upload per participant \[53\]. However, our "individual" data is often highly dependent on others \[30\], and thus in practice, we may wish to handle non-relational data. This may take the form of structured data such as graphs, which cannot be stored centrally because of privacy. Analyzing graph data brings additional challenges, such as protecting not only each participant’s privately held data, but also the data describing their connections and the structure of the graph. Processing graphs at a large scale also introduces efficiency concerns in handling the possibilities of \(O(n^2)\) edges for graphs with \(n\) participating node
devices.

As we will see, there appears to be no single system that works well for all scenarios, while there are many possible system architectures to choose from. Our challenge is to support as many queries as possible, and to find the best system for any arbitrary query in a massive space of possibilities, where optimizations can be subtle and interdependent.

1.2. Approach

It turns out that there are a few key insights we can make about the nature of queries we would like to have answered, that allow us to construct a more scalable approach than the naïve cryptographic approaches. First, many differentially private queries turn out to have a particular structure that is very helpful. Because of the nature of differentially private noise mechanisms like the Laplace mechanism, these queries are often designed to take advantage of a series of counts and sums, that can then be carefully perturbed to achieve differential privacy. Not all DP queries fall under this umbrella, but our examination of a wide group of categorically different DP queries in published work Orchard [264] found that this structure of sums accounts for an overwhelming majority. Therefore, there do exist efficient solutions at scale – instead of using a framework like MPC which allows for the computation of almost any possible joint function, primitives like additive homomorphic encryption (AHE) [257], which scale much better in a federated setting, can be used to support these counts and sums, and thus a wide variety of differentially private queries.

The second insight we have is that for these fairly broad classes of queries that are important in practice, efficient solutions can be found automatically, through program transformations and by automatically exploring the design space of possible architectures. This means that the analyst doesn’t have to be a cryptographer or a DP expert – they can actually specify the query in a high-level language. Queries expressed in this high-level language (which can be certified as differentially private), can be automatically broken down into the individual components required for distributed execution (computation for different participants in the system, including the aggregator). While there are a wide variety of potential cryptographic
primitives we can make use of, and options for computations to be conducted by different 
entities, all with complicated interdependencies, we can explore these mechanically using a 
query planner, instead of forcing a human developer to reason about the best solution for 
each individual query.

The third insight is that the massive number of users we have in these federated settings is 
also a key opportunity, because they can help with the cost of the expensive cryptographic 
operations, which enables queries that the aggregator alone would not be able to handle 
at this massive scale. This allows us to offload operations like encryption, secure decryption, 
and verification operations, to the devices themselves. To protect against malicious 
participants, for instance, we make use of cryptographic techniques like zero-knowledge 
proofs [133], but also use our massive scale as an advantage. Participants are utilized to 
spot-check the aggregator throughout the computation, and ensure that no malicious be-

havior results in loss of privacy. While participants are incentivized to make sure that their 
data remains secure and private, the aggregator is incentivized to make sure that its final re-
sults are accurate, so we can balance these needs against each other through cross-checking 
and verification of each others’ actions.

A quick sketch of our solutions is as follows: first, an analyst inputs a query, which is proven 

Differentially private. Each query is transformed into an efficient distributed query plan, 

where primitives are executed with efficient specialized cryptography (e.g., AHE for sums 
and counts). Key material will be held by committees of user devices, which are elected 
randomly and accountably from the larger pool of participants, and are responsible for 
some of the security guarantees of our systems. We rely on the centralized aggregator for 
certain expensive operations, such as aggregating and storing ciphertexts (which introduces 
no security risk, since the ciphertexts leak no information about the underlying user data). 
Some queries (e.g., neural networks [3]) require us to run an aggregation primitive iteratively 
over many rounds, releasing intermediary differentially private results that can be used for 
subsequent rounds (e.g., private gradient updates until model convergence). For other
queries (e.g., Pregel-style graph queries \cite{203}), we design entirely new approaches that involve inter-participant communication, routed through the aggregator using a novel semi-centralized mix network to guarantee both data and topology privacy.

1.3. Contributions

Our novel contributions in this thesis are as follows:

- Honeycrisp, previously published as \cite{263}, which gives an existence proof for our architectural approach, and specifically shows how to make better use of privacy budget for a recurring count query used by Apple.

- Orchard, previously published as \cite{264}, which builds off the Honeycrisp architecture and shows how to support a wide variety of machine learning tasks through query rewriting.

- Mycelium, previously published as \cite{262}, which introduces a few additional cryptographic techniques, including a novel onion-routing communication scheme, to support Pregel-style graph queries.

- Arboretum, which introduces a query planner to support more DP mechanisms, including the exponential mechanism and secrecy of the sample, and automatically finds efficient architectures to execute them.
2.1. Differential Privacy (DP)

Differential privacy [102] has become the gold standard in privacy-preserving data analysis. It is a mathematical property of randomized functions that take a database as input, and return an aggregate output. Informally, a function is differentially private if changing any single row in the input database results in almost no change in the output. If we view each row as consisting of the data of a single individual, this means that any single individual has a statistically negligible effect on the output. This guarantee is quantified in the form of a parameter, $\epsilon$, which corresponds to the amount that the output can vary based on changes to a single row. Formally, for any two databases $d_1$ and $d_2$ that differ only in a single row, we say that $f$ is $\epsilon$-differentially private if, for any set of outputs $R$,

$$\Pr[f(d_1) \in R] \leq e^\epsilon \cdot \Pr[f(d_2) \in R]$$

In other words, a change in a single row results in at most a multiplicative change of $e^\epsilon$ in the probability of any output, or set of outputs.

Differential privacy has another key desirable property, which is that it is resistant to any prior adversary knowledge. For instance, consider the extreme case where an attacker already knows information about $N - 1$ of the $N$ parties in the database. Say that the desired computation is the average over all salaries of individuals in the database, and that Alice is the sole individual in the database whose salary is unknown to the attacker. Even with this prior knowledge, differential privacy still provides protection to Alice, because the randomness present in the computation prevents the attacker from calculating her salary with certainty, giving her plausible deniability, and a concrete bound on the attacker's advantage. This implies that differentially private statistics can be publicly released without the worry that they could be combined with any auxiliary information to leak more than the guaranteed bound.
For the purposes of this thesis, we introduce a few common differentially private mechanisms. These are all randomized algorithms which satisfy the definition of differential privacy, and can be useful in different contexts.

**Laplace Mechanism:** The standard method for achieving differential privacy for numeric queries is the Laplace mechanism [102], which involves two steps: first calculating the sensitivity, $s$, of the query – which is how much the un-noised output can change based on a change to a single row – and second, adding noise drawn from a Laplace distribution with scale parameter $s/\epsilon$; this results in $\epsilon$-differential privacy. Differential privacy is also compositional, that is, if we evaluate two functions $f_1$ and $f_2$ that are $\epsilon_1$- and $\epsilon_2$-differentially private, respectively, publishing the results from both functions is at most $(\epsilon_1 + \epsilon_2)$-differentially private [107]. This property is often used to keep track of the amount of private information that has already been released: we can define a privacy budget $\epsilon_{\text{max}}$ that corresponds to the maximum loss of privacy that the database participants are willing to accept, and then deduct the “cost” of each subsequent query from this budget until it is exhausted.

**Exponential Mechanism:** The exponential mechanism [207] is a common choice for working with categorical data, or data for which ordering of distinct data points is crucial (e.g., auctions). Suppose each user’s data is from some discrete range $R$ (the possible “categories” to which the user can belong), and we have a quality score $q(r, d)$ that defines, for each $r \in R$, how “useful” output $r$ would be if the database were $d$. If the quality score $q$ is $\Delta$-sensitive in its database argument, the exponential mechanism then outputs each possible $r \in R$ with probability proportional to $e^{q(d, r)/(2\Delta)}$; this once again results in $(\epsilon, 0)$-differential privacy. An alternative but equivalent implementation is to compute $q'(d, r) := q(d, r) + \text{Gumbel}(2\Delta/\epsilon)$ and to then return $f'(d) := \arg\max_r q(d, r)$ [106 §3.4]. When releasing multiple outputs (e.g., the $k$ most frequent items), one can either draw Gumbel noise $k$ times to maintain $(\epsilon, 0)$-differential privacy or simply add noise once and release the outputs with the $k$ highest scores, which yields $(\sqrt{k} \cdot \epsilon, 0)$-differential privacy [99]. For this work, we also sometimes refer to $(\epsilon, \delta)$-differential privacy. A common recommendation is
that $\delta$ should be at least smaller than $1/N$, where $N$ is the total size of the database.

**Sampling:** Another useful primitive is secrecy of the sample [276]. Let $\sigma(d, \phi)$ be a function that selects each element of some database $d$ with probability $\phi$, and suppose we have a query $f(d)$ that is $(\epsilon, 0)$-differentially private. Then $f(\sigma(d, \phi))$ is $(\ln(1 + \phi(e^\epsilon - 1)), 0)$-differentially private, as long as nobody can observe which elements have been selected. When $\epsilon \leq 1$ and $\phi$ is sufficiently small, this is close to $(\frac{2\phi}{\epsilon}, 0)$-differentially private. Notice that this multiplicative bound also can improve $\delta$ - if we have a query $f(d)$ that is $(\epsilon, \delta)$-differentially private, then $f(\sigma(d, \phi))$ becomes $(\ln(1 + \phi(e^\epsilon - 1)), \phi \cdot \delta)$-differentially private.

**Composition Theorems:** By default, differential privacy composes linearly in the privacy parameter $\epsilon$ – that is, suppose that two algorithms $A$ and $B$ are $\epsilon_1$ and $\epsilon_2$-differentially private, respectively. If $C$ is the algorithm which combines both $A$ and $B$ (releasing a pair of outputs), then $C$ is $\epsilon_1 + \epsilon_2$-differentially private [102]. However, there are other, more advanced composition theorems [106, §3.5] that introduce tighter bounds dependent on the properties of the databases and computations [101, 107, 166, 295]. This includes mechanisms that allow for adaptively choosing queries and reasoning tightly about the worst-case privacy loss, including the sparse vector technique [106, §3.6].

### 2.2. Secure Multi-Party Computation (MPC)

Secure multi-party computation (MPC) protocols allow a set of (potentially distrustful) parties to securely compute functions over their joint inputs in such a way that the protocol executions reveal nothing about these inputs, except what is already implied by the output of the computation [192].

MPC has been researched extensively by cryptographers and security researchers for several decades, since its introduction in the 1980s by Yao for the two-party case [300], and by Goldreich, Micali and Wigderson for the multiparty case [212].

In recent years, MPC has become efficient enough [23, 174, 256, 292] to be used in practice, and has made the transition from an object of theoretical study to a technology being...
deployed in industry, with use cases ranging from examining gender and racial wage gaps in the city of Boston [183], to financial oversight [4, 19], medical computations [76], and satellite collision detection [152]. There are currently several general-purpose MPC implementations suitable for practical use – a good summary of the current state-of-the-art, as well as their limitations and challenges going forward can be found at [149]. These general-purpose MPC frameworks reduce the burden of designing custom cryptographic protocols, and are intended for use by non-experts in cryptography. These frameworks differ in a few different ways, including the threat model they defend against (semi-honest adversaries [50, 250] vs. malicious adversaries [168, 176, 291]), and the number of parties they support (two parties [291], three parties [50] and multiple parties, up to at least a few dozen given today’s state of the art [168, 176]).

2.3. Homomorphic Encryption (HE)

Homomorphic encryption is a family of encryption schemes that allows any data to remain encrypted while certain operations are performed on it [7]. These operations are preserved across the plaintext - for instance, adding two ciphertexts can produce a ciphertext which is the sum of the two underlying plaintexts:

\[ \text{Enc}(X + Y) = \text{Enc}(X) + \text{Enc}(Y) \]

This can be incredibly useful to perform computations on top of data that will never be seen in the clear! Generally, homomorphic cryptosystems are like other forms of public key encryption [257, 258], in that they use a public key to encrypt data, and allow only the party with the matching private key to access its unencrypted data (though there are also examples of symmetric key homomorphic encryption [93], and generic methods of converting between the two kinds of schemes [265]). This means that Alice can generate a keypair, encrypt her secret information in a series of ciphertexts, and send it to a third party to perform some computation over her encrypted data, with no risk of her secrets being revealed. Once the computation has been completed, Alice can decrypt the single ciphertext containing the results of her desired computation.
There are a few different classes of homomorphic encryption:

- **Partially homomorphic** schemes support only one type of arithmetic operation, e.g., addition or multiplication [41, 109, 131, 234].

- **Somewhat homomorphic** encryption schemes can evaluate two types of operations, but only for a subset of circuits [55, 267].

- **Leveled homomorphic** encryption schemes support multiple kinds of operations, but only for circuits composed of gates of bounded depth [137].

- **Fully homomorphic encryption (FHE)** support the evaluation of arbitrary circuits composed of multiple types of gates of *unbounded* depth [57, 114, 125].

Of course, fully homomorphic encryption (FHE) is the most powerful form of HE, supporting both addition and multiplication over encrypted data. In combination, this allows for arbitrary computation. While it was, in past decades, unclear if FHE was impossible or impractical, advances in the last decade in particular [58, 126, 147, 275] have made this realizable and practical for real computations.

The first construction for an FHE scheme was proposed by Gentry [125], and makes use of lattice-based cryptography. In the next few years, additional schemes were proposed, including the BFV [114] and BGV [57] schemes – these gain their security based on the hardness of the (Ring) Learning With Errors (RLWE) problem [200]. There are now many additional FHE schemes which continue to improve their efficiency and support expanded use cases. The CKKS scheme [71], in particular, is useful for encrypted machine learning because it encrypts approximate values as opposed to exact values, and deals efficiently with the noise resulting from machine learning.

There are several FHE libraries in production today, perhaps most notably the open source
PALISADE\textsuperscript{1}, developed by a consortium of institutions, and Microsoft’s SEAL\textsuperscript{2}. There are even compilers that optimize for homomorphic encryption, for instance CHET \textsuperscript{87}, which is designed for tensor programs that allow neural network inference over encrypted data. There is an open consortium which meets to standardize the parameters of homomorphic encryption schemes and guarantee their security \textsuperscript{14}.

2.4. Zero-Knowledge Proofs (ZKP)

A zero-knowledge proof (ZKP) is a cryptographic method by which one party (designated as "the prover") can prove to another party ("the verifier") that a given statement is true, without revealing any other information that cannot be inferred from the statement itself. Introduced by Goldwasser, Micali, and Rackoff in the 1980's \textsuperscript{133}, all ZKP's must satisfy the following three properties:

- **Completeness**: If a statement is true, and the prover and verifier both follow the protocol correctly, then the verifier will accept the proof.

- **Soundness**: If the statement is false, the verifier will not be convinced by the proof.

- **Zero-Knowledge**: If the prover follows the protocol, and the statement is true, then the verifier will be convinced by the proof, without learning any information from their interaction.

ZKP's have useful applications where computations are executed remotely over private data (and have picked up steam in particular in the blockchain and cryptocurrency spaces, e.g., in the ZCash \textsuperscript{154} cryptocurrency based on the ZeroCash protocol \textsuperscript{268}). A particularly useful class of ZKP's are Succinct Non-Interactive Arguments of Knowledge (SNARKs or zk-SNARKs \textsuperscript{45}). These "non-interactive" schemes, unlike previous instantiations of ZKP's, do not require multiple rounds of interaction between the prover and the verifier. Rather, they simply require the prover to send a short cryptographic proof, which can be verified

\textsuperscript{1}Palisade Homomorphic Encryption Software Library: An Open-Source Lattice Crypto Software Library. https://palisade-crypto.org/

\textsuperscript{2}Microsoft SEAL (release 3.6). https://github.com/Microsoft/SEAL
efficiently by the verifier, in time typically much less than is required to generate the proof itself [238]. This is helpful in offloading computation to third parties, because the correctness of operations can be provably shown using far fewer resources than the computation itself requires. “Succinct” zero-knowledge proofs can often be verified within a few milliseconds, with proof lengths of only a few hundred bytes, even for statements about computations whose circuit representations are large [61].

There are many existing zero-knowledge proof systems today with different properties and tradeoffs, e.g., [16] 39 61 81 204 238 290. While some schemes require a trusted setup to generate randomness that can be used for the protocol [81] 238, transparent protocols (referred to as zk-STARKs [38]) do not require this trusted setup. However, the proofs are several orders of magnitude larger than those of zk-SNARK schemes [37] 38. Most state of the art systems have prover complexity that scales either linearly or nearly-linearly in computation size [62] 75, with verifying time being close to constant (with the exception of a linear dependency on public inputs) [140]. Different proof systems also optimize for different kinds of computations (e.g., memory efficiency for larger circuits [294], or circuits that can be composed [172]).

---

3See Section 5.4 for concrete costs: https://docs.zkproof.org/pages/standards/accepted-workshop4/proposal-aggregation.pdf
Other privacy guarantees

Other definitions of privacy (besides differential privacy) have been proposed in the past. For example, $k$-anonymity [279], which requires that in a database containing values for multiple attributes, every possible combination of identifying attributes must occur in at least $k$ different rows of the data set, to prevent identifying any single individual (for a tunable parameter $k$). Follow-up definitions and variants include notions like $l$-diversity [201], $t$-closeness [190], and $n$-confusion [277]. However, in light of large-scale de-anonymization attacks such as [223], the research community has recently focused more on the more robust notion of differential privacy, which is a property of the data analysis process, not the dataset itself (and protects against adversaries with any external knowledge).

There are also cryptographic notions of secrecy, with security against both computationally-bounded adversaries (i.e., semantic security [131]) and information-theoretic adversaries (i.e., unconditional or perfect secrecy [271]). These definitions are both much stronger than differential privacy, and are not suitable for our desired use case, where we still want to extract some meaningful information out of the data. In fact, these definitions are predicated on proving that no adversary can learn any non-negligible amount of information from their interactions.

Many other systems for collecting sensitive data rely on secret-sharing [8, 161, 177], anonymizing networks [118, 186] or Tor-like systems [153, 245] to aggregate the data privately.

Some solutions, such as [191] use trusted hardware like Intel’s SGX. We avoid this approach because current TEE implementations are not yet sufficiently trustworthy, as shown, e.g., by the many successful attacks on SGX [228].

Local or Shuffle Model
Several distributed differentially private systems add noise locally to each user's input, instead of once to the final result. This avoids the need for expensive cryptography, but it requires more noise, and thus reduces accuracy. One prominent example of such a system is Google's RAPPOR [113, 115].

Similar systems have been deployed, e.g., by Apple [22], Microsoft [94], and Snap [242]. As discussed in Chapter 1, Local differential privacy (LDP) requires significantly more noise than global differential privacy (GDP), which can be limiting in practice [46], and it is vulnerable to attacks from small groups of colluding users [66, 73].

The schemes of [8, 138] also require participants to add noise locally, however, rather than use homomorphic encryption to hide the users' inputs from the aggregate, they use pairwise blinding factors. Additional theoretical contributions have also operated in the local setting, but have included additional cryptographic tools [67, 164, 272].

Prochlo [46] additionally introduced an Encode-Shuffle-Analyze (ESA) architecture. While in the original paper, they claim to only provide LDP, the guarantees that Prochlo provides have been re-analyzed in [111] after theoretical revelations on the amplification of privacy that shuffling can give (29, 74, 112). This architecture generally relies on the existence of additional parties to perform the shuffling that breaks anonymity links between participating data contributors and an aggregator.

**Trusted parties, multiple servers or anytrust (diff. trust assumptions)**

Some existing systems rely on a trusted party – an assumption that our approach avoids. For instance, the aforementioned Prochlo requires a shuffler, PDDP [69] makes use of a proxy to send information from a client to an analyst, [84] uses a trusted third party, and [188] relies on a trusted dealer to set up keys. [251] does not rely on trust, but operates in a different setting where users communicate directly with each other.

Another group of prior solutions relies on the *anytrust* model, that is, a *group* of third
parties that must include at least one honest party in order to protect privacy. These parties are static, which could potentially make them known targets for an adversary, and each of these parties must contribute substantial resources. One example of such a system is UnLynx [122], which uses a group of trusted servers to help with shuffling, aggregation, and query processing. UnLynx supports rich queries (e.g., a SQL-style GROUPBY), but the servers’ workload grows linearly with the data size, so, with a billion users, each server would have to be quite powerful. Crypt$^{\epsilon}$ supports GDP without a trusted party, but requires two non-colluding semi-honest servers. Their approach involves encrypted data so that the aggregator never sees the data in the clear, and rely on a 'cryptographic server' to maintain the keys for decryption. If the cryptographic server were to be compromised (or collude with the aggregator,) privacy would be lost.

Prio [79] is another example from this group that also relies on a group of special servers for aggregation. As with UnLynx, each server needs substantial CPU and bandwidth resources. Like [209], Prio does not provide differential privacy; rather, it focuses on robustness to malicious user inputs, which it recognizes using a novel kind of zero-knowledge proof. This makes Prio vulnerable, e.g., to intersection attacks, in which an analyst performs two identical queries but forces one device to be offline during the second query, so that its sensitive data can be computed from the two results. [79] does however, sketch a possible extension to add differential privacy, and is currently being deployed at Mozilla.

**Smaller Scale**

A variety of solutions are available for systems with at most a few thousand users. For instance, Shi et al. [272] use a distributed key generation scheme to remove trust in the aggregator, and [8] use pairwise blinding to avoid expensive encryption (pairing up users and adding complementary amounts of randomness to hide each others’ inputs). These approaches face some challenges under churn, since they require devices to be online for security guarantees.
Some systems have scaled MPC to impressive sizes – for instance, SEPIA \cite{63} handles hundreds of users, and Reyzin et al. \cite{255} perform secure aggregation for thousands, by adding homomorphic threshold encryption – but supporting millions of users with MPC seems unrealistic. Bonawitz et al. \cite{53} use secret sharing, but, with \( n \) users, several costs grow with \( O(n^2) \); Bindschaedler et al. \cite{44} and Goryczka and Xiong \cite{138} require \( O(n^2) \) communication; Rastogi and Nath \cite{251} use \((t, n)\)-threshold encryption; and Halevi et al. \cite{145} have \( O(n) \) latency, since users must interact with the aggregator sequentially.

In particular, Bindschaedler et al. \cite{44} considers differentially private aggregation with an untrusted aggregator and a strict star topology (users never communicate with each other). Their system uses both local and global noise addition to provide security against collusion between the aggregator and users. However, they require each participant to perform \( O(n) \) public-key encryptions, and require \( O(n) \) communication between each user and the aggregator. This may not be suitable in our setting, where \( n \) is very large, possibly up to a billion.

Halevi et al. \cite{145} shows how to compute an arbitrary function in a setting where there are \( n \) users and single server. \cite{145} does not guarantee differential privacy, but the full version of the paper does outline a system for securely computing a sum in this model \cite{146} §4.3. However, the users connect to the server sequentially, and each interaction with the server requires \( \Omega(n) \) communication, which limits scalability.

**Secure Aggregation**

Summation is a key building block in this solution space, and there are solutions that focus on this secure summation, ensuring that no individual data point is revealed until the complete sum has been calculated. Bonawitz et al. \cite{54} considers such a protocol in a scenario that is similar to ours, and presents a protocol that also offers strong protection against user drop-out during protocol runs. It uses pair-wise blinding to hide user inputs (as in \cite{8, 138}), but does not focus on differential privacy. Instead, the server learns the exact
summation, but only if a certain threshold of inputs are received. This approach requires pair-wise key exchange between all parties (and thus $\Omega(n^2)$ communication); scalability is achieved by performing the aggregation in many small batches of $n$ values (in the evaluation, $n \leq 500$). Since the threshold is less than $n$, the anonymity set is on the order of hundreds, even if there are millions of users.

[35] updates the previous work from Bonawitz et al., and shows how to achieve poly-logarithmic overhead in this single-server secure aggregation setting, which allows them to scale up to a billion users. They also show how this architecture can support DP in the shuffle model (see above).

Federated Learning

Federated Learning (FL) [42, 52] is another approach to working with highly distributed data. The setting is similar to ours, with one central aggregator and many distributed participants. The aggregator maintains a model through a set of parameters, and this model is iteratively distributed to clients, who update the model through training on their local data. The model eventually converges to a joint representative model over all the clients’ data. While FL has been proposed as a privacy-centric model for large-scale machine learning because no raw data leaves the devices, in practice the model updates (and the final model itself) can leak significant information about the underlying data [210, 273]. Most existing systems do not guarantee differential privacy, and the ones that do typically rely on LDP, such as [3]. The work of [127] shows a promising algorithmic approach to central differential privacy using random sub-sampling and central distortion, but they do not have any systems contributions to guarantee privacy, and they rely on a trusted curator.

Zhu at al. [310] recently proposed an interactive protocol with better privacy, specifically for discovering heavy hitters, but it does trust the aggregator with one simple task (thresholding). Truex et al. [285] relies on threshold Paillier, but it is limited to small deployments. Oort [181] carefully selects clients for participation to achieve better ML guarantees while
improving system efficiency. It does so by prioritizing clients who either have data that offer the greatest utility in improving model accuracy, or have capabilities of quick training. However, they do not guarantee DP (although they do optionally guarantee LDP).

[165] gives an overview on the current state of FL, and the remaining challenges in achieving privacy ([165 §4]) and efficiency at scale in practical settings ([165 §3, 7]).
The first step is to show, as an existence proof of sorts, how to design a system that answers even a single query efficiently and privately at scale. We focus on a query inspired by Apple’s deployment of differentially private analytics.

The implementation of this query falls into a common pattern of answering queries about a data set in a differentially private way: 1) computing the exact answer to the query, and to then 2) adding a carefully calibrated amount of noise to the answer before returning it to the client.

For concreteness, let us consider one specific use case from Apple’s deployment in a bit more detail. To get a better sense of how popular each emoji is, Apple devices record an event every time the user types an emoji – assuming the user has opted in – and temporarily store the events, with appropriate noise added in, locally on the device. Then, once in a while, the device samples a subset of these events and sends them to Apple’s servers, where they are aggregated with events from other devices and then analyzed.

Existing deployments like the one described above face two important challenges. The first has to do with the way the data is collected.

In Apple’s deployment, noise is added locally by each user before the contributions are collected by Apple. Adding noise locally, before aggregation, is necessary for user privacy, since otherwise Apple would have access to the user data in the clear and could be compelled to collect and reveal the data of individual users. (Apple receives thousands of requests for data from law enforcement every year.)

Although LDP is clearly better for privacy, it also adds considerably more noise to the overall data set and thus reduces the accuracy that can be achieved from comparable queries. The differential privacy literature reasons about this tradeoff between privacy and utility by assuming a privacy budget that reflects the users’ privacy expectations; it then assigns a
“cost” to each query that reflects the amount of information the query can leak and that must be deducted from the budget each time the query is asked. In general, LDP requires a much larger privacy budget than GDP because, to achieve similarly accurate results, the amount of perturbation of each data point must be significantly lower.

The second challenge has to do with the fact that new data is uploaded regularly (e.g., daily). Regular updates are necessary because user behavior can change over time and Apple or Google would presumably like to track such changes; however, it also means that, even if the answers are appropriately noised, the noise terms from repeated queries will eventually cancel out as more and more queries are answered, revealing statistics about the user’s behavior. This leakage further exacerbates the first problem: to get the same level of accuracy, the privacy budget would need to be even larger! If one stops answering queries once the budget is exhausted, this approach provides strong guarantees. However, no finite budget would be enough to support periodic queries indefinitely, which is why Apple opted to replenish the budget every day. This would be reasonable if 1) users were comfortable with potentially revealing emojis they typed yesterday, or 2) the emoji usage by the same user on two different days were completely uncorrelated; however, neither seems like a realistic assumption.

In this chapter, we propose a possible way out of this dilemma. We present a system called Honeycrisp that can sustainably run queries like the one from Apple’s deployment while protecting user privacy in the long run, as long as the underlying data does not change too often – which is likely, e.g., in the case of emoji usage patterns. Honeycrisp accomplishes this with a combination of two key insights. The first is a new threat model, which we call occasionally Byzantine + mostly correct (OB+MC), and which we have specially tailored to large-scale deployments with millions of users, such as Apple’s or Google’s. In contrast to prior work, such as Prochlo [46], UnLynx [122], or Crypte [266], we do not assume powerful third parties that could take on a substantial amount of work: with millions of users, any substantial involvement would require a lot of resources – perhaps even a data center, which
few parties can afford. On the other hand, we assume that the adversary can compromise at most a small fraction (say, 1–5%) of the users' devices. This is substantially lower than the usual 1/2 or 1/3, but, at the scale we are targeting, it would still mean far more corrupted devices than are found, e.g., in a typical botnet.

Our second insight is that, in this model, we can use a cocktail of cryptographic techniques – specifically, multi-party computation (MPC) and a form of homomorphic encryption – to efficiently implement global differential privacy at scale, which enables us to leverage the sparse vector technique (SVT) [104, 261] from the differential privacy literature. We introduce a technique we call collect-and-test (CaT) that can accomplish this, and we present a concrete set of algorithms that implement CaT, along with a security proof. Interestingly, our approach does not require a trusted party at all. Even the system operator itself (e.g., Apple or Google) does not need to be trusted; Honeycrisp uses it only to facilitate the computation by providing resources, such as computation and bandwidth.

Using a prototype implementation, we demonstrate that Honeycrisp can support a form of aggregation that is common in both Apple's and Google's current deployments and would be fast enough to run at scale, with billions of user devices. With a billion devices and our choices for the cryptographic building blocks, the aggregator would need to provide roughly 1.2 MB of bandwidth per user per query, and less than 50 cores; most user devices would need to provide about 1.2 MB of traffic and about 60 seconds of computation time, although a tiny, randomly chosen set of devices would need to provide substantially more. We also show that, with comparable security and privacy, a LDP system would exhaust a typical privacy budget after only 91 days, whereas Honeycrisp could run for up to ten years.

In summary, our contributions are:

- the collect-and-test technique (Section 4.1);
- the design of Honeycrisp (Section 4.3);
- a prototype implementation (Section 4.5); and
- an experimental evaluation (Section 4.6).
4.1. Overview

Our scenario is the same as described in Chapter 1, there is a very large number of users (e.g., all iPhone and MacBook owners, or all Chrome users), as well as one central aggregator $\mathcal{A}$ – e.g., Apple or Google. Each user regularly collects some sensitive information on her device that she wishes to make available to the aggregator for analysis, provided that her privacy can be guaranteed. The aggregator has substantial computational resources – e.g., a data center – and is able to collect the uploaded data from the devices, as well as perform some cryptographic operations. The aggregator also has at least one analyst, who would like to issue queries about the collected data; for instance, one possible query could be a count-mean sketch of emojis or new words that are not yet in a dictionary, as in [22].

4.1.1 The $\text{OB}+\text{MC}$ threat model

To provide strong protections, we would like to be robust not just to honest-but-curious (HbC) behavior, but rather to actual Byzantine faults. At smaller scales, the standard threat model for this setting would be to assume that a certain fraction (usually one third) of all nodes can be Byzantine. However, this seems overly pessimistic for our scenario, for two reasons.

Aggregator: Occasionally Byzantine (OB). First, the enormous size and prominent position of the aggregator would subject it to a lot of scrutiny (from the press, the users, etc.), so it is not likely to be Byzantine for long. It can very well be Byzantine for brief periods, however – for instance, due to misbehavior by rogue employees. Because of this, even a well-intentioned aggregator might not “trust itself” to always behave correctly, and might wish to design the system to limit the damage it could do during any Byzantine periods.

Users: Mostly Correct (MC). Second, if the number of users is very large (e.g., the 1.3 billion macOS/iOS devices [18]), it seems unlikely that an adversary could compromise a large fraction of them. This is different from, say, BFT: in a replica set of 4–7 nodes,
compromising 1/3 of the system means just one or two nodes. But at the scale of the Apple ecosystem, even compromising 3% would mean about 39 million nodes, which is much larger than, e.g., a typical botnet.

We refer to these assumptions as the OB+MC threat model, to distinguish it from the classic Byzantine fault model and its 1/3 failure threshold. To reiterate, we assume that a) the aggregator is HbC when the system starts and usually remains HbC, except for occasional periods of Byzantine behavior, and that b) a small fraction of the devices, on the order of a few percent, is Byzantine as well. Notice that the latter requires that the aggregator refrain from building back doors into its devices, so that, during its Byzantine periods, it cannot – or will not [21] – change the devices’ software.

We explicitly do not assume the existence of a trusted third party that is willing to be actively involved. If a party is available that can be trusted with some very limited tasks, such as generating random bits, Honeycrisp can use it for efficiency (as described in Appendix B), but it is not required.

**Goals:** Our primary goal is to protect user privacy. When the aggregator is behaving correctly, we also ensure integrity (that is, accurate query results), but we drop this second goal during the aggregator’s Byzantine periods. This seems reasonable, since the aggregator is the beneficiary of the collected data and can only harm itself by misbehaving.

4.1.2 Background: The Sparse-Vector Technique

A standard method for achieving differential privacy for numeric queries, which we hope to take advantage of in this context, is the Laplace mechanism. The Laplace mechanism, in combination with a finite privacy budget, cannot support repeated queries indefinitely, since the budget will eventually be exhausted. However, the following, different mechanism allows an analyst to make regular, repeated queries without significantly reducing the privacy budget with each query. The analyst does not ask for \( f(x) \) directly; instead, she provides a “guess” \( \hat{f} \) and asks only whether \(|f(x) - \hat{f}| > \hat{T}\), where \( \hat{T} \) is some small, noised threshold.
The actual value \( f(x) \) is then released only if the answer is yes. This is called the \textit{sparse-vector technique (SVT)} [104, 106, 261].

The SVT has the key advantage that the privacy budget needs to be charged significantly only if the answer to the threshold query is yes – that is, if the answer to the query does differ from the analyst’s guess. (Intuitively, the reason is that the analyst does not really learn anything new if the guess was correct.) A small charge is necessary even if the answer is no, but, via advanced composition [107], this charge can be “prepaid” at the beginning and amortized over a large number of queries. Thus, the privacy budget is depleted mostly in proportion to how frequently the data changes, with an additional logarithmic decay to account for negative answers and the possibility of error in threshold comparison. The details for this privacy budget improvement are discussed in detail in Section 4.6.2. In our motivating scenario, such changes (different emoji preferences, or appearance of new, previously unknown words) are likely to be rare. Thus, the SVT enables the analyst to run the system for much longer, or even indefinitely, without assuming that the users are willing to tolerate high worst-case information leaks.

\textit{4.1.3 Strawman solutions}

\textbf{Collect the data unencrypted:} One way to implement the SVT would be to simply have the aggregator collect all the data unencrypted, and to perform the thresholding at the aggregator. In our threat model, this is not an option: the aggregator could become Byzantine at any time and would then be able to leak the plain-text information of any user.

\textbf{Use large-scale MPC:} Another way would be to implement the SVT using a multi-party computation (MPC) between all the devices. Each device could input its local data, and the MPC could then aggregate the data, do the thresholding, and then either release the new answer or indicate that the answer has not changed. However, generic MPC is known to scale very poorly with the number of participants: efficient MPC techniques are available for two parties (e.g., [175]) and some can handle dozens of parties (e.g., [292]) but we are
not aware of any technique that could be used for a billion parties.

**Use small-scale MPC:** The MPC could also be performed at a smaller scale, e.g., between the aggregator and one device, or a small subgroup of devices. However, this is risky because we have assumed that the aggregator is capable of small-scale collusion and/or a small-scale Sybil attack – for instance, they could manufacture a few extra devices, keep them, and always perform the MPC with these devices. Also, it is not clear how the data would be aggregated: individual devices (e.g., phones and tablets) are not likely to be capable of receiving and processing millions of records from other users, nor can they necessarily be trusted with this information.

4.1.4 Our approach: Collect-and-Test

We now sketch our actual approach, which we call *collect-and-test* (*CaT*). *CaT* proceeds in the following three phases.

**Setup phase:** In the first phase, *CaT* uses a sortition scheme (Section 4.3.2) to randomly and accountably choose a *committee*, which is a small subset of devices. The committee then uses MPC to generate a keypair for an additively homomorphic cryptosystem. The private key is secret-shared, and the shares are kept on the committee’s devices, whereas the public key is endorsed by the devices and sent to the aggregator (Section 4.3.3).

**Collect phase:** In the next phase, the aggregator uses its resources to distribute the public key and the endorsements to all the devices; each device verifies the endorsements (Section 4.3.4), then encrypts her data with this key, and sends the ciphertext back to the aggregator, along with a zero-knowledge proof that the encrypted plaintext is formatted correctly and in the right range. (Note that the aggregator does *not* know the private key for the cryptosystem and thus cannot perform these checks on the plaintext directly!) Finally, the aggregator verifies the range proofs, aggregates the ciphertexts using the homomorphic property of the cryptosystem, and thus obtains a single ciphertext that contains the (precise, un-noised) sum of the individual records (Section 4.3.5).
Test phase: Finally, the aggregator sends the (single) aggregate ciphertext back to the committee, along with its “guess” for the plaintext value. The committee members input their key shares, the guess and the ciphertext into another MPC, which combines the shares, recovers the private key (Section 4.3.6), and decrypts the ciphertext to obtain the precise sum. The MPC then generates random bits to noise the sum (Section 4.3.7) and compares the result to the aggregator’s “guess” (Section 4.3.8). If the difference is larger than the threshold, the MPC outputs the true result; otherwise it outputs a default value to indicate that the result is close to the guess.

4.2. Challenges

At first glance, it may seem that the key ideas are only in the approach (e.g., the applicability of the SVT and homomorphic encryption), and that an implementation of CaT could simply consist of a few standard cryptographic building blocks. However, there are also two subtle technical challenges. First, although the aggregator cannot directly read the encrypted data, it can attempt to infer the data in other ways – e.g., by leaving out some ciphertexts while computing the aggregation, and/or by fabricating Sybil identities that will adaptively choose the ciphertexts they contribute (for instance, identical to the ciphertext of a specific user whose data the aggregator wants to learn). To address this, we have developed a verifiable aggregation protocol for the Collect phase that can ensure that the aggregator 1) includes the ciphertext of each user exactly once, 2) computes the aggregation correctly, and 3) can include at most a small fraction of malicious (but non-adaptive) inputs. The second challenge is scalability: with easily a billion participants that each have only very limited resources, we must design the protocol very carefully to avoid overwhelming individual participants.

4.3. The Honeycrisp system

Next, we describe a concrete system called Honeycrisp that implements the CaT approach in the OB+MC model. Honeycrisp relies on the following assumptions:

1. Each device $i$ has a locally generated keypair $\sigma_i/\pi_i$ for signing messages; the aggregator can check whether each public key $\pi_i$ belongs to a valid device.
2. There is a once-off randomness beacon – an independent party $P$ that can be trusted to generate a single random string, $B_0$, when the system is first launched.

3. All devices know an upper bound $N_{\text{max}}$ and a lower bound $N_{\text{min}}$ of the number of potential participating devices in the system.

4. There is an immutable bulletin board $B$ that the aggregator can use to broadcast a small amount of data to all devices.

5. Devices can use an external, time-stamped channel $X$ to report the aggregator if it behaves maliciously.

6. Secure, authenticated, point-to-point channels can be established from each device to a) the aggregator, and b) a small number of other devices.

7. There is an upper bound $f (\approx 1\text{-}5\%)$ on the fraction of participating devices that may be malicious, collude with each other, or collude with the aggregator.

8. There is an upper bound $g$ on the probability that an honest device goes offline while participating in a round.

9. There exists an efficient hash function that is indistinguishable from a random oracle.

For instance, in the case of Apple, these assumptions could be satisfied by 1) the Secure Enclave coprocessor in recent devices; 2) an existing random number service, such as random.org, or a widely respected party, such as the EFF; and 3) public estimates on the number of devices sold [219], and/or self-reported statistics on installed base of iPhone users [256]; again, only an imprecise range is necessary. 4) could be any of several (free, centralized) “bulletin boards”, such as Wikipedia, StackExchange, or Reddit; only the aggregator needs to post transactions, and only a small number of times per round, so neither cost nor latency should be an issue. For 5), if users have evidence that the aggregator has acted maliciously, they could post this evidence in an online forum (Twitter, Wikipedia, ...) or give it to the press. 6) could be satisfied with TLS channels, in combination with NAT traversal techniques [116]; 7) seems plausible given experience with existing deployments (see [4.1.1]); 8) seems plausible given the always-on nature of modern devices (which is being
leveraged, e.g., for push notifications), and 9) is a common model for cryptographic protocols. For additional details about our assumptions and ways to satisfy them, please see Appendix C.1.

We also make a simplifying assumption, which is that most users have only one device, and that it is therefore sufficient to provide a per-device privacy guarantee. However, Honeycrisp can easily be changed to give a per-user privacy guarantee instead – by selecting a single device for each user (e.g., based on AppleID) and by having only this device respond to queries, using data from that user’s entire set of devices.

4.3.1 Committees and rounds

Recall from Section 4.1.4 that there is a committee of \( C \) devices that holds the shares of the private key for the homomorphic encryption, and that also maintains the privacy budget. Since the committee is composed of regular devices, it would be very burdensome to require the same devices always perform the role of the committee. Hence, Honeycrisp segments its execution into discrete rounds, and it randomly appoints a new committee for each round.

The security of the scheme is contingent on the dependability of this committee. Since we cannot trust individual devices, any action that could cause sensitive data to leak (“privacy failure”), such as making decisions on behalf of the committee or reconstructing the secret key, must require a large subset of, say, \( A \) members. But \( A \) cannot be too large either, otherwise it can happen that some queries do not receive an answer (“liveness failure”) because some committee members – say, \( B \) devices – go offline during a round.

In our design, we chose \( A = \frac{2}{5}C \) and \( B = \frac{1}{5}C \). Using a probabilistic argument, we can show that, if up to \( f = 3\% \) of the devices are malicious and the system runs one round per day for ten years, \( C \geq 29 \) is sufficient to prevent privacy failures with probability 99.999\%, while ensuring that at least 95\% of the queries are answered successfully (with an unsuccessful query simply resulting in a re-run in the subsequent round). We provide more details in Section 4.6.4 and the full analysis in Appendix C.3.
4.3.2 Setup phase: Sortition

Next, we show how the committee can be selected in such a way that an adversary cannot influence or predict the selection. This particular building block has appeared in several earlier systems, including Algorand [128] and RandHound/RandHerd [281]; here, we adapt the approach from Algorand because, unlike RandHound/RandHerd, it can scale to millions of participants.

Briefly, the protocol works as follows. Each round \( i \) has a “block” \( B_i \) of random bits. The blocks are usually uniformly random from \( A \)'s perspective, and \( A \) can only manipulate them within strict limits. \( B_i \) determines the committee, as well as a “leader” \( L_i \), as follows. First, each device signs three messages \((B_i, i, 0)\), \((B_i, i, 1)\), and \((B_i, i, 2)\). (The third element in these triples is just to ensure that the hashes of the messages are independent.) The committee then consists of the devices whose signatures on \((B_i, i, 0)\) have the lowest hash, the “leader” is the device whose signature of \((B_i, i, 1)\) has the lowest hash, and the next random number \( B_{i+1} \) equals the hash of the leader’s signature of \((B_i, i, 2)\).

A detailed description of the protocol, which we call \texttt{GET.NEW.COMMITTEE}, is in the figure below. As part of the protocol, \( A \) maintains a Merkle tree [211] of an array of registered devices. This allows it to publish a constant-sized tree root that is bound to the state of the array at a given point in time, and subsequently to provide logarithmic-sized proofs that devices are in the committed array [24]. We assume that \( B_0 \) is a random number that is provided by a trusted source after the set of initial devices, \( R_{-\infty} \), is already committed to by placing the tree root on the bulletin board \( B \).

Every time a device sends \( A \) a message, \( A \) must send a signed acknowledgment of having received the specific message. If \( A \) fails to do so, the device reports through the reporting channel, \( X \), that it has not yet received a message that is due from \( A \), giving \( A \) an opportunity to respond publicly. If she does not, the device reports that \( A \) has deviated from the protocol. This prevents \( A \) from ignoring devices, in particular devices that should be
leaders or committee members.

**GET_NEW_COMMITTEE**
1. Each new device who wishes to join registers its public key with \( \mathcal{A} \). A device is only eligible to be a leader or committee member if it has been registered for at least \( \kappa \) rounds or was an initial device. \( \mathcal{A} \) adds each new key to the set \( R_i \). \( \mathcal{A} \) creates a Merkle tree of \( R_i \) and posts the root to the bulletin board. This will allow \( \mathcal{A} \) to generate proofs \( \mu_{i',j} \), that a device \( j \) is eligible for election in round \( i' \), by showing that \( j \in R_t \) for some \( t \leq i' - \kappa \).
2. Each device \( j \in R_t \) for some \( t \leq i - \kappa \) computes \( \eta_{i,j,0} = \text{sign}_{sk_j}(B_i, i, 0) \) and sends it to \( \mathcal{A} \).
3. \( \mathcal{A} \) computes \( h_{i,j,0} = \text{Hash}(\eta_{i,j,0}) \) for each \( j \). The devices with the \( C \) lowest \( h_{i,j,0} \) form the committee. \( \mathcal{A} \) posts the committee, along with their \( \eta_{i,j,0} \) and \( \mu_{i,j} \), to the bulletin board.
4. Each device \( j \) that is in set \( R_t \) for \( t \leq i - \kappa \) computes \( \eta_{i,j,1} = \text{sign}_{sk_j}(B_i, i, 1) \) and sends it to \( \mathcal{A} \).
5. \( \mathcal{A} \) computes \( h_{i,j,1} = \text{Hash}(\eta_{i,j,1}) \) for each \( j \). The device with the minimum \( h_{i,j,1} \) is the leader \( L_i \). \( \mathcal{A} \) posts \((L_i, \eta_{i, L_i, 1}, \mu_{i, L_i})\) to the bulletin board.
6. The leader \( L_i \) sends \( \eta_{i, L_i, 2} = \text{sign}_{sk_{L_i}}(B_i, i, 2) \) to \( \mathcal{A} \), who posts it on the bulletin board. Then \( B_{i+1} = \text{Hash}(\eta_{i, L_i, 2}) \).
7. If the leader does not respond in time, then \( B_{i+1} = \text{Hash}(B_i, i) \).
8. Each device \( j \) checks that:
   - If \( j \) is not on the committee, then \( h_{i,j,0} > h_{i,k,0} \) for each committee member, \( k \).
   - \( \mu_{i,k} \) is correct for each committee member \( k \).
   - For each committee member, \( k \), \( \eta_{i,k,0} \) is a correct signature for \( k \).
   - If \( j \neq L_i \) then \( h_{i,j,1} > h_{i,L_i,1} \).
   - \( \mu_{i, L_i} \) is correct.
   - \( \eta_{i, L_i, 1} \) and \( \eta_{i, L_i, 2} \) are correct signatures for \( L_i \).
   If any of these fail, the device sends the evidence of the failure to the reporting channel, \( X \), and aborts the protocol.

A full proof of how this ensures the unlikeliness of a malicious committee is provided in Appendix C.3.

### 4.3.3 Setup phase: Key generation

Once a new committee has formed, the committee members must generate a new keypair \((PK, SK)\) for the homomorphic cryptosystem that will be used to encrypt and aggregate the users’ private data records for this round. As explained in 4.3.1, the secret key will be
stored using a secret sharing scheme. It will remain safe, as long as there are fewer than $\frac{2}{5} C$ malicious committee members. Additionally, the scheme must be able to detect if malicious committee members attempt to introduce an error into the secret during reconstruction, provided fewer than $\frac{2}{5} C$ of them collaborate to attempt this. Lastly the scheme should allow for up to $\frac{1}{5} C$ committee members to go offline. We achieve this with Shamir Sharing [270], based on the Reed-Solomon code [253], with parameter $t = \lfloor \frac{2}{5} C \rfloor$.

The following protocol, \texttt{KEY\_GEN}, is performed within the MPC to securely generate a key-pair:

$$\texttt{KEY\_GEN}$$

1. Choose $(PK, SK) \leftarrow \text{KeyGen}()$
2. Publicly reveal $PK$ to all participants.
3. Distribute $SK$ using a secret-sharing scheme that detects errors when there are fewer than $\frac{2}{5} C$ errors and is secure against up to $\frac{1}{5} C$ erasures.

4.3.4 Collect phase: Querying

Honeycrisp may run for a long time, and during that time the needs of the aggregator could change; thus, it could be problematic to hard-code a specific query, or set of queries, in the design. Instead, Honeycrisp can optionally support a simple query language that can be used to specify arbitrary queries over the data that is available at each device. For instance, the aggregator could ask for a count-mean sketch of emoticons today, and a count of the devices that have shut down because of low battery [19] tomorrow. The question of what to include in the “database” that is available for querying is up to the operator; users could also be allowed to enable or disable certain items based on their own preferences.

Since Honeycrisp relies on an additively homomorphic cryptosystem for aggregating the collected records, not all queries can be supported. However, we can support counts and sums, as long as we maintain queries that are 1-sensitive for differential privacy purposes. For instance, Honeycrisp can easily compute the number of devices that have a given property, make histograms or count-mean/count-min sketches, and can sum or average values.
from a group of devices. These types of queries boil down to two steps: the first, which we call the *map step*, maps each record in the data set to a vector of numeric values (or even a single value), and the second, which we call the *sum step*, then adds up all the vectors to produce the final output.

To verify that a proposed query has a finite “privacy cost” that is within the remaining privacy budget, the committee must be able to determine the sensitivity of the query – that is, the amount by which the answer can change if a single person’s data is added or removed. We can enable this by writing the queries in a language such as Fuzz [144], which comes with a static analysis that bounds the sensitivity.

Once the committee has verified that the remaining privacy budget is sufficient for the proposed query, the honest committee members sign a query authorization certificate that includes the public key generated in Section 4.3.3, the query specification, the remaining privacy budget, and the current round, and they upload it to the aggregator, which distributes it to the other devices. The other devices verify that the certificate has been signed by at least $\frac{2}{5}$ of the current committee (whose membership they know from Section 4.3.2); if so, they accept the included public key and query.

4.3.5 Collect phase: Aggregation

Once a device has received the certificate and the query from the aggregator, and once it has verified the certificate, it locally performs the query’s map step – using the data on that particular device – and obtains a vector of numeric values.

At first, it may seem that the device can simply encrypt the values using the homomorphic cryptosystem and send them to the aggregator. However, this is not enough to guarantee privacy. While $\mathcal{A}$ will not be able to learn any information from the ciphertext itself, $\mathcal{A}$ may, during a Byzantine period, send to the committee an incorrect aggregation, such that the query result exposes sensitive user information. For instance, if $\mathcal{A}$ used the additively homomorphically property to multiply a single device’s input $x_i$ by a sufficiently large constant, then the result of the query would allow conclusions about $x_i$, since the Laplace noise will be
“too small” to hide such a large contribution. Alternatively, $A$ could create Sybil identities and choose the inputs of these identities to be $x_i$ as well – which $A$ can do because the ciphertext $c_i$ is uploaded to it. To prevent attacks such as these, we would like $A$ to prove that 1) each honest device’s input affects only its own ciphertext, and that 2) the summation was correctly computed.

To prevent adaptive choices of ciphertexts, Honeycrisp requires that all inputs to the summation be committed to before any are revealed. It also requires that the summation process is checked. Since the number of devices is too large for the entire summation to be checked by any device, $A$ generates, and commits to, an object we call a summation tree that contains the inputs and partial sums. This is done using the AGGREGATE protocol below.

\begin{center}
\begin{verbatim}
AGGREGATE
1. Each device holds a key-pair $(\sigma_i, \pi_i)$ for a signature scheme and a private input $x_i$.
2. Each device computes $c_i = EncPK(x_i)$
3. Each device generates a commitment to $(c_i, \pi_i)$, namely $t_i = Hash(r_i || c_i || \pi_i)$, where $r_i \leftarrow \{0, 1\}^{128}$. The device sends $(\pi_i, t_i)$ to $A$.
4. $A$ sorts pairs $(\pi_i, t_i)$ by $\pi_i$ to form an array of tuples Commit. $A$ generates a Merkle tree $M_C$ from array Commit and publishes the root to $B$.
5. Each device generates a zero-knowledge proof, $z_i$, that the plaintext $x_i$ that corresponds to the ciphertext $c_i$ is in the required range.
6. Each device sends $(\pi_i, c_i, r_i, z_i)$ to $A$.
7. $A$ checks the message. If either the proof, $z_i$, or the commitment, $t_i = Hash(r_i || c_i || \pi_i)$, is wrong, they ignore the message.
8. $A$ generates a summation tree, $S$. The leaves are set to be $S(0, i) = (\pi_i, c_i, r_i)$ if $A$ received a correct message from a device and $(\pi_i, \bot)$ otherwise. Each non-leaf vertex has two children and a ciphertext that is the sum of its children’s ciphertexts.
9. $A$ serializes all vertices of $S$ into an array and then publishes a Merkle tree $M_S$ of this array, as well as the root of the summation tree $S$, (the sum of all ciphertexts). To each device sent a correct leaf, $A$ sends a proof that it is in $M_S$.
\end{verbatim}
\end{center}

Each device checks a small random portion of this tree, using the CHECK_AGREGATION protocol. Devices can check that an item is in the set by asking $A$ to sending a membership
proof for the item which consists of ⌈log N⌉ + 1 hashes from the Merkle tree \[211\]. If no device reports a problem, this means that, with high probability (≥ 99%, based on a security parameter s), the entire summation is correct.

Notice that the protocol also requires the devices to prove, in zero knowledge, that their inputs are in the correct range – e.g., using a zk-SNARK \[40\]. This step is not necessary for privacy, but it is necessary for integrity: without it, a single malicious device could render the entire query result useless by encrypting and submitting a very large random value.

### CHECK\_AGGREGATION

Each device:

1. Verifies that \( N \leq N_{\text{max}} \), and that the value \( \text{Commit}_i \) it sent to \( A \) appears in \( M_C \).
2. Chooses a random \( v_{\text{init}} \in [0, N - 1] \). Then for \( i \in [v_{\text{init}}, v_{\text{init}} + s] \mod N \), verifies that:
   - \( \text{Commit}_i \) appears in \( M_C \)
   - \( S(0, i) = (\pi_i, \perp) \) or \( (\pi_i, c_i, r_i) \).
   - If \( c_i, r_i \neq \perp \), checks \( t_i = H(r_i || c_i || \pi_i) \).
   - \( S(0, i) \) appears in \( M_S \).

Then for \( i \in [v_{\text{init}}, v_{\text{init}} + s] \mod N \) checks that \( \pi_i < \pi_{i+1} \) (except if \( i = N - 1 \)).

3. Chooses \( s \) distinct non-leaf vertices of \( S \). To reduce redundancy, this should include the (roughly \( s/2 \)) vertices whose children the device has already obtained from the previous step. The remaining vertices should be chosen randomly from vertices that do not have leaves as children. For each vertex, the device verifies:
   - That the vertex’s ciphertext is indeed the sum of its children’s ciphertexts.
   - That the vertex and its children are in \( M_S \).

If any check fails, the device publicly publishes to \( X \) the proof that \( A \) behaved maliciously (signed claims from \( A \) that are inconsistent).

### 4.3.6 Test phase: Key recovery

At the end of the collect phase, the aggregator has obtained the encrypted true result of the query. Next, the result must be decrypted and compared to the analyst’s “guess.” Since no individual party can be trusted with the full private key, the committee must run another MPC to do the decryption.

The aggregator submits the vector of ciphertexts and the analyst’s guess(es) to the committee. The committee members then launch a multi-party computation to which they
each input 1) their share of the private key, 2) the ciphertext from the aggregator, 3) the analyst’s guess, and 4) a threshold difference, below which variation of the guess from the actual result will not be revealed. Inside this computation, the private key is reconstructed from the shares, and is then used to decrypt the ciphertext(s). If too many committee members have gone offline since the beginning of the round or now refuse to participate, the MPC run fails and the aggregator does not receive a response to her query for that round.

4.3.7 Test phase: Noising

Once the encrypted sums have been decrypted inside the MPC, some noise must be added to the plaintext values before they are compared to the analyst’s guess. (This is part of the SVT.) The noise must be drawn from a distribution which gives correct differential privacy guarantees, and there must not be a way for a malicious committee member to bias the noise in any way. Often, random noise drawn from a Laplace distribution with parameter \(\Delta f / \epsilon\) is used to support \(\Delta f\)-sensitive queries, as this guarantees \((\epsilon, 0)\) differential privacy. In our case, we simply support 1-sensitive queries to make use of the sparse vector mechanism, so we fix \(\Delta f = 1\). The amount of noise will be a fixed amount set by the MPC in Honeycrisp based on the pre-determined privacy budget, such that no party (either the aggregator or the committee members) has any ability to affect the privacy guarantees. One additional concern is the existence of floating-point vulnerabilities that may arise from irregularities in existing implementations of the Laplacian mechanism that create porous (and thus attackable) distributions. Thus, the noise generation must be carefully implemented (for instance, with a snapping mechanism as described in [215]) to ensure differential privacy and to prevent such attacks.

4.3.8 Test phase: Thresholding

Finally, the noised results are compared to the analyst’s guess. Once again, this must be done within the multi-party computation, to prevent individual devices from “leaking” the result to the aggregator. Somewhat counter-intuitively, such a leak would be problematic
even after noise has been added: the privacy budget is not substantially charged if the analyst’s guess was correct, so, if the data is stationary, the analyst could run very many queries “for free”, average out the noise, and then use the precise result to infer the individual inputs. This requirement means that Honeycrisp cannot use a generic threshold cryptosystem [91] but instead must use more powerful MPC-based approach.

If the difference between the guess and the noised result is larger than the threshold, the computation outputs the noised result, and otherwise a default value to indicate that the guess was approximately correct. In the former case, the committee members deduct the “cost” of the query from the privacy budget and report the noised result back to the aggregator; in the (common) latter case, they simply report the outcome and decrement the large number of “prepaid” negative answers (see Section 4.1.2) but leave the budget itself unchanged.

4.4. Security analysis

A full formal definition of the security requirements, as well as proof that Honeycrisp meets this requirements is provided in Appendix C. Informally, these properties are:

1. **Privacy.** The system remains $\epsilon$-differentially private for a given $\epsilon$, or else everyone learns, with high probability, that the Aggregator cheated.

2. **Correctness.** When the Aggregator receives a response to a query, that response is correct – that is, the exact answer plus the noise required for $\epsilon$-differential privacy.

3. **Liveness.** As long as there is sufficient privacy budget left, the Aggregator will continue to be able to query the system and receive responses with high probability.

4. **Indemnification.** If the Aggregator follows the protocol, devices cannot fabricate evidence that would prove that the Aggregator had deviated from the protocol.

4.5. Implementation

In this section, we give a quick overview of the Honeycrisp prototype we used for our experimental evaluation. The code is available under an open-source license at [https://github.com/danxinnoble/honeycrisp](https://github.com/danxinnoble/honeycrisp)
**Shamir secret sharing:** We use the error-correction properties of Shamir sharing \([270]\) to tolerate the possibility that after key generation, some committee members’ devices go offline before the second MPC protocol. Thus the output of the key-generation protocol MPC is a Shamir sharing of the secret key among the \(k\) committee members such that any subset of size \(t + 1\) can reconstruct the secret, and such that no \(t\) nodes can learn anything (in an information-theoretic sense) about the secret. Shamir sharing also has the property that if there are at least \(t + 1\) honest nodes, the honest nodes can detect any errors introduced by dishonest nodes.

**MPC:** Our implementation focused on the major computational bottlenecks for our systems – the two MPC protocols. We implemented the MPC protocols using the SCALE-MAMBA framework \([176]\). SCALE-MAMBA is a compiler and virtual machine for running generic MPC computations. It is the successor to the SPDZ framework \([82]\), and is based on many of the same protocols. SCALE-MAMBA is very well suited for our application: it is truly multiparty (able to compute an MPC between any number of parties), it is secure against malicious adversaries who deviate from the protocol, and it allows developers to express functions using familiar high-level programming syntax rather than boolean or arithmetic circuits.

Because SCALE-MAMBA provides Shamir-sharing as one of its built-in MPC sharing schemes, we were able to use this native scheme to store the secret key between the key generation and decryption rounds. We modified the open-source SCALE-MAMBA source code to reconstruct the secret key automatically using existing shares, even if some of the nodes went offline between the key generation and the decryption.

SCALE-MAMBA operations are performed in a finite field modulo a prime \(p\). This complements our Ring-LWE encryption scheme particularly well, since we could use \(p\) as the integer modulus for the LWE scheme. This meant that native SCALE-MAMBA operations were automatically modulo \(p\), so we did not need to implement the modular arithmetic within the MPC. Furthermore, SCALE-MAMBA allows this prime modulus to be config-
ured. In Ring-LWE, the additive homomorphism of plaintexts is modulo some integer \( q \), where \( |p \mod q| \ll q \), ideally \( p = 1 \mod q \). Being able to specify \( p \) allowed us to have a sufficiently large plaintext modulus to hold the aggregation.

**Ring-LWE:** Honeycrisp requires an additively homomorphic cryptosystem to aggregate user inputs, and we instantiate our scheme using the simple “two-element” Ring-LWE-based encryption scheme of [200]. We chose this encryption scheme because its key generation and decryption operations are very simple algebraically – each involves a small constant number of additions and one multiplication in the ring \( \mathbb{Z}_p[x]/(x^n + 1) \) where \( p \) is prime and \( n \) is a power of 2.

The encryption scheme works over a polynomial ring \( R_p \triangleq \mathbb{Z}_p[x]/(x^n + 1) \). Then the secret key is a random polynomial \( s(x) \in R_p \), and the public key is a pair generated by sampling a random \( a \in R_p \) and setting the public key to be \( (a, b) \in R_p^2 \), where \( b \triangleq a \cdot s + e \in R_p \), for some “error” \( e \in R_p \) chosen from an appropriate error distribution. The plaintext space is \( \mathbb{Z}_q^l \), where \( q, l \in \mathbb{Z}, l \leq n, q \ll p \) and \( |p \mod q| \ll q \). To encrypt a vector \( z \in \mathbb{Z}_q^l \), the encryptor generates a random \( r \in R_p \), and computes the ciphertext \( (u, v) \triangleq (a \cdot r + e_1, b \cdot r + [p/q] \cdot z) \in R_p^2 \). Decryption is then simply \( z = \text{round}(v - u \cdot s, [p/q]) / [p/q] \) where \( \text{round}(x, y) \) rounds each coefficient of \( x \) to the nearest multiple of \( y \). (This assumes the errors \( e, e_1, e_2 \) are sufficiently small relative to \( p/q \)).

Our design and implementation for Ring-LWE key generation and decryption inside of an MPC was developed independently from the concurrent work of [173], except that we use their observation that if the plaintext length, \( l \), is less than \( n \), then only \( l \) coefficients of \( v \) ever need to be stored.

**Security parameters:** We use the LWE-estimator tool [198] of Albrecht et al. [15] to obtain concrete parameters that provide sufficiently high security based on the best current LWE attack algorithms. Using this tool, we find that dimensionality \( n = 4096 \), a 128-bit prime \( p \), and a Gaussian error distribution with \( \sigma = \sqrt{2} \) (which we approximate as the
centered binomial distribution with $N = 2$ trials) in each dimension, provides over 128 bits of security.

We note that there is a space-time tradeoff: on the one hand, Ring-LWE’s easy decryption and key generation simplify the committee’s MPCs, and the large dimension allows many metrics to be aggregated in parallel – while our implementation only uses one counter, our choices can yield up to 4,096 counters, each with a capacity of about 50 bits! But on the other hand, the ciphertexts are fairly large, which increases the bandwidth cost of the aggregator (Section 4.6.5). With a different homomorphic encryption scheme, such as Paillier [234] or elliptic-curve-based El Gamal (ECEG), the MPCs would take longer, but the ciphertexts would be smaller.

The verification portion of our scheme requires a collision resistant hash function (for the Merkle Trees) and a signature scheme for each user. Following standard practice, we use a SHA-256 hash function and RSA-2048 signatures.

4.6. Evaluation

Our goal for the experimental evaluation is to answer the following three questions: 1) Can Honeycrisp support periodic queries while giving reasonable privacy guarantees?, 2) How expensive is Honeycrisp in terms of computation, bandwidth, and storage?, and 3) How well does Honeycrisp scale?

4.6.1 Experimental setup

Honeycrisp is designed to operate in a very large deployment with potentially billions of laptops and phones, as well as a large data center. Since we did not have access to a large enough testbed, we benchmarked several of the components individually. For user-side computations, this is safe, since users communicate only with the aggregator and not with each other, and for the aggregator’s computations we can easily extrapolate the cost because the operations are simple and can mostly be done in parallel. The only component of Honeycrisp that requires more attention is the committee; here, we cannot simply extrapolate, but fortunately the committees are small enough for us to run the
corresponding computations completely.

Our aggregator experiments were run on eight PowerEdge R430 servers with 64 GB of RAM, two Xeon E5-2620 CPUs, and 10 Gbps Ethernet. The operating system was Fedora Core 26 with a Linux 4.3.15 kernel. This equipment seems reasonably close to what a real-world aggregator would have in its data center. To simulate users operating in a global setting, we used multiple t2.large Amazon EC2 servers with 8 GB of RAM, located in all available geographic regions, to obtain realistic latencies and communication costs.

We compare three different systems: 1) a RAPPOR-style solution (LDP) that achieves differential privacy in the local setting by making use of the randomized response mechanism; 2) a hypothetical solution (GDP) that uploads the unencrypted data to the aggregator, which then releases the result using global differential privacy, but not the SVT, somewhat analogous to PINQ [208]; and 3) our proposed solution, Honeycrisp. Notice that the second solution cannot protect user privacy against the aggregator, so it is not necessarily a realistic comparison point for Honeycrisp; nonetheless we demonstrate an improvement over this generic setting.

4.6.2 Utility

Our first goal is to determine whether Honeycrisp really can support queries for longer than existing systems. To this end, we simulate a comparison over a 10-year span between LDP, GDP, and Honeycrisp. We consider a simple vector of sensitivity-1 counting queries, which is at the heart of the count-mean sketches Apple is using [22], and we assume that the query needs to be asked once per day. Our model query is performed on a corpus of Twitter data spanning 5 years, and the count-mean sketch is over word usage frequency for newly-appearing words in the English language. We assume $N = 1.3 \cdot 10^9$ users, which was the size of Apple’s deployment in February 2018 [18], and we choose the parameters in such a way that the total, noised count is within 1% of the true count with probability $p = 0.95$, assuming a query with a constant fraction that .001% of users respond to (although this error is a constant factor that affects all systems identically). For Honeycrisp, we set a
threshold of 5%, and we (conservatively) assume that, on average, the true count changes by that amount about once every three months. This seems realistic: research on changing use of out-of-vocabulary language, as well as our own queries, show that word frequency changes as little as $1 - 1.5\%$ over an entire year [108].

Figure 2 shows a simulation of the privacy budget consumption of all three systems over time. The LDP-based system has the highest consumption by far; it goes through a budget of $\varepsilon = 1$ (a common choice [156], indicated by the horizontal line) approximately every 91 days. This is because, in the local setting, each user’s data must be noised individually, so the sum contains much more noise than with global differential privacy, where the sum is computed precisely and then noised only once. As discussed in [106], with $n$ this results in an incurred error cost of $O(\sqrt{n})$, as opposed to $O(1)$ in the global setting. This is consistent with Apple’s decision to renew the privacy budget very frequently, and if more users were to respond to every query, this cost would become even higher! The consumption of the (insecure and hypothetical) GDP-based system is lower, but a budget of $\varepsilon = 1$ would last less than half as long as Honeycrisp over this time span, when we consider both systems operating over data vectors of size 10. This is because Honeycrisp has a second advantage: with the sparse-vector technique, the budget decreases logarithmically with the total number of queries (as opposed to linearly) and needs to be charged substantially only in the case when the answer changes. Because of this, Honeycrisp can run for 10 years without exhausting its privacy budget of $\varepsilon = 1$. For additional details, please see Appendix A.

Note that at first, the bound on the privacy budget for Honeycrisp is higher than that of both the LDP and GDP. This is because of the way the SVT works: it charges a relatively large privacy cost at the beginning, based on the expected number of times the data will change, and then charges only logarithmically for queries where the analyst’s estimate turns out to be approximately correct. (The cost for such queries is not exactly zero because the threshold comparison is performed on the already-noised answer, so there will be occasional charges even when the estimate is correct.) In contrast, the other systems’ privacy budgets degrade
linearly, so, in the long run, Honeycrisp uses its privacy budget much more efficiently.

Even at this much lower rate of consumption for Honeycrisp, any finite privacy budget will eventually run out. However, “recharging” the privacy budget is not unreasonable per se, since many secrets would become far less valuable to an adversary if it took years to learn them. The key question is how frequently the budget needs to be recharged, and here Honeycrisp outperforms basic randomized response in the local setting by a factor of over 40.

4.6.3 Cost: Normal participants

Next, we examine the cost that a “normal” participant would pay to be part of Honeycrisp. We measured these costs by running all the participant-level steps in a single round of the protocol; we report the storage, bandwidth, and computation time for five system sizes: $N = 1.3 \cdot 10^9$ (the estimated size of Apple’s deployment), as well as, for comparison, values ranging from $N = 1.3 \cdot 10^8$ to $N = 1.3 \cdot 10^{10}$.

Bandwidth: Figure 3(a) shows the amount of bandwidth that is consumed in a single round. The amount grows slightly with the system size because the MHT becomes taller and thus its inclusion proofs become longer (with $O(\log N)$). However, at less than 1.2 MB,
the overall amount is reasonable even for the largest system size we tried. The commitments and range proofs (in particular, zk-SNARKs) each require less than 1 kB [40], which is too little to be visible in the figure.

**Computation:** Figure 3(b) shows the amount of computation that a participant needs to perform in each round, in terms of milliseconds of computation time on an E5-2620 core. Checking the signatures on the certificate and the MHT inclusion proof consumes only a small amount of time; the overall amount is likely dominated by the prover’s computation. The implementation of [40] has proof times of approximately 0.2 ms per arithmetic gate. Considering the size of the arithmetic circuit implementing our RLWE encryption scheme, this would result in a proving time of approximately 54 seconds. Although this cost is high, each device would need to perform this step only once per query. At one query per day, this should be manageable, especially if (as in our motivating scenarios) quick turnaround times are not required and the computation can be done slowly in the background.

**Storage:** Participant machines do not need to permanently store any information, since they can always download the entire history of blocks and Merkle-tree roots from the bulletin board. However, it makes sense to store at least the most recent randomness block, most recent certificate, and at most 3 ciphertexts at a time for summation verification, which together would be less than 200 kB.
Figure 4: Bandwidth (a) and time (b) required for each of the two MPC steps using SCALE-MAMBA, for a RLWE cryptosystem in a lattice of dimension $n = 4096$.

4.6.4 Cost: Committee

We now quantify the cost of a participant that has been chosen as a committee member for the current round. Such a participant must perform two additional steps: 1) the MPC to generate the keypair, as discussed in Section 4.3.3, and 2) the MPC to decrypt, noise, and threshold the aggregate, as discussed in Section 4.3.6. (There are other small costs, such as signing the certificate, but we ignore them here because the MPC costs clearly dominate.) These costs are independent of the number $N$ of participants, but they do very much depend on the committee size, which is why we vary this parameter from 10 to 40 users.

In Figure 4(a), we show the total number of bytes that are sent by a committee member in each of the two MPCs; Figure 4(b) shows the total completion time for each MPC. We see that both time and traffic scale linearly with the size of the committee. With $C = 40$ committee members, each committee member uses less than 5 minutes and about 3.3 GB for both protocols combined. The MPC execution consists of an online phase and a secure pre-processing phase that generates randomness. The latter is responsible for much of the cost, making it difficult (but not impossible) to run this process on mobile devices.

If the cost is too high for the mobile devices, there are at least two possible solutions. One is
to avoid mobile devices entirely and to ask only more powerful devices (laptops or desktops) to serve on the committee. If the adversary cannot target specific device types, this merely results in a smaller pool of potential committee members. If the adversary can target the candidate devices specifically, this approach would require us to scale down the fraction $f$ of malicious devices; for instance, if we assume $f = 3\%$ but two thirds of the devices are mobile, we would need to choose the other parameters based on $f = 1\%$ instead. The other way is to leverage a party with limited trust, if one happens to be available. We do not discuss this option here due to lack of space, but in Appendix B we show that it can reduce the cost to almost zero. Our experiments with the SPDZ multiparty compiler show that, in this case, the online phase alone requires just 10 MB for both protocols combined.

Next, we justify our choice of committee sizes. Figure 5(a) shows the probability of a privacy failure during a 10-year period, given various settings for the fraction of malicious nodes $f$ and the committee size $C$. With $f = 3\%$ and a committee of $C = 40$ members, the chance of ever seeing a privacy failure (that is, a committee with too many malicious nodes) during the ten years is about $10^{-8}$. Figure 5(b) similarly shows, for various settings of $f$ and the fraction of offline nodes $g$, the minimum committee size that would be needed to ensure that at least 95% of the queries receive an answer. Again, with $f = 3\%$ and $g = 4\%$, a committee of $C = 40$ members would be sufficient. Notice that, if more nodes

---

**Figure 5:** a) Probability of privacy failure for various committee sizes; b) minimum committee size needed for liveness.
are offline than the choice of $g$ anticipates, the result is simply that a few more queries will go unanswered.

### 4.6.5 Cost: Aggregator

Finally, we turn our attention to the aggregator. The aggregator clearly has the highest workload, but it also presumably has the most resources. Since we cannot fully replicate the aggregator in our lab, we benchmark the various steps individually and then extrapolate. As before, we focus on an estimated size of $N = 1.3 \cdot 10^9$, as well as, for comparison, values ranging from $N = 1.3 \cdot 10^7$ to $N = 1.3 \cdot 10^{10}$.

**Bandwidth:** The aggregator would need to receive, from each client, a public key and a ciphertext. (We ignore the single copy of the certificate and the final result that the aggregator receives from the committee because they are insignificant.) The aggregator would need to send, to each client, a MHT inclusion proof, a copy of the committee’s certificate, and a selection of ciphertexts for summation tree verification, using $s = 5$, giving 99% verification of correctness (see Section 4.3.5), and thus requiring at most 17 ciphertexts to be sent to each user. The only variable-size items are the inclusion proofs, which require $N \log N$ bytes given $N$ participants, and the number of ciphertexts, which scales linearly; the public keys are 256 bytes each, the ciphertexts 65,552 bytes each, and the certificates 92 bytes each using an RSA certificate.

Figure 6(a) shows the total amount of bandwidth (bytes sent or received) that the aggregator would need in each round. Overall, the bandwidth consumption grows with $O(N \log N)$, with a strong linear component. At $N = 1.3 \cdot 10^9$, the amount sent would be roughly 1450 TB, or 1.12 MB/user; for comparison, this would be less than the amount of traffic generated by having 60% of the users download a typical web page (about 2 MB [60]) from the aggregator. If the traffic is a concern, it could be reduced to about 1.45 TB by using ECEG instead of Ring-LWE, at the expense of somewhat longer MPCs for the committee, as discussed in Section 4.5.
**Figure 6:** Bandwidth (a) and computation (b) required for the aggregator.

**Computation:** The aggregator would need to generate the MHT, verify the range proof that each participant uploads, and perform the homomorphic addition. (The inclusion proofs do not require extra work because they can simply be read from the MHT once it is generated.) With our choices for the hash function (SHA-256) and the homomorphic cryptosystem (Ring-LWE), a single hash operation takes 0.005 ms and a single homomorphic addition takes 1.7 ms. For the range proofs, we estimate a verification cost of 5 ms, based on [40].

Figure 6(b) shows the total computation cost in terms of computation time on a single E5-2620 core. If we (somewhat arbitrarily) require the computation phase of each round to last no more than an hour, the aggregator would need 45 cores for $N = 1.3 \cdot 10^9$, which seems achievable.

**Storage:** The aggregator would need to store the public keys and ciphertexts of all the participants and the MHT. (The range proofs can be discarded once verified.) With 2048-bit keys, SHA-256 hashes, and LWE encryption, a public key, a single hash, and a ciphertext consume 256 bytes, 32 bytes, and 65,552 bytes respectively, so the overall storage requirement is 65.84 kB per user, or roughly 86 TB for $N = 1.3 \cdot 10^9$. Again, this seems clearly within the power of a typical aggregator.
4.7. Conclusion

Honeycrisp fills a gap in the space of secure aggregation systems: it can stretch a given privacy budget much longer – possibly over as much as ten years – as long as the underlying data does not change too often, and it does so in a highly scalable way, without introducing a trusted party. Thus, Honeycrisp could help to address the criticism of existing deployments, e.g., the one operated by Apple, by addressing the unique threat model that these data aggregators face. Honeycrisp does require a nontrivial amount of computation from the (small) group of user devices that is serving on the committee, but the recent improvements in MPC implementations (e.g., [56, 176, 292]) make it seem likely that this cost can be further reduced in the coming years.
CHAPTER 5 : Orchard

The Honeycrisp system described in Chapter 4 can provide global differential privacy at scale, with a single, untrusted aggregator. Instead of fully homomorphic encryption, Honeycrisp uses additively homomorphic encryption, which is much more efficient. However, the price to pay is that Honeycrisp can answer only one specific query, namely count-mean sketches \[22\] with additional use of the sparse-vector operator. This query does have important applications (for instance, it is used in Apple’s iOS), but it is by no means the only query one might wish to ask: the literature is full of other interesting queries that can be performed with global differential privacy (e.g., \[48, 113, 142, 143, 206, 236, 247, 299\]). Right now, we are not aware of any systems that can answer even one of these queries at scale, using only a single, untrusted aggregator.

In this chapter, we show how to substantially expand the variety of queries that can be answered efficiently in this highly distributed setting. Our key insight is that many differentially private queries have a lot more in common than at first meets the eye: while most of them transform, group, or otherwise process the input data in some complicated way, the heart of the algorithm is (almost) always a sequence of sums, each computed over some values that are derived from the users’ input data. This happens to be exactly the kind of computation that Honeycrisp’s collect-and-test (CaT) primitive can perform efficiently, using additively homomorphic encryption. Thus, CaT turns out to be far more general than it may seem: it can perform the distributed parts of many queries, leaving only a few smaller computations that can safely be done by the aggregator, or locally on each user device.

The key challenge is that, for many queries, the connection to sums over per-user data is far from obvious. Many differentially private queries were designed for a centralized setting where the aggregator has an unencrypted data set and can perform arbitrary computations on it. Such queries often need to be transformed substantially, and existing operators need
to be broken down into their constituents, in order to expose the internal sums. Moreover, a naïve transformation can result in a very large number of sums—often far more than are strictly necessary. Thus, optimizations are needed to maintain efficiency.

We present a system called Orchard that can automatically perform these steps for a large variety of queries. Orchard accepts centralized queries written in an existing query language, transforms them into distributed queries that can be answered at scale, and then executes these queries using a generalization of the CaT mechanism from Honeycrisp. Among 17 queries we collected from the literature, Orchard was able to execute 14; the others are not a good fit for our highly distributed setting and would require a different approach.

Our experimental evaluation of Orchard shows that most queries can be answered efficiently: with 1.3 billion users (roughly the size of Apple’s macOS/iOS deployment [18]), most user devices would need only a few megabytes of traffic and a few minutes of computation time, while the aggregator would need about 900 cores to get the answer within one hour. For queries that make use of the sparse-vector operator, this is competitive with Honeycrisp; for the other queries we consider, we are not aware of any other approach that is practical in this setting. In summary, our contributions are:

- the observation that many differentially private queries can be transformed into a sequence of noised sums (Section 5.1);
- a simple language for writing queries (Section 5.2);
- a transformation of queries in this language to protocols that can answer them in a distributed setting, using only a single, untrusted aggregator (Section 5.3);
- the design of Orchard, a platform that can efficiently execute the transformed queries (Section 5.4);
- a prototype implementation of Orchard (Section 5.5); and
- an experimental evaluation (Section 5.6).
5.1. Overview

Scenario: We consider a scenario (as in previous chapters) with a very large number of users (millions), who each hold some sensitive data, and a central entity, the aggregator, that wishes to answer queries about this data. We assume that each user has a device (say, a cell phone or a laptop) that can perform some limited computations, while the aggregator has access to substantial bandwidth and computation power (say, a data center).

Threat model: We make the OB+MC assumption from 4.1.1—that is, we assume that the aggregator is honest-but-curious (HbC) when the system is first deployed and usually remains HbC thereafter, but may occasionally be Byzantine (OB) for limited time periods; for instance, the aggregator could be a large company that is under public scrutiny and would not violate privacy systematically, but may have a rogue employee who might tamper with the system and not be discovered immediately. For the users, we assume that most of them are correct (MC) but that a small percentage—say, 2–3%—can be Byzantine at any given time. This is different from the typical assumption in the BFT literature, where one often assumes that up to a third, or even half, of the nodes can be Byzantine. However, BFT systems are typically a lot smaller than the systems we consider: with 4–7 replicas, compromising a third of the systems means just one or two nodes, whereas, in Apple’s deployment with 1.3 billion users, a 3% bound would mean 39 million malicious users, which is much larger than, e.g., a typical botnet.

Assumptions: Our key assumptions are (1) that the approximate number of users is known and (2) that the adversary cannot create and collude with a nontrivial number of Sybils. For instance, the devices could have hardware support for secure identities, such as Apple’s T2 chip or Intel’s SGX.

Goals: We have four key goals for Orchard:

- Privacy: The amount of information that either the aggregator or other users can learn about the private data of an honest user should be bounded, according to the
Table 1: Selection of differentially private queries from the literature, and support by Orchard.

<table>
<thead>
<tr>
<th>Query</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision-tree learning (ID3)</td>
<td>Yes</td>
</tr>
<tr>
<td>k-means</td>
<td>Yes</td>
</tr>
<tr>
<td>Perceptron</td>
<td>Yes</td>
</tr>
<tr>
<td>Principal Component Analysis (PCA)</td>
<td>Yes</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Yes</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>Yes</td>
</tr>
<tr>
<td>Neural Network training (Grad. Descent)</td>
<td>Yes</td>
</tr>
<tr>
<td>Histograms</td>
<td>Yes</td>
</tr>
<tr>
<td>k-Medians</td>
<td>Yes</td>
</tr>
<tr>
<td>Cumulative Density Functions</td>
<td>Yes</td>
</tr>
<tr>
<td>Range queries</td>
<td>Yes</td>
</tr>
<tr>
<td>Bloom filters (RAPPOR)</td>
<td>Yes</td>
</tr>
<tr>
<td>Count Mean Sketch</td>
<td>Yes</td>
</tr>
<tr>
<td>Sparse vector (Honeycrisp)</td>
<td>Yes</td>
</tr>
<tr>
<td>Iterative Database Construction</td>
<td>No</td>
</tr>
<tr>
<td>Teacher Ensembles (PATE)</td>
<td>No</td>
</tr>
<tr>
<td>Vertex programs (DStress)</td>
<td>No</td>
</tr>
</tbody>
</table>

- **Correctness:** If all users are honest, the answers to queries should be drawn from a distribution that is centered on the correct answer and has a known shape;
- **Robustness:** Malicious users should not be able to significantly distort the answers; and
- **Efficiency:** Most users should not need to contribute more than a few MB of bandwidth and a few seconds of computation time per query.

### 5.1.1 Differential privacy

General background on differential privacy is provided in Section 2.1. By now, there is a rich literature on differential privacy proposing many different forms of queries for many different use cases. We have done a careful survey to collect examples that would make sense in our highly distributed setting; Table 1 contains the queries we found, which will also be used in our evaluation (Section 5.6.1).
5.1.2 Alternative approaches

**Local differential privacy (LDP):** As discussed earlier, another way to avoid trusting the aggregator is to use LDP [113]—that is, for each user to add noise to his or her data individually, *before* uploading it to the aggregator, instead of noising just the final result. However, there are two important challenges. The first is that the noise in the final result now grows with the number of users: for instance, a sum of values from $N$ users now contains $N$ draws from a Laplace distribution $L(\frac{\varepsilon}{\epsilon})$, instead of just one! The effective error grows a bit more slowly, with $\Theta(\sqrt{N})$ [106, §12.1], but still, with $N = 10^9$ and $\varepsilon = 0.1$, the median error will be approximately 300,000 with LDP and only 10 with GDP—a difference of several orders of magnitude, which can be severely limiting in practice [46]. The second challenge is that the noise is added by the users and not by the aggregator; thus, even a very small number of malicious users can, by using large, correlated values as their “noise” terms, severely distort the final result [73]. We will revisit this problem in Sections 5.4.3 and 5.6.3.

**Multiparty computation (MPC):** In principle, the data could also be aggregated using MPC [300], a cryptographic technique that enables a group of participants to jointly evaluate a function $f$ such that each participant only learns the final output of $f$, but not the inputs of each participant. It may seem that all we need to do is set $f := q \circ L(\frac{\varepsilon}{\epsilon})$, where $q$ is the query and $L$ is a draw from an appropriate Laplace distribution. The problem, however, is efficiency: generic MPC scales poorly with the number of participants. While there are very efficient solutions for two parties (e.g., [175]) and reasonably efficient ones for a few dozen parties (e.g., [292]), we are not aware of a technique that would be practical with millions or billions of participants.

**Fully homomorphic encryption (FHE):** With FHE [125], users could encrypt their data with a public key and upload them to the aggregator, who could run the query on the ciphertexts, add noise, and then decrypt only the final result using a private key. As
with MPC, this approach works for arbitrary queries, and it has the advantage that most of
the work is done by the aggregator. However, if the aggregator has the private key, it can
also decrypt the users’ individual uploads—and even if this problem were solved somehow,
computation on FHE ciphertexts is still many orders of magnitude slower than computation
on plaintexts, so, with a billion participants, this approach does not seem realistic.

5.1.3 Honeycrisp

As discussed in the previous chapter, Honeycrisp can efficiently answer one specific query
(namely count-mean sketches) in our setting. As in the hypothetical FHE approach, users
encrypt their private data and upload only the ciphertexts to the aggregator; however,
there are two critical differences. The first is that Honeycrisp uses additively homomorphic
encryption, which is orders of magnitude faster than FHE and can be done efficiently at
scale. The second is that, to prevent the aggregator from decrypting individual ciphertexts,
Honeycrisp delegates key generation and decryption to a small committee of 20–40 randomly
selected user devices, which uses MPC to perform these (small) tasks. As before, this enables
the aggregator to do all of the “heavy lifting” (collecting and aggregating ciphertexts)
without ever seeing unencrypted data from individual users; thus, the aggregator does not
need to be trusted.

The main drawback of Honeycrisp is that it only supports a single query. Internally, it
uses a primitive called Collect-and-Test (CaT), which works roughly as follows (see also
Figure 7): each user device computes a vector of numbers, encrypts it with a public key
that was generated by the committee, and uploads it to the aggregator, which sums up
the ciphertexts using the additive homomorphism. The aggregator then proves to the users
that it has computed the sum correctly (which the aggregator, in its Byzantine phases, may
not necessarily do); if so, the committee noises and decrypts the final result. This is the
primitive that we leverage for Orchard.

Notice that CaT aggregates vectors, not just individual numbers. For additively homo-
morphic encryption, Honeycrisp uses Ring-LWE, which has large ciphertexts that can be
subdivided into many smaller fields; these can then be aggregated in parallel. The choices from Honeycrisp yield 4,096 counters with about 50 bits each; thus, a single invocation of CaT can efficiently sum up vectors with thousands of elements. We will leverage this fact for our query optimizations (Section 5.3.5).

5.1.4 Approach and roadmap

Our key insight is that CaT is far more general than it might appear: indeed, the sums it can compute are at the heart of a wide range of differentially private queries. (This is not a coincidence: in fact, a common way to certify differential privacy—e.g., in [31, 88, 123, 144, 254, 301]—is to use a linear type system to track how much a change in a single user’s data can affect a given sum or count.) Thus, by rewriting queries to take advantage of CaT, we can considerably expand the range of queries that can be answered at scale. At a high level, Orchard works as follows:

1. The analyst submits her query as a *centralized* program that computes the desired answer based on a (hypothetical) giant database that contains data from all users. Orchard verifies that the query is differentially private (Section 5.2).
2. Orchard transforms this program into a distributed computation that relies on CaT, using several optimizations—such as vectorization—to ensure efficiency (Section 5.3).
3. Orchard executes the distributed program, using protocols from Honeycrisp with some
5.2. Query language

There are several existing programming languages (e.g., [31, 89, 123, 144, 208, 224, 301, 302]) that can certify differential privacy. Rather than proposing yet another, we adopt an existing language, Fuzz [144]. Fuzz is a functional language, which simplifies our transformations, and its privacy analysis is driven by lightweight type annotations, which is convenient for the analyst. However, the choice is not critical; other languages could be used as well.

5.2.1 Running example: k-means

To conserve space, we introduce the Fuzz language through an example: the widely used k-means clustering algorithm, shown in Figure 8, which will also be our running example for the rest of this chapter. For a more complete description of Fuzz, please see Appendix D.

The k-means algorithm divides a given set of points (the input data) into k clusters and returns a centroid for each cluster. It proceeds in several iterations; for clarity, the figure shows only the iteration step, with k hard-coded to 3. The step function is given the current estimates of the centroid positions, c1, c2, and c3, and the set of points pts; it first assigns each point to the closest centroid, based on the $l_2$ distance (assign), and then partitions the set of points into three subsets, one for each centroid. Finally, it produces three new centroid positions c1'–c3' for the next iteration by averaging the coordinates of the points in each subset. This is done by first summing up the coordinates in each partition, and by counting the points; then the lap primitive adds Laplace noise to the sums and counts, and then performs the division.

5.2.2 Language features

In most ways, Fuzz is a conventional functional language; just two special features are relevant here. One is that it has a linear type system, described in [254], that certifies an upper bound on the sensitivity of all operations on private data; when a noising primitive such as lap (for the Laplace distribution) or em (for the exponential mechanism) is invoked, the parameter s (Section 5.1.1) is known, and the noise can be drawn from the correct
distribution. The other feature is a probability monad that ensures that no private data can “escape” from the program without having passed through lap or em first. Together, these features ensure that, as long as the top-level program has a type of a certain form, it is guaranteed to be differentially private.

Fuzz encapsulates private data in variables of a special type, bag, which represents a set with one element for each individual who contributed data. There are several primitives that operate on bags: bmap applies a given function to each element of a bag, bfilter removes elements for which a given predicate returns false, and bpartition splits a bag into several sub-bags, based on the value a given function returns for each element. All of these primitives take bags as arguments and produce new bags, so the private data remains confined in bags. The final bag primitive is bsum, which adds up the elements of a bag.

5.2.3 Alternative languages

Using a language other than Fuzz should not be difficult because the key to Orchard, the basic structure of summing followed by a release mechanism, is present in many other languages for differential privacy. Notice that, in Fuzz, summing via bsum is the only way to turn bags into data values that can potentially be released. A similar structure is present, e.g., in PINQ [208], which has three aggregation primitives, of which one (NoisySum) is equivalent to bsum followed by lap; the other two (NoisyAvg and NoisyMed) are equivalent to bsum followed by em. Another imperative example, Fuzzi [302], supports the addition of new aggregation primitives through an extension mechanism, but the information we need could be specified as part of the extension. The critical features Orchard needs are 1) a sensitivity analysis and 2) a way to recognize the aggregation primitives in the code.

Another possible approach would be to embed Fuzz as a library into a more traditional data analytics language, such as Python3. This embedded-language approach has already seen success in Deep Learning frameworks, such as TensorFlow [2] and PyTorch [239].
assign c1 c2 c3 pt =
  let d1 = sqdist c1 pt
d2 = sqdist c2 pt
d3 = sqdist c3 pt
  in if d1<d2 and d1<d3 then 0 else
    if d2<d1 and d2<d3 then 1 else 2

noise totalXY size = do
  let (x, y) = totalXY
  in do x′ ← lap 1.0 x
        y′ ← lap 1.0 y
        size′ ← lap 1.0 size
        return (x′/size′, y′/size′)

totalCoords pts =
  let ptxs = bmap fst pts
        ptys = bmap snd pts
  in (bsum 1.0 ptxs, bsum 1.0 ptys)

countPoints pts =
  bsum 1.0 (bmap (\pt → 1) pts)

step c1 c2 c3 pts =
  let [p1, p2, p3] =
    bpartition 3 (assign c1 c2 c3) pts
    p1TotalXY = totalCoords p1
    p1Size = countPoints p1
    p2TotalXY = totalCoords p2
    p2Size = countPoints p2
    p3TotalXY = totalCoords p3
    p3Size = countPoints p3
  in do
    c1′ ← noise p1TotalXY p1Size
    c2′ ← noise p2TotalXY p2Size
    c3′ ← noise p3TotalXY p3Size
    return (c1′, c2′, c3′)

Figure 8: One step of the k-means algorithm, written in Fuzz. The colors represent the “zones” of computation.

5.3. Query transformation

Next, we describe how Orchard transforms centralized Fuzz queries so that they can be executed in a distributed setting.

5.3.1 Program zones

We begin by observing that, if a Fuzz program is differentially private, it necessarily has a very specific structure and can be broken into three different “zones” (which we color-code in our example in Figure 8):

- **Red zone** computations run directly on the data of an individual user—here, the assign function, which finds the closest centroid for each user’s data point.
- **Orange zone** computations are performed on user data that has been aggregated
but not yet noised—here, the \texttt{lap} operators, which add Laplace noise to the sums.

- **Green zone** computations involve only noised data and constants—here, the final divisions in \texttt{noise} and the parts of \texttt{iter} that set up the rest of the computation.

The Fuzz type system enforces clear boundaries between these zones: data can only pass from red to orange by aggregation (via \texttt{bsum}), and aggregate data can only pass from orange to green by noising (via \texttt{lap} or \texttt{em}). Moreover, red-zone code always operates on an \textit{individual} element of a \texttt{bag}—that is, on data from a single user. And lastly, none of the operations producing bags offer any way to combine multiple elements of one bag when computing an element of another bag; in other words, every element of every bag that can ever exist is derived (by filtering, partitioning, or mapping) from some single element of some bag that was initially provided as input to the top-level program.

This stratification allows us to map Fuzz programs to Honeycrisp-like computations by mapping the zones to the different parties in Figure\footnote{\ref{fig:zones}}. Red-zone code is executed directly by user devices; computations in this zone only need the data of one user at a time, so each user device can run it without sending any secrets anywhere. The summation at the red-to-orange boundary can be done as in Honeycrisp, by users encrypting their red-zone outputs and sending them to the aggregator, who adds them up using homomorphic addition and then passes the encrypted sum to the committee. Orange-zone code can be executed by the committee, using MPC, and the members of the committee will be able to decrypt the encrypted sums only after appropriate noise is added. Data that passes from orange to green zones must first pass through a release mechanism (\texttt{lap} or \texttt{em}) and be thus noised appropriately, so green-zone code can be safely executed “in the clear” by the aggregator itself.

The Orchard compiler uses a special operator to coordinate the mapping, summing, and releasing steps among red, orange and green zones. We call this operator \texttt{bmcs} (broadcast, map, clip and sum), and introduce it in the following section.
5.3.2 The bmcs operator

The operator bmcs \((b, m, c, r)\) takes four parameters and behaves as follows:

- first, it broadcasts some public state \(b\) from the aggregator to the user devices;
- on each user device \(i\), it maps the local private data \(d_i\) to a private vector \(v_i := m(b, d_i)\) using the provided map function \(m\) (which can use the public state in its computation);
- on each user device, it clips the elements of \(v_i\) such that \(|v_{i,k}| \leq c_k\); and finally
- it sums all these private vectors from all client devices through homomorphic addition to compute \(v := \sum_i v_i\) and returns \(r(v)\) using the provided release function \(r\).

The bmcs operator captures the workflow of a single “round” of the distributed protocol; \(m\) is the red-zone computation for that round; \(r\) is the orange-zone computation. The clipping vector \(c\) is needed to guarantee privacy (see Section 5.4.3).

By rewriting a given Fuzz program to use only bmcs rather than the individual bag operations \(b\text{map}, \ b\text{filter}, \ b\text{sum}, \) and \(b\text{partition}\), we make its “phase-structure” explicit so that we can directly evaluate it on a Honeycrisp-like distributed platform. We next describe how Orchard does this.

5.3.3 Extracting dependencies

When the analyst submits a Fuzz program to Orchard, Orchard begins by reducing complex bag operations (\(b\text{partition}\) and \(b\text{filter}\)) into combinations of the two fundamental bag operations—\(b\text{map}\) and \(b\text{sum}\). A \(b\text{partition}\) that splits a bag into \(k\) partitions is reduced into a \(b\text{map}\) that first maps each value in the bag to a partition index, followed by \(k\) \(b\text{filter}\) operations that filters out each of the individual partitions. A \(b\text{filter}\) operation is reduced into a \(b\text{map}\) operation that maps each value \(v\) in the bag to an optional value \(v'\)—when the filter predicate evaluates to true on \(v\), the optional value \(v' := \text{Some } v\), otherwise \(v' := \text{None}\).

Orchard then normalizes the program to ensure that all variable names are unique, and that each variable is either the result of a bag operation or the result of a release mechanism.
(lap or em). To achieve this, Orchard freshens all variable names, and performs aggressive inlining to eliminate all other variables. Conversely, if a bag operation was originally part of an expression and did not have a name, it is given one. In the resulting normal form, programs make explicit relations between the input database, the intermediate bags and released values, and the output of the program.

Next, Orchard infers dependencies between variables by building a graph with a vertex for each unique program variable. Two vertices \((u, v)\) are connected with a directed and labeled edge \(f\) if \(v\) is the result of running the bag operation \(f\) over \(u\). Since the normalized program only contains two simple bag operations, the label \(f\) is either the map function supplied to some \(\text{bmap}\), or the clip bound supplied to some \(\text{bsum}\). Since Fuzz forbids unbounded loops over private data, this graph is acyclic. Furthermore, since both \(\text{bmap}\) and \(\text{bsum}\) take one bag variable as input and produce another bag variable as output, there is at most one edge between any two vertices in this graph. This implies the graph is in fact a directed tree, and at the root of this tree is the input bag.

This tree is a complete snapshot of the red zone computations encoded in the normalized Fuzz program. Since the dependency tree tells us how to compute any bag value given the bag variable name, we only need to keep bag variable names at their use sites. So we remove all bag operations from the normalized Fuzz program, and use the dependency tree as a reference for emitting code when a bag variable is used. We call the remaining normalized program the “core”.

The core contains a mixture of orange zone and green zone computations. Since Orchard eliminates all other program variables in an earlier pass, the variables in the core must either be the result of a bag computation, or the result of a release mechanism. In particular, we call the variables that are results of bag computations “exit vertices” in the tree. (These vertices are scalar numbers, and thus cannot contain any outgoing edges, because no bag operations take scalar numbers as inputs.) By analyzing the core and inspecting the path from the input database to exit vertices, we can emit code in the \(\text{bmcs}\) form.
5.3.4 Transformation to bmcs form

The next step traverses the core in a forward pass, while maintaining a intermediate set $S$ of variables. The set $S$ is the set of variables that are results of release mechanisms at the current program position during the forward pass.

When the traversal encounters a release mechanism ($\text{lap}$ or $\text{em}$), it first compares the set of variables used in this release mechanism against $S$. If the set of used variables is a subset of $S$, then this release mechanism only adds further noise to already released data, and there is no need to invoke bmcs.

On the other hand, if a variable $v$ is used in the release mechanism but is not a member of $S$, then $v$ must be the result of some bag operation. In this case, we must invoke bmcs to compute $v$ and release.

Let $p$ be the path from the input database to the variable $v$. Orchard now computes a map function $m_p$ and a clip value $c_p$ as follows. It initializes $m_p := id$ and $c_p := \infty$, then it traverses $p$ starting from the input database. When it encounters a $\text{bmap} f$, it updates $m_p := m_p \circ f$; and when it encounters a $\text{bsum} c$, it updates $c_p := c$.

In general, a release mechanism may refer to multiple variables $v_1, \ldots, v_i$ that are results of bag operations. For each $v_i$, Orchard walks its corresponding path $p_i$ to compute $m_{p_i}$ and $c_{p_i}$. It then fuses these map functions and clip bounds into a new map function $m \text{db} = (m_{p_1} \text{db}, \ldots, m_{p_i} \text{db})$ and a new clip bound $c = c_{p_1} ++ \ldots ++ c_{p_i}$, where ++ represents vector concatenation.

Finally, if $f(v_1, \ldots, v_i)$ is the release mechanism that uses program variables $v_1, \ldots, v_i$, we build the release function $r \text{sum} = f(\text{prj}_1 \text{sum}, \ldots, \text{prj}_i \text{sum})$. Here, $\text{sum}$ is the aggregated vector, and each $\text{prj}_i$ projects the corresponding value for $v_i$ out of the aggregated vector $\text{sum}$. 
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5.3.5 Optimizations

The transformation process that has been described so far will calculate the correct result, but in general it will produce many redundant \texttt{bmcs} operations because it walks the core in a forward pass and emits one \texttt{bmcs} call for each release mechanism that uses private data. We can do better by observing that release mechanism calls often do not depend on each other (such as the three calls to \texttt{noise} in the k-means example) and can in fact be fused into one \texttt{bmcs} call.

Orchard exposes these optimization opportunities to the code transformation process through a simple source code rewriting step. After Orchard has inlined and normalized the input Fuzz program, but before code transformation into \texttt{bmcs}, Orchard performs local dependency analysis on release mechanism calls, using a marker combinator \texttt{par} to combine release mechanisms that have no dependency relations.

For example, the three \texttt{lap} calls in the \texttt{noise} function for the kmeans example will be rewritten into:

\[
((x', y'), \text{size'}) \leftarrow \par (\par (\text{lap} 1.0 \ x) (\text{lap} 1.0 \ y)) (\text{lap} 1.0 \ \text{size})
\]

Since Orchard inlines the \texttt{noise} function, in fact all nine \texttt{lap} calls in the \texttt{step} function for the \textit{k}-means example will be combined through the marker \texttt{par} combinator (there are three \texttt{lap} calls in each \texttt{noise} call, and there are three \texttt{noise} calls).

The purpose of the \texttt{par} combinator is to allow code transformation to fuse release mechanisms together just by looking at the syntax of the program under analysis. In the last phase of code transformation, when Orchard encounters a \texttt{par} combinator, it first recursively emits the map and release functions for the two arguments to \texttt{par}. Let us call these map functions \texttt{m1} and \texttt{m2}, and the release functions \texttt{r1} and \texttt{r2}. Next, Orchard fuses them together by creating a new map function \texttt{m db} = (\texttt{m1 db}, \texttt{m2 db}), and a new release function \texttt{r sum} = (\texttt{r1 sum}, \texttt{r2 sum}). The clip bounds are concatenated to produce a fused clip.
bound. The code transformation recursively fuses the release mechanisms combined with nested \texttt{par} combinators, until finally only a single \texttt{bmcs} call is emitted for all of the combined release mechanisms.

5.3.6 Limitations

Our implementation currently insists that all loops in the red and orange zones terminate after a finite number of rounds, and it disallows unbounded recursion in these zones. Finite loop bounds are common in the differential privacy literature because they simplify the reasoning about the privacy cost; queries with unbounded loops, such as the PrivTree algorithm \cite{304}, tend to require more sophisticated reasoning, and thus cannot be verified by most automatic checkers. If necessary, the limit in the red zone could be replaced with timeouts and default values \cite{144}. Notice that we do allow unbounded loops in the green zone, so we can still use dynamic predicates to check for convergence, e.g., in k-means clustering.

Orchard’s front end relies on an existing programming language and type system, and it inherits their limitations. In particular, if a query is differentially private but the Fuzz type system cannot prove it, Orchard will reject it, and if a query’s real sensitivity is $s_1$ but Fuzz only derives a sensitivity value $s_2 > s_1$, Orchard will use $s_2$. These limitations could be removed by using a different source language – e.g., one with a more advanced type system, such as DFuzz \cite{123}, or one that allows the analyst to help with the privacy proofs, such as apRHL \cite{13}.

Orchard’s optimization for fusing independent release mechanisms only recognizes fusion opportunities for release mechanisms that are syntactically next to each other. Due to this simplistic nature, Orchard may miss opportunities for fusion of release mechanisms that are only revealed through a more global dependency analysis. However, in our experiments, we find that this limitation does not prevent us from emitting code with the optimal number of \texttt{bmcs} calls. We plan on improving the fusion analysis in future work.
5.4. Query execution

Next, we describe the platform Orchard uses to execute distributed queries once they have been transformed using the method from the previous section.

5.4.1 Overall workflow

Orchard implements \texttt{bmcs} using the CaT primitive from Honeycrisp, with three important additions: Orchard supports more than one round, it adds the broadcast step (which was not needed for Honeycrisp’s one hard-coded query), and it supports more general computations on the user devices and within the committee’s MPC (which Orchard needs for the red and orange zones). Protocols for sortition and verifiable aggregation (discussed below) are used verbatim, so the correctness proofs from Honeycrisp still apply. The platform consists of two components: a \textit{server}, which runs in the aggregator’s data center, and a \textit{client}, which runs on each user’s device (e.g., phone or laptop). These components operate as follows.

\textbf{Setup:} When an analyst wants to ask a query, she formulates it in the language from Section 5.2 and submits it to the server. The server typechecks the query, to verify that it is differentially private; if not, it aborts. The server then transforms the query as described in Section 5.3 but keeps only the code for the green zone. The server then triggers a \textit{sortition} protocol that causes a very small, random committee of user devices to be elected. (As in Honeycrisp, a typical committee size is about 30–40, out of perhaps 10\(^9\) devices.) The server sends the query to the committee, whose members perform the same transformation as the server but keep only the code for the orange zone of each \texttt{bmcs} operation, as well as the associated privacy costs \(\epsilon_i\). The committee runs an MPC to generate a keypair for an additively homomorphic cryptosystem, and each committee member keeps a share of the private key. The server then executes the prefix (if any) of the green-zone computation that does not involve private data.

\textbf{Broadcast:} When the server encounters the \(i\)th \texttt{bmcs} operation, it sends the sequence number \(i\) to the committee. The committee deducts \(\epsilon_i\) from the privacy budget \(\epsilon_{\max}\) and, if
this succeeds, signs an *execution certificate* that contains the query, the public key, and the sequence number $i$ of the \texttt{bmcs}, and returns the certificate to the server. This certificate is needed to convince the clients that the server has "paid" the privacy cost $\epsilon_i$ for the specific step they are about to execute; the sequence number prevents query reexecution without charging the privacy budget again.

**Map and clip:** The server now distributes the certificate, along with any broadcast state in the \texttt{bmcs}, to the clients. Each client (1) verifies that the committee was elected properly, that the execution certificate is signed by the committee, and that the certificate is not a duplicate; (2) transforms the query to obtain the red-zone computation for the $i$th \texttt{bmcs} operation; (3) executes the red-zone code on its local data; (4) encrypts the result with the public key from the certificate; and (5) uploads the result to the server, along with a zero-knowledge proof that (a) the local input was in the correct range; (b) the red zone was executed correctly; and, if $i > 1$, that (c) the client has not changed its local input since the first \texttt{bmcs} in the current query.

**Sum:** The server aggregates all the uploads using homomorphic addition and then publishes a Honeycrisp-style summation tree, so the clients can verify that it has included each user’s data exactly once; if not, they can report the aggregator. Next, the committee performs another MPC to execute the orange-zone code (which noises and decrypts the computed aggregate) and then sends the plain-text result to the server, which uses it as the result of the \texttt{bmcs} operation and continues executing the green-zone code. If the server encounters further \texttt{bmcs} operations, it repeats the broadcast, map, clip, and sum steps for each of them.

5.4.2 Security: Aggregator

One key difference from Honeycrisp is that Orchard’s red- and orange-zone computations are not hard-coded and must be compiled from the query instead. A naïve approach could have been to have only the server perform the transformation and to have it provide the red- and orange-zone code to the committee and to the clients, respectively. However, in this case it would have been easy for the server to, say, replace the orange zone with the
identity function (to disable noising) and/or to replace the red zone with “if the user is Alice, return data ×10^9, else 0” (without proper clipping).

Orchard avoids this issue by (1) having the committee and the clients compile the red and orange zones directly from the original query and by (2) including the query in the execution certificate, so that all correct participants can be sure they are part of the same query. Since a correct client or committee member would perform the compilation as specified, it would (correctly) reject any proposed query that was not differentially private, and it would include all the necessary elements, such as clipping and noising. A dishonest server still has control over the green zone and can run any arbitrary code there. However, it can only hurt itself by doing this: the users’ privacy is guaranteed by the red and orange zones, and any data that reaches the green zone is already properly declassified.

Of course, the aggregator can misbehave in several other ways, but the compilation attack is the only one that is specific to Orchard; the others were already possible in Honeycrisp, and the defenses from Honeycrisp continue to apply. For completeness, we briefly review some key defenses below:

**Privacy budget:** A malicious aggregator could try to run more queries than the privacy budget allows. To prevent this, the budget balance is maintained by the committee. In each round, the committee checks whether the remaining privacy budget is sufficient to execute the query; if so, it signs a query authorization certificate that includes, among other things, the remaining budget and the current round number. This certificate is sent to all user devices, which check it before uploading their responses. If the committee changes, the new members rely on the budget from the previous round’s certificate.

**Targeting individuals:** A malicious aggregator could try to learn the private data of specific users by performing the aggregation incorrectly – perhaps by leaving out data from certain users, or by multiplying the encrypted data from other users with a large constant (which is possible in an additively homomorphic cryptosystem), or even by pretending that
a single user’s data is the result of the entire aggregation. To prevent this, Orchard requires the aggregator to construct a *summation tree* to prove that it has computed the aggregation correctly. Each user device checks a small portion of this tree.

**Reporting channel:** We assume that there is an external channel that devices can use to report the aggregator, if they should discover that the aggregator has misbehaved. Like Honeycrisp, Orchard produces evidence that the devices can use to substantiate such a report; for instance, this evidence could be posted in an online forum (Twitter, Wikipedia, ...) or it could be given to the press. In a large-scale deployment, the aggregator would typically be a large entity with a reputation to lose, so this mechanism should provide an incentive for the aggregator to follow the protocol correctly.

**Collusion:** If the aggregator is also the manufacturer of the user devices (which would be the case, e.g., in a deployment by Apple or Google), a malicious aggregator could try to roll out a backdoored OS version or manufacture a large number of additional devices, with which it could then collude. Here, our assumption that the aggregator is Byzantine only *occasionally* (the OB in our OB+MC assumption) is critical, because it limits the potential impact of such misbehavior.

**Committee tampering:** For a committee of size C, Orchard requires that $\frac{2C}{3}$ committee members are honest. With 2–3% Byzantine users, as we have assumed in Section 4.1, the chances of randomly sampling a committee with too many Byzantine users are miniscule; with $C = 40$, the chances of ever encountering it during a period of ten years, with one round every day, would be about 0.001%. However, a malicious aggregator could try to increase this probability by preventing honest users from participating in the sortition. To defend against this, the aggregator must maintain a Merkle tree of all the users, so that the results of the election are verifiable by all devices.
5.4.3 Security: Malicious clients

Another key difference from Honeycrisp is that there can be more than one bmcs invocation and that clients can potentially learn some information about the result of previous invocations from the broadcast step. This is not a privacy issue because the type system ensures that any broadcast state has been properly noised, but a group of malicious clients could potentially use this information in a targeted attack.

As a concrete example, suppose a large online retailer uses the $k$-means algorithm from Figure 8 to calculate the positions for $k$ new shipping centers, based on the locations of their current customers; suppose, further, that a small group of users wishes to ensure that one of the centers is built in their home town. Notice that each bmcs broadcasts the set of centroids from the previous round. In the last round, the attackers can use this information to calculate exactly (modulo noise) what their locations would need to be to move the nearest centroid to their town and then change their inputs accordingly.

To prevent adaptive attacks like this, Orchard can optionally use verifiable computation (VC) \[238\] on the client side. When this is enabled, clients must upload a cryptographic commitment to their local data along with their first bmcs response, and they must include, with each response, a zero-knowledge proof that (a) they have executed the red-zone code correctly and (b) their initial commitment opens to the input they used in the current round. With this defense, the attackers can only choose their initial inputs. As we will show in Section 5.6.3 this makes a successful attack much harder.

5.4.4 Handling churn

A third difference is that Orchard computations with multiple bmcs rounds can take much longer than Honeycrisp’s single-round computation. This raises two concerns: (1) the workload of the committee is somewhat higher, and (2) devices are more likely to go offline during the computation.

To address the first concern, Orchard can optionally choose a fresh committee after a few
rounds. This requires a few more devices to serve on committees, and it adds a bit more work for the overall system because each new committee has to generate a fresh keypair, but it is safe, and it limits the work that any given committee member has to perform. To address churn in the committee, Orchard uses Shamir secret sharing to ensure that the committee can reconstruct the private key even if it has lost a few of the shares because the corresponding committee members have gone offline.

This leaves the concern that some user devices will leave (and others join) between rounds. This does not affect correctness, since the red zone retains no state between rounds, but it does mean that the bmcs sums could be computed over data from slightly different sets of users. Almost by definition, differential privacy cannot release anything that is specific to particular users, so the overall impact of individual user arrivals or departures should be small [106, §2.3.2]. The effect of higher levels of churn depends on the algorithm and on the kinds of users that are joining or leaving. For instance, consider the effect that a major power outage in a large geographic region – say, the 2003 blackout in the Northeastern U.S. [117] – would have on a query that was already in progress. If the query was choosing facility locations within the United States, the results would be severely distorted, since it would suddenly appear as if there were no users in the Northeast at all. If, however, the query was measuring the age distribution of the users, the impact would be small, since the age distribution in the Northeast would be roughly comparable to the age distribution elsewhere.

5.5. Implementation

For our experiments, we built a prototype of Orchard. We used Haskell to implement the Fuzz frontend and the transformations, and Python for the backend. Our prototype generates and runs the actual red-zone and orange-zone code; for the aggregation (which would be done with millions of users in a real deployment), we benchmark the individual steps and then extrapolate the cost. Overall, our prototype consists of about 10,000 lines of code, and is publicly available [233].
Encryption: For additively homomorphic encryption, we use the Ring-LWE scheme\cite{200}. This works over a polynomial ring $R_p \overset{\text{def}}{=} \mathbb{Z}_p[x]/(x^n + 1)$, where $p$ is a prime and $n$ is a power of 2. The secret key is a random polynomial $s(x) \in R_p$, and the public key is a pair generated by sampling a random $a \in R_p$ and setting the public key to be $(a, b) \in R_p^2$, where $b \overset{\text{def}}{=} a \cdot s + e \in R_p$, for some “error” $e \in R_p$ chosen from an appropriate error distribution. The plaintext space is $\mathbb{Z}_q^l$, where $q, l \in \mathbb{Z}$, $l \leq n$, $q \ll p$ and $|p \mod q| \ll q$. To encrypt a vector $z \in \mathbb{Z}_q^l$, the encryptor generates a random $r \in R_p$, and computes the ciphertext $(u, v) \overset{\text{def}}{=} (a \cdot r + e_1, b \cdot r + \lfloor p/q \rfloor \cdot z) \in R_p^2$. Decryption is then simply $z = \text{round}(v - u \cdot s, \lfloor p/q \rfloor)/\lfloor p/q \rfloor$, where $\text{round}(x, y)$ rounds each coefficient of $x$ to the nearest multiple of $y$. (We assume the errors $e, e_1, e_2$ are sufficiently small relative to $p/q$.)

This encryption scheme allows us to represent our key generation and decryption protocols with a small constant number of additions and one multiplication in the polynomial ring. Moreover, it allows us to pack many ‘slots’ of ciphertexts into one large ciphertext, with almost no additional cost. Given our security parameter choices, this scheme yields up to 4,096 counters, each with a capacity of roughly 50 bits.

MPC: We use the SCALE-MAMBA framework\cite{176} to implement the MPC operations for key generation and for the orange zones (Section 5.4.1). For key generation and decryption we used the same framework of Honeycrisp (Chapter 4). SCALE-MAMBA supports an arbitrary number of parties and is secure in the fully-malicious model. Operations are performed in a finite field modulo a configurable prime $p$, which allows for the support of both integers and floating points. This is a natural fit for our Ring-LWE encryption scheme, which also requires an integer modulus, and thus no additional modular arithmetic needs to be implemented within the MPC. In Ring-LWE, the additive homomorphism of plaintexts is modulo some integer $q$, where $|p \mod q| \ll q$; ideally, $p = 1 \mod q$.

Secret sharing: SCALE-MAMBA also supports Shamir secret sharing\cite{270}. We use this to shard the private key among the $k$ committee members in such a way that any subset of $t + 1$ members can reconstruct the entire key. At the same time, $t$ dishonest nodes cannot
learn anything about the key, and $t+1$ honest nodes can detect any errors introduced by dishonest nodes. This enables Orchard to tolerate the loss of a few committee members. We modified the open-source SCALE-MAMBA source code to reconstruct the secret key automatically, if needed, using the remaining shares.

**Verifiable computation:** We use the zk-SNARK protocol [40] to enable clients to prove, in zero knowledge, that they have done the red-zone computation correctly, with consistent inputs (Section 5.4.3). For benchmarking, we used the implementation from the Pequin toolchain [232].

**Security parameters:** We use the LWE-estimator tool [198] of Albrecht et al. [15] to obtain concrete parameters that provide sufficient security based on the best known attacks on LWE. We chose dimensionality $n = 4096$, a 128-bit prime $p$, and a Gaussian error distribution with $\sigma = \sqrt{\frac{2}{N}}$ (which we approximate as the centered binomial distribution with $N = 2$ trials) in each dimension, which gives over 128 bits of security. For the verifiable aggregation, we use the same choices as Honeycrisp, namely SHA-256 hashes and RSA-2048 signatures.

### 5.6. Evaluation

Our experimental evaluation is designed to answer four high-level questions: (1) How many private queries can Orchard support? (2) How well do Orchard’s optimizations work? (3) How effective are Orchard’s defenses against malicious clients? And (4) what are the costs of Orchard?

#### 5.6.1 Coverage

To get a sense of how many (private) queries Orchard can support, we did a careful survey of the differential privacy literature to find queries that are plausible candidates for our highly distributed setting. We collected as many different kinds of queries we could find; we excluded only a) queries that were substantially similar to ones we already had (e.g., different variants of computing CDFs), and b) queries where we simply could not imagine the data being distributed across lots of individual devices.
Table 1 (in the Overview section) shows the queries we found, as well as the papers we found them in. We then implemented each query in Fuzz, taking care to write the queries as they were presented in the papers, and not in a way that would be convenient for Orchard (e.g., with computations already grouped the way \texttt{bmcs} would require them).

We found that, out of the 17 queries we found, 14 (82\%) were accepted by Orchard. The three queries that did not work were PATE \cite{236}, IDC \cite{143}, and DStress \cite{235}. These queries are not a good fit for our model. DStress operates on graphs, whereas we assume a set of per-user records. IDC is a “template algorithm” with an oracle function $U$, and good choices for $U$ require functions beyond simple bag operations. PATE requires training private (un-noised) “teacher” models and then training a “student” model with noisy labels provided by the teachers. In our model, only the aggregator could play the role of PATE’s teachers, but we do not trust it to see sensitive data in the clear, so we cannot express this algorithm.

Overall, our data suggests that Orchard is able to execute a wide variety of differentially private queries—even though these queries were designed for the centralized model.

5.6.2 Optimizations

A naïve translation of a centralized query typically results in a lot more \texttt{bmcs} invocations than necessary. To estimate how much our optimizations can help with this, we compiled each query twice, once with the full transformation and once with optimizations disabled; we then counted the \texttt{bmcs} operations in the resulting programs.

Table 2 shows our results. In most cases, our optimizations substantially reduced the number of \texttt{bmcs} rounds that were needed. (The exact reduction depends on the parameters.) Since the rounds are done sequentially (the \texttt{bmcs} calls in the green-zone code are “blocking”), and since \texttt{bmcs} accounts for almost all of a typical query’s runtime, this means a much lower processing time.

We manually inspected the optimized code, looking for opportunities to further reduce the
<table>
<thead>
<tr>
<th>Query</th>
<th>Naïve</th>
<th>Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>$2md$</td>
<td>$m+1$</td>
</tr>
<tr>
<td>k-means</td>
<td>$3m$</td>
<td>$m+1$</td>
</tr>
<tr>
<td>Perceptron</td>
<td>$2md$</td>
<td>$m+1$</td>
</tr>
<tr>
<td>PCA</td>
<td>$d^2+d$</td>
<td>$1$</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>$d+1$</td>
<td>$2$</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>$2d$</td>
<td>$2$</td>
</tr>
<tr>
<td>Neural Network</td>
<td>$2m(d+1)$</td>
<td>$m+1$</td>
</tr>
<tr>
<td>Histograms</td>
<td>$b$</td>
<td>$1$</td>
</tr>
<tr>
<td>k-Medians</td>
<td>$3m$</td>
<td>$m$</td>
</tr>
<tr>
<td>CDF</td>
<td>$b$</td>
<td>$1$</td>
</tr>
<tr>
<td>Range queries</td>
<td>$b$</td>
<td>$1$</td>
</tr>
<tr>
<td>Bloom filters</td>
<td>$d$</td>
<td>$1$</td>
</tr>
<tr>
<td>Count Mean Sketch</td>
<td>$d$</td>
<td>$1$</td>
</tr>
<tr>
<td>Sparse vector</td>
<td>$1$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

Table 2: bmcs rounds needed for each query, with and without optimizations. $d$ is the input vector length, $m$ the number of iterations, and $b$ the number of buckets (see Section 5.6.4).

![Figure 9: Impact of malicious users.](image)

number of rounds, but could not find any. In principle, Orchard’s optimizations could miss opportunities for fusing release mechanisms (Section 5.3.6), but this did not occur for any of the queries we tried.

5.6.3 Robustness to malicious users

To examine how much Orchard’s defenses help against malicious users, we implemented the attack scenario from Section 5.4.3. Recall that this involves an online retailer using $k$-means to find locations for $k = 3$ new shipping centers and a group of attackers trying to cause one of the centers to be built in their home town. We randomly sampled latitudes and longitudes for $N = 10^4$ honest users from a rectangle that includes the lower 48 U.S.
states, and we used Seattle, Houston, and New York as reasonable guesses to initialize the centroid positions. We then simulated the behavior of Orchard, as well as four hypothetical alternatives: (1) local differential privacy (LDP); (2) global differential privacy (GDP) with a trusted aggregator; (3) GDP with input clipping (IC), which rejects coordinates outside the valid range and was implemented in Honeycrisp (Chapter 4); and (4) LDP with output clipping (OC), which requires users to clip their noised values to $10 \times$ the valid range.

The attackers try to move the East Coast centroid (which is near Richmond, VA without the attack) to Pittsburgh, PA, using the strategy from Section 5.4.3; we assume that the attackers do not have knowledge of any data from previous Orchard queries (because, if this information was still relevant, the aggregator would likely have no need to issue a new query). We vary the number of attackers $A$, and we assume that the attackers are able to estimate $N$ but do not know the locations of the other users. We say that the attack succeeds if the final East Coast centroid is within 20 miles of Pittsburgh.

Figure 9 shows the distance from Pittsburgh of the resulting East Coast centroid for each scenario and with various values for the parameters; the figure shows medians across 500 independent runs. Without a defense, GDP and LDP succumb to even a single attacker, who can observe the centroid’s location in the penultimate round and then calculate an input (far outside the valid range) that will move the centroid to Pittsburgh in the final round. The residual error is due to noising; it decreases as $A$ increases. Notice that GDP’s error is even lower than LDP’s; this is because GDP adds less noise.

With OC, the attackers can no longer report arbitrary values and must instead choose the largest value in the right direction that will be accepted, but the attack still succeeds with about $A = 31$ (0.3% of the users). IC further restricts the range; success now requires $A = 500$ attackers. With Orchard, the attackers cannot adapt, and since they do not know up front what values to report—reporting, say, Portland, ME, would risk “overshooting” and moving the centroid away from Pittsburgh again—their best strategy is to simply report Pittsburgh as their location. With this strategy, the attack takes about $A = 20,000$—far
more than the number of honest users.

### 5.6.4 Experimental setup

Next, we used our prototype to measure Orchard’s costs to users, committee members, and the aggregator. We benchmarked the client-side software on a laptop with a 2.3 GHz dual-core processor and 8 GB of RAM running macOS Catalina. To simulate committee members operating in a global setting, we used \texttt{t2.large} EC2 instances with 8 GB of RAM, located in all available geographic regions (including the U.S., Europe, Asia, and Brazil), to get realistic latencies. For our aggregator experiments we used eight PowerEdge R430 servers with 64 GB of RAM, two Xeon E5-2620 CPUs, and 10 Gbps Ethernet; the operating system was Fedora Core 26 with a Linux 4.3.15 kernel. This equipment seems reasonably close to what a real-world aggregator might have available in its data center.

Many of our algorithms have parameters that affect the cost. For \textit{k}-means and \textit{k}-medians, we chose \(m = 5\) and \(k = 3\), because \cite{27} notes that, given proper cluster initialization, the solution after five rounds is consistently as good or better than that found by any other method. For Perceptron, we chose \(m = 10\), because the algorithm is guaranteed to converge after at most \(O(1/\alpha^2)\) iterations, where \(\alpha\) is the margin in a linearly separable dataset \cite{260}. With vectors of size 10, we assume 1-separability to get this guarantee. For ID3, we set vector dimension \(d = 100\) because we can support estimating entropy for counters of up to vectors of size 1 million (e.g., all possible 6-digit zip codes) with far fewer counters on the aggregator’s side. For the neural network, we chose \(m = 20\) epochs, for which \cite{148} shows accuracy competitive with SGD.

Since Orchard is a generalization of Honeycrisp, we report Honeycrisp’s numbers for comparison. We got these numbers by executing Honeycrisp’s fixed query, which compiles to a single \texttt{bmcs}, with Orchard’s additions disabled.
5.6.5 Cost for normal participants

The key costs to a normal Orchard participant are: (1) the red-zone computation itself; (2) encrypting the value to be uploaded; (3) generating the zero-knowledge proofs; and (4) verifying the aggregator’s summation. (The transformations themselves are cheap; this step never took more than 410 ms for any of our 14 queries.) To quantify these costs, we benchmarked the Orchard client while it was executing each of our 14 queries; to get realistic numbers for sum verification, we emulated a system with $N = 1.3 \cdot 10^9$ users for the client to interact with. We measured the number of bytes sent, as well as the computation time spent on Orchard operations.

Figure 10 shows our results. Both the bandwidth and the computation time vary significantly between queries, but they are largely proportional to the number of BMCS rounds, whose cryptographic operations dominate the cost. The red-zone computations themselves are typically trivial (many simply return a value), so their cost is very small in comparison; we simply include it with the other protocol overheads in Figure 10(b). Overall, the bandwidth costs are modest, ranging from 1 MB to about 25 MB per query. The computation
typically takes at most a few minutes.

The neural-network query is an outlier; it takes about 25 minutes of computation time, which raises some concerns, e.g., about battery life on mobile devices. This high cost is mostly due to the high number of rounds we used ($m = 20$), to show what would happen when training on a “hard” problem. For “easy” lower-dimensional problems, even a single pass can be statistically optimal [243].

To measure the cost of the defense from Section 5.4.3, we selectively disabled the part of the zero-knowledge proof that concerns input consistency; this typically reduced the proving time by about 3%. This is because the client already has to prove that the encrypted value is in the correct range; the marginal cost of this extra proof obligation is very small.

![Figure 11:](image1.png) Bandwidth (a) and computation (b) required of each committee member during one round of orange-zone computation.

5.6.6 Cost for the committee

For each query, Orchard selects a small committee of $C$ user devices that are expected to participate in the key-generation MPC, as well as in the per-bus MPC that performs decryption and orange-zone computations. To quantify the cost to committee members, we set up committees with EC2 instances as described in Section 5.6.4, triggered each of our
14 queries, and measured the bandwidth and computation that the two MPCs consume. We report the cost of a single iteration of each MPC.

Figure 11 shows our results; where queries use two \texttt{bmcs} rounds per iteration, we report the cost of the more expensive one (indicated with an asterisk). The cost of the key-generation MPC depends only on the key length, and is thus identical for all queries; the cost of the orange-zone MPC varies with the query, but not by much. Overall, decryption dominates the costs, and, since every \texttt{bmcs} call fits into one large packed ciphertext, we see the same behavior for all queries. In absolute terms, these costs are significant; a typical query with one round of \texttt{bmcs} consumes about 3 GB of traffic and five minutes of computation time; the total is higher if additional rounds are required.

Notice that the chances of actually being selected for the committee are tiny: for $N = 1.3 \cdot 10^9$ users, a typical committee size is about $C = 40$, so each user is only about $9 \times$ more likely to be chosen than to win the jackpot in Powerball. Nevertheless, it may be useful to excuse resource-limited devices, such as mobile phones, from committee service and to rely mostly on devices like desktops and laptops, when possible.

5.6.7 Cost for the aggregator

Next, we quantify the costs of the aggregator, who must collect the input from each device, verify the zero-knowledge proofs, sum up the inputs, generate the summation proof, and distribute this proof to each device. We do not currently have a large enough deployment of Orchard to run this experiment end-to-end, so we estimate the costs based on benchmarks of the individual steps. We set the number of rounds as discussed in Section 5.6.4 and we report results for $N = 1.3 \cdot 10^9$.

Figure 12 shows the number of bytes the aggregator would need to send for each query, as well as the number of Xeon E5-2620 cores it would need to ensure that the computations do not last for more than one hour. As before, the costs depend mostly on the number of rounds; the cost of the green-zone computation is insignificant. The most expensive
query (Neural Network) would require 892 cores, or 74 machines with two E5-2620 CPUs each. It would also involve sending 13,180 TB, which is a lot but actually corresponds to about 10 MB per user. For comparison: the average transfer size of a web page is about 2 MB \cite{157}; typically, much of this is offloaded to CDNs, and the same would be possible for Orchard’s summation proofs.

\textbf{Scalability: } We also ask how well Orchard scales with the number of participating users $N$. This is mostly a concern for the aggregator: the size of the MPCs (and, thus, the cost
for committee members) does not depend on $N$ at all, and the cost for individual users grows only very slowly, with $O(\log N)$, because of the summation trees. We estimate the costs of the aggregator as above, but this time we vary $N$.

Figure 13 shows our results (all scales are logarithmic). Although the scaling is technically $O(N \log N)$ because the height of the summation trees grows with $N$ and each user must be sent some paths in the tree for verification, the nonlinear component is small in both figures, which means that Orchard scales very well with $N$. This is expected, since Orchard is based on Honeycrisp, which scales similarly, and nothing in Orchard destroys this scalability.

5.7. Conclusion

Prior to Orchard, it may have seemed that running differentially private queries at scale required either making compromises (on privacy, accuracy, or trust) or custom-building a cryptographic protocol. Orchard shows that, because of structural similarities among many queries, general solutions do exist, even when there is only a single, untrusted aggregator. There are still types of queries that Orchard does not support—one interesting example are queries on graphs—but we speculate that, by finding and exploiting similar structural patterns, solutions could be built for some of them as well.
As discussed in previous chapters, personal devices collect massive amounts of data that can enable fascinating applications. For instance, the words typed by smartphone users could be (and in fact are) used to train predictive typing models, which allows phones to offer helpful word completions to users when they are typing.

As another example, the data collected by contact-tracing applications (via Apple and Google’s Exposure Notifications API) could be used to understand how diseases spread, or what environmental factors play a role. In this chapter, we describe these settings as instances of federated analytics (FA), whereby users, each of whom has a device with some data, collaborate with an aggregator in order to answer questions such as “how often does the word ‘system’ appear after the word ‘operating’?”.

Of course, user data—including infection status and demographic information—is very sensitive. Without assurances on who will access their data or what insights will be drawn from it, many users will not comfortably participate in an FA system.

While privacy-preserving FA systems have made considerable progress, including the work demonstrated in Chapters 4 and 5, existing systems lack support for graph queries such as: “if a device is infected with malware, how many of their contacts are infected within a week?”. This is unfortunate, since graph queries can help study the spread of malware, disease, and misinformation; they could also test for “filter bubbles” and other social phenomena.

However, supporting graph queries privately is challenging due to fundamental differences from the queries traditionally studied in past FA work. In earlier systems, each device analyzes only its local data (e.g., the words that the local user has typed), and the answers are aggregated securely across devices. But in a graph query, each device needs information from other devices before it can provide its answer. For instance, in the above example,
even though each user may know their contacts’ identities, they would need to find out which ones have been infected. Such an operation raises three technical challenges:

- **Topology privacy**: How can vertices communicate with other vertices without leaking the sensitive topology of the graph to the aggregator? This is especially difficult when the only entity guaranteed to know how to reach all vertices is the aggregator itself (e.g., a user may know the IDs or names of their friends, but not their IP addresses).

- **Neighbor data privacy**: How can vertices collect data from their neighbors and use it to produce their own answer without violating the privacy of their neighbors? For instance, in the above example, how can we prevent users from learning their friends’ infection status?

- **Scalability**: How can the system support queries across millions of devices? While it might be possible to build an FA that operates over graphs using secure multi-party computation across devices, these approaches do not scale.

To address these challenges, this chapter introduces *Mycelium*, the first FA system to support queries on massive graphs distributed across a large number of participants. To address scalability, Mycelium’s key insight is that, for many graph queries, we can divide the computation into two steps: (1) local computations that run in parallel on a small neighborhood of each vertex and output a vector of local results, and (2) a global aggregation step that combines the vertex-level results into a single global output. This is analogous to how frameworks such as Pregel [203] structure their queries, albeit for different reasons. Mycelium cannot support every Pregel query because not all of them are differentially private, but Mycelium’s computation model is still quite general.

To guarantee topology privacy, Mycelium needs to provide a way for users’ devices to communicate with each other so that they can obtain the inputs needed to execute their local computation (vertex program). This is difficult in many applications without disclosing the existence of the communication to the aggregator. For example, the COVID-19 exposure notification systems use pseudonyms for each device, and there is no obvious way to
communicate with the owner of a pseudonym once it has moved out of Bluetooth range. Mycelium solves this problem by using the aggregator as a rendezvous point, while preventing it from learning the topology of the graph in the process. The key idea is a new mix network and a telescoping circuit mechanism inspired by Tor [96] that allows devices to forward their requests via other devices until the requests reach their destinations (§6.2).

To guarantee neighbor data privacy, Mycelium uses homomorphic encryption to aggregate encrypted histograms that are sufficient to answer many queries of interest. We will show several examples of such queries in Figure 15.

A key challenge with Mycelium’s mix network is that devices are unlikely to all be simultaneously online, so a fast mixing round could miss some devices—with consequences for both privacy and accuracy. To compensate, Mycelium uses long communication rounds (on the order of hours), so all devices have a chance to contribute their answer; the aggregator buffers messages as needed. Because of the long delays, Mycelium is not suitable for interactive queries; it is intended for longer-term social studies, such as disease spread, investment patterns, or information propagation.

We have implemented a prototype of Mycelium, and we use a combination of small-scale benchmarks and extrapolation to show that it can scale to millions of devices. The cost to the aggregator is well within the means of a typical data center, and the costs to individual devices are moderate: for a typical query, each device will incur around 430 MB of bandwidth and spend 15 minutes of computation. A small, randomly chosen set of devices will need to spend more, but the costs are comparable to what prior FA systems like Honeycrisp and Orchard require at similar scales, even though these systems do not support graphs. In summary, our contributions are:

- A mix network with verifiable telescoping circuits (§6.2);
- Mycelium: the first FA system to support graphs (§6.3);
- A prototype implementation (§6.4) and experimental evaluation (§6.5) of Mycelium.
6.1. Federated analytics over graphs

We target a setting (illustrated in Figure 14) where there are a large number of participants, each of whom has a personal device that contains sensitive information (e.g., financial records, demographic information, health details). Each participant is identified by one or more pseudonyms, and participants may know some of the pseudonyms of other participants. For instance, in the case of Google and Apple’s Exposure Notification System (GAEN) [1], the devices are users’ smartphones; the sensitive information includes users’ infection status, time of diagnosis, and locations visited; the pseudonyms could be the Rolling Proximity Identifiers (RPIs), which each phone broadcasts to other nearby phones via Bluetooth Low Energy, or some fixed identifier. Overall, we can think of this data as representing a large graph, with one vertex for each participant and a directed edge \((p_1, p_2)\) whenever \(p_1\) knows at least one of \(p_2\)’s pseudonyms.
<table>
<thead>
<tr>
<th>Query</th>
<th>Application</th>
<th>Description</th>
</tr>
</thead>
</table>
| Q1    | 9 246       | Histogram of the number of infections in an infected participant’s two-hop neighborhood, within 14 days
SELECT HISTO(COUNT(*)) FROM neigh(2) WHERE dest.inf ∧ self.inf |
| Q2    | 85 220 227  | Histogram of the amount of time A has spent near B, if A is infected within 5-15 days of contact with B
SELECT HISTO(SUM(edge.duration)) FROM neigh(1) WHERE self.inf ∧ (dest.tInf∈[edge.last_contact+5,edge.last_contact+10]) |
| Q3    | 43 85 220   | Histogram of the frequency of contact between A and B, if A infected B
SELECT HISTO(SUM(edge.contacts)) FROM neigh(1) WHERE self.inf ∧ dest.tInf ∧ (dest.tInf>self.tInf+2) |
| Q4    | 43          | Secondary attack rate of infected participants if they travelled on the subway
SELECT HISTO(SUM(dest.inf)) FROM neigh(1) WHERE onSubway(edge.location) ∧ self.inf |
| Q5    | 220         | Histogram of the number of distinct contacts within the last 24 hours, for different age groups
SELECT HISTO(COUNT(*)) FROM neigh(1) GROUP BY self.age |
| Q6    | 85 162 220  | Histogram of secondary infections caused by participants in different age groups
SELECT HISTO(COUNT(*)) FROM neigh(1) WHERE self.inf ∧ dest.tInf ∧ (dest.tInf>self.tInf+2) GROUP BY self.age |
| Q7    | 43 141 220  | Histogram of secondary infections based on type of exposure (such as family, social, work)
SELECT HISTO(COUNT(*)) FROM neigh(1) WHERE self.inf ∧ dest.tInf ∧ (dest.tInf>self.tInf+2) GROUP BY edge.setting |
| Q8    | 162 237     | Secondary attack rates in household vs non-household contacts
SELECT GSUM(SUM(dest.inf)/COUNT(*)) FROM neigh(1) WHERE self.inf GROUP BY isHousehold(edge.location) |
| Q9    | 184 220     | Secondary attack rates within case-contact pairs in same vs different age groups
SELECT GSUM(SUM(dest.inf)/COUNT(*)) FROM neigh(1) WHERE dest.age∈[0,100] ∧ self.age∈[dest.age-10,dest.age+10] |
| Q10   | 162         | Secondary attack rates at different disease stages (incubation vs illness periods)
SELECT GSUM(SUM(dest.inf)/COUNT(*)) FROM neigh(1) WHERE self.inf ∧ (dest.tInf>self.tInf+2) GROUP BY stage(dest.tInf-self.tInf) |

**Figure 15:** Example queries. CLIP commands and histogram bins have been omitted.
There is also a central aggregator, who wishes to run large-scale queries over this graph and is willing to coordinate the necessary computation. Note that these queries are not real-time queries; at this scale, they may take hours or days to complete. We assume that the aggregator has substantial computational and bandwidth resources, perhaps in the form of a data center. The aggregator works with at least one analyst, who formulates the queries to be run. In the case of GAEN, the aggregator could be Google or Apple, or the government agencies that run the Diagnosis Servers; the analysts could be some carefully vetted epidemiologists.

We assume that devices are usually (though not always) online. Devices could be behind NATs or firewalls, or they could go offline for brief periods of time due to loss of cellular coverage or whenever they run out of power.

6.1.1 Example queries

We now provide a few examples of queries that we wish to support. For concreteness, we focus on queries proposed in the infectious disease literature, even though Mycelium is general and can handle graph queries for other domains. Figure 15 summarizes the queries, along with the motivating works, and the corresponding SQL-like syntax.

Superspreading is a well-established phenomenon for infectious diseases [110, 195], and there is work that quantifies the role of superspreaders in pandemics [9, 43, 184, 194]. For example, two works [9, 246] investigate data containing information about chains of transmission or clusters originating from a primary source. Such queries can be formulated as which calculate the number of infected individuals in the N-hop neighborhood of the primary source.

Another line of research analyzes the conditions under which infections most likely occur [43, 85, 141, 162, 184, 220, 237]. In particular, these works calculate secondary attack rates (the probability that an infected individual transmits the disease to an exposed contact) [162, 184] under various conditions. For example, several works [43, 85, 141, 162, 184, 220, 237]
explore secondary attack rates of infected individuals across sex, age, household sizes, and epidemic phases; others [43] [141] [220] explore secondary infections based on exposure type. User devices provide access to location and demographic data, which makes such queries possible. Additionally, with temporal data we can answer queries such as Q2 and Q3.

Right now, these queries are answered through manual tracing; for instance, one study uses data from 391 cases and 1,286 of their close contacts in China [43]. A deployment in a GAEN-like system could potentially provide access to larger data sets. Even in cases where data is collected by a country’s public health system [237], privacy concerns still exist [100]. A system like Mycelium would allow queries over sensitive data without violating the privacy of individuals.

Although these queries look different, they are structurally similar: they (1) look at a small “neighborhood” around each vertex in the graph, such as the vertices within two hops; (2) compute something across this neighborhood, such as the number of infections; and finally (3) compute some aggregate statistic about these numbers, such as a histogram.

6.1.2 Threat model and goals

We assume that all parties—the participants, the aggregator, and the analysts—could be potentially malicious (Byzantine). However, following prior work (Chapters 4 and 5) we use the OB+MC assumption: we assume (1) the aggregator is honest-but-curious at the beginning and usually thereafter, but could be occasionally Byzantine (OB) for brief periods, and (2) most of the participants are correct (MC), except for perhaps 1–2%. OB basically models a system compromise or an inside attacker who may control the aggregator arbitrarily, but only for a short period of time. If the aggregator were malicious all the time, it could manufacture an unbounded number of colluding Sybils, defeating all known defenses. With 100 million devices, MC still means that there will be 2 million Byzantine participants. Our goal is to provide the following properties:

- **Output privacy**: The output of the query should not leak (much) information about
the data of individual users, or about the presence or absence of particular edges.

- **Neighbor data privacy**: The computation that is used to answer the query should not reveal anything about a given user’s sensitive data to other users.

- **Topology privacy**: The computation should not reveal the presence or absence of an edge to the aggregator.

Notice that we do *not* try to achieve topology privacy between users; our solution does leak a very small amount of information about the topology to nearby users, which is the presence of multiple paths between two users. This is out of necessity: if we tried to perfectly hide the topology even from nearby users, we could not avoid double-counting data from different pseudonyms of the same user, which would severely limit accuracy. However, users already know, or can know, most of the information that is being leaked, since edges are formed through formal relationships or physical proximity. Another non-goal is that we do *not* try to protect the aggregator from itself: if the aggregator tells lies or otherwise misbehaves during one of its Byzantine periods, it can permanently lose the ability to ask additional queries and would then have to reinitialize the entire system.

In addition to the above three properties, we are interested in solutions that can efficiently scale to millions of participants and do not require additional trusted parties.

For output privacy, we adopt *differential privacy*, as in previous chapters.

In general, differential privacy is difficult to achieve for graph data because graph properties are highly sensitive to changes in vertices and edges. For instance, an undirected linear graph with \( n \) vertices has diameter \( n \), but the addition of a single edge between the first and the last vertex cuts the diameter to \( \frac{n}{2} \). However, the queries in Table 15 are fairly local; they basically count the vertices whose \( k \)-hop neighborhood has a certain property. This type of query tends to have a low sensitivity bound that can be computed statically (§6.3.7).

6.1.3 *Strawman solutions*

To illustrate the challenges of this scenario, we discuss two strawman solutions.
**Plain text.** Participants could upload their data and the observed pseudonyms to the aggregator, who could answer queries with standard systems such as GraphX [134] or GraphLab [196]. However, this requires users to trust the aggregator, since it can learn the data and the edges of all users.

**MPC.** Multi-party computation (MPC) [300] is a way for multiple parties to jointly compute a function on their private data, such that no party learns anything beyond what the output of the function implies. A large MPC between all participants that aggregates results and adds noise could achieve our privacy goals, but we are not aware of any MPC that can scale beyond a few hundred participants, whereas our scenario can involve millions.

6.1.4 Our approach

Our key insight is that scalability can be achieved by splitting the computation into two parts: a local part that can be executed by the devices themselves, by exchanging messages with other devices that they share an edge with, and a global part that efficiently aggregates the results of the local part. We adapt Orchard (Chapter 5) for the global aggregation; Mycelium’s key contributions are the local computation for graphs, the communication mechanism between devices, and eliminating the need to generate new cryptographic keys for each query. (At the scale of millions of devices, key distribution is a significant source of overhead and complexity.)

Mycelium executes queries as **vertex programs**, analogous to queries in Pregel [203]. Each vertex has some local state, which is initially the private data of the corresponding participant. The computation then proceeds in discrete rounds that each consist of a **communication step** and a **computation step**. In the communication step, each vertex can send a message to each of its direct neighbors in the graph; in the computation step, each vertex can optionally update its state, based on the messages it has received. After a fixed number of rounds, each on the order of an hour, each vertex must set its state to a vector of numbers. These vectors are then summed up in a final **aggregation step**, which also adds the noise that is required for differential privacy and then outputs the final vector of noisy
The separation into a local and a global part is key to scalability because it preserves the information about the graph topology. Recall from Section 6.1.1 that queries in our scenario typically examine a small local area around each vertex (e.g., the two-hop neighborhood). Thus, the data of each vertex can influence at most a small, constant number of other vertices. If \( d \) is an upper bound on this number, and \( N \) is the number of devices, we can compute the final result with \( O(N \cdot d) \) operations. But if the topology of the graph is encrypted, the information about which vertices can influence each other is lost; any vertex could potentially influence any other vertex. Thus, there is no obvious way to avoid operations on all possible pairs of vertices, resulting in \( O(N^2) \) operations. With millions of vertices, this can make a difference of several orders of magnitude.

6.2. Communication

In Mycelium’s local phase, the devices need to be able to exchange messages with their direct neighbors in the graph, without giving away details of the topology. This is not completely straightforward, because (a) the devices only know their neighbors’ pseudonyms, not their identities or IP addresses, and (b) since the devices can be behind firewalls and occasionally go offline, a device and its neighbor may not be able to establish a direct connection, or may never even be online at the same time. We solve this problem using a type of mix network where devices act as mixes and the aggregator acts as an (untrusted) mediator for all messages.

6.2.1 Assumptions and goals

Our goal is a primitive \( \text{send}((h_1, m_1), \ldots, (h_d, m_d)) \) that delivers a set of messages \( \{m_1, \ldots, m_d\} \) to the holders of pseudonyms \( \{h_1, \ldots, h_d\} \), respectively, with high probability. We make the following assumptions:

1. There is an upper bound \( d \) on the degree of each vertex.
2. Devices’ clocks are loosely synchronized.
3. Devices have a key pair \((pk_i, sk_i)\) for each pseudonym \( h_i \), and \( pk_i \) is linked to the
pseudonym \( h_i \) \((h_i = H(pk_i))\).

4. All devices know (a) a tight upper bound, \( N_D \), on the number of devices, and (b) a bound \( P \) on the number of pseudonyms that a valid device could have generated within the time period for which a query is valid.

5. There is a public bulletin board (blockchain) that prevents the aggregator from equivocating to the devices.

6.2.2 High-level approach

At a high level, we use onion routing. A device \( s \) sends a message \( m \) to a pseudonym \( t \), by routing \( m \) through a chain of \( k \) other devices: \( s \) chooses \( k \) pseudonyms \( h_1, \ldots, h_k \) and then sends \( Enc_{sk_1}(Enc_{sk_2}(\ldots,(Enc_{sk_k}(Enc_{sk_l}(m)))) \) to the first hop \( h_1 \); \( h_1 \) removes a layer of encryption and sends the result to \( h_2 \); and so on, until \( h_k \) sends the message \( m \) to the destination \( t \). If \( k > 1 \) and at least one device on the chain is honest, the edge between \( s \) and \( t \) is hidden.

Since devices cannot communicate directly, Mycelium relays messages through the aggregator, who maintains a “mailbox” per pseudonym. This must be done with care: if devices pick up the messages from their mailboxes one at a time, the aggregator could observe that a message deposited by Alice is picked up by Bob, and that Bob then deposits a message in Charlie’s mailbox—revealing the chain. We address this by proceeding in discrete rounds and ensuring that each device mixes and forwards different messages in each round. (We call these C-rounds to distinguish them from rounds of the vertex program.) Thus, the aggregator can only observe, say, that Bob picks up several messages, including Alice’s, and that Bob then deposits messages in several other mailboxes, including Charlie’s. If each device forwards a batch of \( b \) messages in each C-round, and there are at most \( c \) devices on the chain colluding with the aggregator, then a given message could be in \( b^{k-c} \) mailboxes after \( k \) C-rounds. For sufficiently large \( b \) and \( k \), and small \( c \) in expectation, this makes it hard for an adversary to link messages.

The above presupposes that devices are always online, that colluding devices are honest
but curious, and that the aggregator does not drop messages. We discuss how to handle a malicious aggregator later. To handle devices that go offline or drop messages, it is not sufficient to send a single copy of a message to a target as the message may never reach it. To guard against this, each device sends $r$ replicas of each message over different chains. Additionally, to hide the vertex degrees, each device always sends $d$ different messages; if it has fewer than $d$ neighbors in the graph, it sends extra messages to itself, somewhat analogous to Loopix [244].

If every device sends messages to $d$ targets and uses $r$ replicas of each message, the expected batch size is $b = r \cdot d$. Since bigger batches lead to better security, we restrict the choice of hops to a random fraction $f$ of the nodes. This means that when a device is selected as a routing node, it will handle more messages but be selected less frequently. This increases the batch size by a factor $1/f$, without increasing the average workload.

6.2.3 Initialization

To make the above approach work, devices must be able to pick random pseudonyms for building their chains, without giving the aggregator a way to bias the choice towards colluding devices. For this purpose, the aggregator creates a verifiable map $M_1$ that maps each integer in $[1, N_D \cdot P]$ to a different pseudonym. Since a malicious aggregator could omit pseudonyms or include pseudonyms more than once, it is required to also create a second map $M_2$ that can be used to audit the first map. This works as follows.

When a new query is issued, the aggregator begins by compiling a list of the $P$ most recent pseudonyms each device has used. It then randomly assigns each device a unique device number in the range $[1, N_D]$, and each pseudonym a unique pseudonym number in the range $[1, N_D \cdot P]$. Next, it creates $M_1$ as a binary Merkle hash tree (MHT), whose leaves are of the form $(h_i, pk_i, d_i)$, where $h_i$ is the $i$-th pseudonym, $pk_i$ is the corresponding public key, and $d_i$ is number of the device that owns the pseudonym. To ensure that the devices have a consistent view, the aggregator then commits to $M_1$ by posting the root of the MHT to a bulletin board.
Using this information, a device could theoretically look up the \( n \)-th pseudonym and its public key by sending \( n \) to the aggregator. The aggregator could then take a binary representation of \( n \) and walk down \( M_1 \)'s MHT starting from the root, taking a left on level \( i \) if the \( i \)-th bit of \( n \) is zero, and a right otherwise. This would take it to the \( n \)-th vertex from the left. The aggregator could then return that vertex’s information to the device, along with an inclusion proof (hashes along the path from the leaf to the root), and the device could verify the response by checking that (a) the pseudonym matches the public key, and (b) the path in the inclusion proof matches the path the aggregator should have taken for \( n \). In practice, such a direct lookup would tell the aggregator that the device is using the \( n \)-th pseudonym in a chain; we discuss how to fix this in Section 6.2.4.

To enable the devices to audit \( M_1 \), the aggregator also prepares another verifiable map \( M_2 \), which maps each device number to a leaf \((H(h_1), \ldots, H(h_P), H(pk_1), \ldots, H(pk_P))\), where the \( h_i \) are the pseudonyms this device has used and the \( pk_i \) are the device’s public keys. The root of this tree is posted to the bulletin board as well. Each device then performs two checks using \( M_1 \) and \( M_2 \). First, it looks up its own pseudonyms in \( M_1 \) and checks the inclusion proofs. Thus, if the aggregator has omitted an honest device’s pseudonyms, that device will detect the problem. Second, each device randomly looks up \( x \) pseudonyms, extracts the corresponding device numbers \( d_i \), and asks the aggregator to show that one of the \( H(pk_j) \) hashes in the \( d_i \)-th leaf of \( M_2 \) corresponds to the pseudonym the device has retrieved. If a device submits a lot more than \( P \) pseudonyms, this check will fail with high probability, since each of \( M_2 \)'s leaves can hold only \( P \) entries; if a device assumes multiple identities, the aggregator will run out of space in \( M_2 \), which can have only \( N_D \) leaves.

Starting with the posting of the MHT roots, devices use their clocks to mark the fixed length of each C-round.

6.2.4 Path setup

Each device randomly selects \( r \) \( k \)-hop “paths” for each of the \( d \) messages it will send. Recall that the hops should be picked from among a fraction \( f \) of the devices.
The devices select each hop $i$ from 1 to $k$ by picking a random number $x$ from $[1, N_D \cdot P]$ such that $(i - 1) \cdot f \leq \frac{H(x || B)}{H_{max}} < i \cdot f$, where $H$ is a cryptographic hash function, $H_{max}$ is the maximum hash value, and $B$ is a random bitstring that is chosen collectively as, e.g., in Honeycrisp (Chapter 4). Notice that at this point the position of each pseudonym in $M_1$ is fixed, so a malicious adversary cannot bias the selection towards its confederates.

So far, the devices know only the index of their desired hops in $M_1$. However, they need to know the actual pseudonyms and establish a shared (symmetric) key with each hop. They cannot ask the aggregator for the pseudonyms directly, since this would give away the intended path. Instead, we use a variant of the telescoping scheme from Tor [96], which we describe next (and illustrate in Figure 16). For ease of exposition, we discuss the protocol in terms of a single device and a single path $h_1, \ldots, h_k$, but the steps are done in parallel across all devices’ $d \cdot r$ paths.

In the first C-round, the source device $s$ looks up the pseudonym $h_1$ and public key $pk_1$ for its first hop by communicating directly with the aggregator. (In this step and all that follow, the response includes both the leaf and the inclusion proof, and the device verifies them in the same way as in Section 6.2.3.) This is safe because the aggregator will be able to observe the connection to the first hop anyway. $s$ then generates a symmetric key $sk_{s\leftrightarrow h_1}$ and a random path id $p_{s\leftrightarrow h_1}$, and uses an authenticated encryption scheme (AE) to encrypt the identity of the next hop, $h_2$, with $sk_{s\leftrightarrow h_1}$; $s$ encrypts $sk_{s\leftrightarrow h_1}$ using public key encryption ($PEnc$). Finally, $s$ deposits $p_{s\leftrightarrow h_1} || PEnc(pk_1, sk_{s\leftrightarrow h_1}) || AE(sk_{s\leftrightarrow h_1}, h_2)$ in $h_1$’s mailbox.

Once all devices have deposited their messages, the aggregator computes (a) a mailbox MHT over the messages in each mailbox, and then (b) a C-round MHT over all the inner MHTs. It then commits the root of the C-round MHT in the bulletin board, and then proves to each sender that its messages were included in the MHT. This prevents the aggregator from dropping messages without detection. If some devices do not receive the proof from the aggregator, they post a challenge on the bulletin board. If the aggregator did receive messages from these devices, it can respond with the correct proofs; if a challenge is not
Figure 16: Steps for relaying a first message from Alice to David through Bob (so \( k = 1 \)). Rounds are separated by vertical lines. Steps (1)–(5) correspond to the first 3 rounds and are for path establishment; Steps (6)–(9) are for forwarding. Alice gets the key for pseudonym B (Bob’s), directly from the aggregator in Step 1 and then asks B to look up the key for D (David’s) in Step 2. After Bob sends an ACK to A (Step 3), it waits \( k \) rounds, looks up the key for D, and sends it to A (Steps 4–5). Finally, Alice sends her message along the path (Steps 6–9).

answered, the other devices refuse to proceed, and the path setup has to be restarted without the relevant devices.

Next, \( h_1 \) retrieves the batch of messages from its mailbox, and asks the aggregator to reveal the MHT for this mailbox, so it can verify that it has received all the messages. If no misbehavior is detected, \( h_1 \) looks up all the public keys for the requested pseudonyms (e.g., \( h_2 \)) in random order. Then \( h_1 \) puts \( AE(\text{sk}_s \leftrightarrow h_2, \text{pk}_2) \) in \( s \)’s mailbox; this corresponds to \( h_2 \)’s public key \( \text{pk}_2 \) encrypted under the shared symmetric key between \( s \) and \( h_1 \). At the end of the C-Round, \( s \) checks its own mailbox and decrypts the message to learn \( \text{pk}_2 \).

During the next C-Round, \( s \) generates a fresh symmetric key for \( h_2, \text{sk}_s \leftrightarrow h_2, \) encrypts
it under $pk_2$, and sends to $h_1$: $p_{s \leftrightarrow h_1} || AE(sk_{s \leftrightarrow h_2}, PEnc(pk_2, sk_{s \leftrightarrow h_2}) || AE(sk_{s \leftrightarrow h_2}, h_3)$. $h_1$ then fetches messages from its mailbox and checks the MHT. Finally, $h_1$ removes the outer layer of encryption of the message from $s$, generates a new path id $p_{h_1 \leftrightarrow h_2}$, locally stores the map $p_{h_1 \leftrightarrow h_2}$ to $p_{s \leftrightarrow h_1}$ (to be used in later rounds), and deposits $p_{h_1 \leftrightarrow h_2} || PEnc(pk_2, sk_{s \leftrightarrow h_2}) || AE(sk_{s \leftrightarrow h_2}, h_3)$ in $h_2$’s mailbox.

This process continues hop by hop: $h_2$ looks up the key for $h_3$, $h_3$ the key for $h_4$, and so on, until $h_k$ is finally asked to look up the key for the destination $dst$. One issue is that, when $h_k$ receives a batch of requests to fetch the public keys of the final destinations (one of which is $dst$), $h_k$ cannot proceed right away. This is because a malicious penultimate hop ($h_{k-1}$) could drop the final request sent by $s$ where it tells $h_k$ to fetch $dst$’s key. If $h_k$ were to fetch the keys immediately, the aggregator would observe that $dst$’s public key is fetched fewer times than every other device’s, thereby revealing that a device who had $h_{k-1}$ as a penultimate hop had an edge to $dst$—shrinking the anonymity set of $dst$’s edge from $(r \cdot d/f)^k$ to $(r \cdot d/f)^{k-1}$ possible sources. To avoid shrinking the anonymity set, $h_k$ sends an ACK to all sources through the reverse paths, confirming that it has received their requests; if a source doesn’t get an ACK, it complains. If $h_k$ does not see any complaint in the bulletin board in $k$ rounds, $h_k$ fetches the public keys in its batch (including $dst$’s). If a source complains, then the last hops in all paths refuse to fetch public keys, and path setup is restarted. On any reverse path to the source, each honest hop knows how many messages it should receive, and aborts if any message is dropped.

At the end, each device knows the pseudonyms and public keys for all the hops along its chosen paths, and it has established a shared symmetric key with each hop. With $k$ hops, this process requires $2 + 4 + 6 + \ldots + 2k + k = k^2 + 2k$ C-rounds. However, $k$ should normally be small, and the process is run infrequently in order to let new devices join the system. With $k = 3$ and one-hour C-rounds, path setup would take about half a day, which gives flexibility to devices so they can participate even if they briefly go offline.
6.2.5 Message forwarding

Once the paths are set up, communication is as follows. One communication round of the vertex program requires \( k + 1 \) C-rounds. In the first C-round, the devices onion-encrypt their messages, as described in Section 6.2.2, and deposit them in the mailboxes of their first hops with the path ids generated during the path setup. Then, in each subsequent C-round, each hop downloads the messages from their mailbox, checks to make sure the aggregator did not drop any messages, removes one encryption layer, and mixes them. Finally, they use the mapping generated during path setup to determine the appropriate path id for each message, and upload these with each message to the mailbox of the next hop.

A complication is that the failure of a device could give away some message paths to the aggregator. For instance, suppose that, in a previous round, Charlie downloaded messages from Alice and Bob, and uploaded messages to Doris and Eliot, but in the current round, the message from Alice is missing. If Charlie were to upload a message only to Eliot, the aggregator would be able to conclude that Doris was the next hop after Alice on some path. To counteract this, each hop uploads a dummy message for the next hop for which they do not have a valid message. That way, the communication pattern remains unchanged.

Generating dummies. If messages between a source \( s \) and each hop \( h_i \) in its path are encrypted with authenticated encryption (AE), then it is infeasible for a forwarding device to generate dummies that decrypt properly owing to AE’s existential unforgeability guarantee. This enables the following attack. Let the attacker control \( h_{i-1} \) and \( h_{i+1} \). The attacker uses \( h_{i-1} \) to drop a message, so \( h_i \) generates a random dummy to mask the missing message, and then the attacker uses \( h_{i+1} \) to detect which of the messages it received are invalid—thereby learning the relationship between the input and output path ids of \( h_i \). To prevent this, we observe that we only need ciphertext integrity between \( s \) and the destination \( dst \). Hence, \( s \) can construct an onion encryption where the inner ciphertext (the message to \( dst \)) uses an AE that is indistinguishable from a random message of the same length. For example, encrypt with a stream cipher, then MAC with a PRF, and use the monotonically increasing
round number as a nonce (not sent with the ciphertext to avoid known privacy pitfalls [36]). All other onion layers use a symmetric cipher (SEnc in Figure 16) that is indistinguishable from random but that lacks a MAC. This allows $h_i$ to generate a random dummy message which $h_{i+1}$ cannot detect as invalid.

6.3. Query processing

Mycelium evaluates queries in two stages: first, each vertex evaluates a local query over its own $k$-hop neighborhood (say, to compute the number of infected contacts this vertex has), and then the results of the local queries are summed up, noised, and reported to the analyst (say, as a histogram showing what fraction of users have a certain number of infected contacts). In the following, we will refer to the vertex at the “center” of a given local query as the origin vertex. Mycelium uses a subset of SQL, with two small extensions, to specify the local queries.

Conceptually, the queries “see” the data as a table $\text{neigh}(k)$ that contains a row for each member of the $k$-hop neighborhood, including the origin vertex. The columns of this table are: (a) the private data of the origin vertex ($\text{self}$); (b) the private data of the relevant neighbor ($\text{dest}$); and (c) the private data associated with the first edge on the path from the origin to the neighbor ($\text{edge}$). Queries can ask for $\text{COUNT}$s and $\text{SUM}$s over columns; we obviously cannot allow direct queries for private data. The $\text{WHERE}$ predicate can use conjunctions and disjunctions, as well as arbitrary tests within the same column group (e.g., a comparison of two $\text{self}$ values). It can also contain inequalities over values from different column groups (e.g., $\text{dest.tInf}>\text{self.tInf}+2$, as in Q3, to test whether a neighbor was diagnosed more than 2 days after the origin vertex) as long as both take a finite number of discrete values. Finally, queries can use $\text{GROUP BY}$ over $\text{self}$ columns to report statistics for different attribute values.

One extension to SQL is that queries must choose whether the outputs of the local queries should simply be summed up globally (GSUM), perhaps to compute a secondary attack rate as in Q8, or aggregated into a histogram (HISTO), as in Q1. Another extension is that GSUM
queries must specify a “clipping range” \([a, b]\); if the computed value is below or above this range, it is clipped to \(a\) or \(b\), respectively.

6.3.1 \(HE\) encoding

The two biggest challenges with our protocol are (1) how to implement histograms, and (2) clipping without compromising output privacy or neighbor data privacy.

Suppose, for instance, that we wanted to compute how many users have between 0 and 2, between 3 and 5, and more than 5 infected contacts. Naïvely, we would use private comparisons to implement this: each contact encrypts either 0 or 1, depending on whether they are infected, and sends the ciphertext to the origin vertex, which computes the sum \(S\) of the values and then uses homomorphic encryption (HE) to compute, say, \(\text{IF } (0 \leq S \leq 2) \text{ THEN } 1 \text{ ELSE } 0\) for the first bin of the histogram. However, private comparisons between ciphertexts and plaintexts are extremely expensive.

Instead, we use the following technique. We rely on the \(\text{leveled homomorphic}\) cryptosystem\(^1\) by Brakerski-Gentry-Vaikuntanathan (BGV) \([57]\), whose plaintexts are polynomials of degree \(N\) with integer coefficients, and we encode the value \(a\) (e.g., 0 or 1 in the above example) as the polynomial \(x^a\). Then we can use BGV’s homomorphic multiplication to add up encoded values: if a device receives \(\text{Enc}(x^a)\) and \(\text{Enc}(x^b)\) from two neighbors, it can compute \(\text{Enc}(x^{a+b}) = \text{Enc}(x^a) \cdot \text{Enc}(x^b)\). BGV’s homomorphic addition then becomes a “bin” aggregation: if one receives \(\text{Enc}(x^0 + x^1)\) and \(\text{Enc}(x^0 + x^2)\), then summing these ciphertexts produces \(\text{Enc}(2x^0 + x^1 + x^2)\), which is an encrypted polynomial where the \(i\)-th coefficient gives the number of times that bin \(i\) was selected. We can also compute the values in a coarser bin, say \([0, 2]\), by adding up the coefficients of \(x^0, x^1, \) and \(x^2\).

The price to pay is that (1) our encoding cannot support more bins than the degree \(N\) of the polynomial, (2) the number of local summands cannot exceed the number of multiplications BGV can support, and (3) the number of values to be aggregated cannot exceed the range of the coefficients. This seems fine in our setting: we use \(N = 32,768\), which is far larger

---

\(^1\)A leveled HE supports additions and a small number of multiplications.
than, say, the number of infected friends a given user can have; for reasonable parameters, BGV can support dozens of multiplications; and, with a plaintext modulus of $2^{30}$, we can “bin”-aggregate more than a billion values.

6.3.2 Aggregation with Orchard

Orchard (Chapter 5) has the ability to answer a range of non-graph queries, in an otherwise similar setting to ours. The workflow of Orchard also requires a homomorphic encryption scheme, albeit only a simpler additive one. Devices encrypt their data and send them to a central aggregator, who sums up ciphertexts. However, the aggregator does not hold the keys for decryption—instead, they are secret shared among a randomly elected committee of 10–20 user devices, which use MPC to perform key generation and decryption. The aggregator first uses a summation tree to prove to each device that its data has been included in the sum exactly once; then it sends the aggregate ciphertext to the committee, which decrypts it, adds noise for differential privacy, and returns it back to the aggregator as the final result to the query. This process can be composed over multiple queries, as long as a privacy budget is tracked (see Section 6.3.4).

Mycelium makes two modifications to Orchard. First, it replaces Orchard’s additively homomorphic cryptosystem with BGV [57], in order to support both homomorphic additions and multiplications. Second Mycelium observes that, in prior FA systems (including Orchard), each time an analyst wants to run a new query the system must generate and distribute new cryptographic keys to all devices. For systems with millions or billions of devices, such key distribution is both costly and complex. Instead, Mycelium leverages a verifiable secret redistribution scheme (VSR) [136] to generate all the cryptographic keys once, distribute them to all devices, and then transfer the corresponding private key from one committee to another in such a way that members of different committees cannot collude to recover the key.

In more detail, at the beginning of Mycelium’s operation, a set of non-colluding parties, which we call the genesis committee, generates all the necessary public keys (including relin-
earization keys which the BGV scheme uses to keep ciphertext small after multiplications) and keep secret shares of the corresponding decryption key such that no non-majority of parties can reconstruct the decryption key.

The genesis committee will then transfer ownership of the decryption key shares to the first randomly chosen committee in Mycelium using VSR. Subsequent rounds of Mycelium will likewise perform a VSR transfer of the decryption key from the old committee to a new committee, completely eliminating the need for Orchard’s expensive key generation phase. We give more details in Section 6.4.

6.3.3 Basic protocol: Single hop

We first give a protocol where a vertex can answer a query that requires information about its immediate neighbors, and then generalize to a \( k \)-hop neighborhood in Section 6.3.4. Processing a query \( \text{SUM} \) over a particular attribute such as \( \text{SUM}(\text{dest.inf}) \) consists of the following steps. First, the origin vertex sends a query ID \( q \) to all of its neighbors, so they know to which query to respond. Second, each neighbor sends back to the origin vertex a ciphertext \( \text{Enc}(x^b) \). In the case of a \( \text{SUM} \), \( b \) is the value of the attribute; in the case of a \( \text{COUNT} \), \( b \) is 1 if the predicate applies, and 0 otherwise. After collecting the ciphertexts from each of the neighboring vertices, the origin vertex sums up the encoded values by multiplying the received ciphertexts together, as discussed in Section 6.3.1. The result is a ciphertext of the form \( \text{Enc}(x^i) \), where \( i \) represents the result of the local query over the origin vertex’s local neighborhood.

As we discuss later, all of these ciphertexts are then globally aggregated using BGV’s additive homomorphism, resulting in a final ciphertext of the form \( \text{Enc}\left(\sum_{i=0}^{N-1} c_i x^i\right) \), where \( c_i \) is the number of origin vertices that obtained \( i \) as the result of their local query.

6.3.4 Basic protocol: Multiple hops

We now generalize the above protocol to \( k \)-hop neighborhoods. For now we assume queries that do not (1) use \text{GROUP BY}, (2) compute sums over edges, or (3) compare fields from
different column groups. In Table 15, Q1, Q2, and Q4 are of this type. For simplicity, we will assume that the WHERE predicate is already in conjunctive normal form.

Flooding. A query over the $k$-hop neighborhood $\text{neigh}(k)$ proceeds in $2k$ rounds. As in the single-hop case, in the first round each origin vertex sends a query ID $q$ to its neighbors. In the following $k-1$ rounds, these messages flood to the $k$-hop neighborhood as follows. When a node receives a message with a given query ID, it remembers from which neighbor it got it. We call this neighbor the upstream neighbor. The message from the upstream neighbor is forwarded to all other neighbors. Thus, at the end of the $k$-th round, each node in the $k$-hop neighborhood of each origin vertex (a) has received a message from that vertex, (b) knows its upstream neighbor, and (c) knows its distance from the origin vertex, which is simply the number of the round in which the message with a given query ID was first received.

Processing: In the $k+1$-th round, for each upstream neighbor, each vertex evaluates the arguments of each SUM or COUNT over its local data; for instance, if the query asks for a $\text{SUM}\left(\text{dest}.\text{inf}\right)$, each node would look up its infection status, yielding a local result $r_i$. Next, the vertex evaluates the dest clauses of the WHERE predicate over its local data; if they all evaluate to true, the vertex computes $\text{Enc}(x^r_i)$. If one of the predicates evaluates to false, it computes $\text{Enc}(x^0)$. Finally, each vertex at distance $k$ from the origin takes each encrypted result and then sends it to the relevant upstream neighbor. If a node drops off in the middle of a computation, their value defaults to $\text{Enc}(x^0)$, and will thus have a neutral effect on the query’s results. From a privacy perspective, this leaks no information about the node’s underlying data.

Local aggregation. In round $k-i$, each vertex at distance $k-i$ from the origin receives a ciphertext from each of its neighbors. The vertex evaluates the dest clauses and, if they all evaluate to true, it multiplies all ciphertexts together, along with an encryption of its own value. The effect is that the vertex now holds an encryption of the sum of the encoded values that have been aggregated so far. Finally, unless the vertex is the origin vertex, it
sends the result to its upstream neighbor. If a clause evaluates to false, it sends $Enc(x^0)$.

**Final processing.** In round $2k$, the origin vertex holds a ciphertext which contains the aggregated values over the entire $k$-hop neighborhood. The origin vertex then evaluates the self predicates from the WHERE clause; if any evaluate to false, it replaces the ciphertext with $Enc(0)$. The origin vertex then contributes the ciphertext for global aggregation.

**Global aggregation.** The global aggregator receives the ciphertexts from all of the origin vertices and sums them all up. Then, the aggregator gives these ciphertexts to the committee who has the corresponding decryption key (§6.3.2). The committee then decrypts the final ciphertext and adds a calibrated amount of noise based on the query before releasing the result. In particular, let $p$ be the plaintext encoding the underlying aggregated values. For histogram queries, the coefficients of $p$ that fall into each bin of the histogram are summed up, and then, after adding some noise to each bin, the results are released to the analyst. For $GSUM$ queries with a clipping range $[a, b]$, the committee clips the range of outputs by computing $\sum_{i=a+1}^{b-1} i \cdot p_i + a \cdot (\sum_{i=0}^{a} p_i) + b \cdot (\sum_{i=b}^{N} p_i)$ and then adds noise and releases the sum to the analyst.

**Privacy budget.** To bound the privacy loss from multiple queries, the committee maintains a “privacy budget” from which the $\epsilon$ cost of each new query is deducted. This is a common approach [102, §3] used in prior FA systems. Our prototype subtracts the full $\epsilon$ of each query from the budget, which is safe but conservative. There are several more sophisticated techniques, such as advanced composition theorems [106, §3.5] or sparse-vector techniques (as used in Chapter 4) that would stretch the budget further and that can be used instead.

6.3.5 Special cases

We now discuss how Mycelium handles the special cases excluded in Section 6.3.3. If a query contains a GROUP BY, the origin vertex does not just report a single value, but rather one for each possible combination of values in the grouped columns. Our homomorphic
cryptosystem is designed such that all of these values can be packed into a single ciphertext. Only one of these—the one that corresponds to the origin vertex’s values in the grouped columns—will represent a non-zero value; the others will be \( \text{Enc}(0) \). For instance, for Q6, a 20-year old will report a value of 0 for all categories outside of the 18–25 category. Because the parameters of Mycelium support large ciphertexts (§6.4), it can support a fairly large range of possible values in the grouped columns.

If a query compares fields from \text{self} and \text{dest} columns, Mycelium does the following. Suppose the comparison is a clause \text{self.x} \text{> dest.y}, and the predicate also contains a \text{BETWEEN} clause that limits the values of column \( y \) to a discrete range \([a, b]\). Then, rather than sending back a single ciphertext \( \text{Enc}(x^m) \), where \( m \) is the value in the \( y \) column, the destination vertex reports a sequence of ciphertexts, one for each value in \([a, b]\), with \( \text{Enc}(x^m) \) in the position corresponding to \( m \), and \( \text{Enc}(1) \) in all other positions.

During final processing, the origin vertex sums up the subsequence of size \( \ell \) that corresponds to values greater than the value of \text{self.x}, and then subtracts \( \text{Enc}(\ell - 1) \) from the sum. This means that the final summed value will be \( \text{Enc}(1) \) if the destination vertex reported no value (or one outside of the subsequence). Otherwise, the final value will be exactly \( \text{Enc}(x^m) \). This allows for correct multiplication with the other neighbors’ ciphertexts. For example, for a subsequence of length 3, if the neighbor sent \( \text{Enc}(1) \), \( \text{Enc}(x^m) \), and \( \text{Enc}(1) \), the origin vertex will add the ciphertexts received from the neighbor to get \( \text{Enc}(2 + x^m) \), and then subtract \( \text{Enc}(3 - 1) = \text{Enc}(2) \) from it to get \( \text{Enc}(2 + x^m) - \text{Enc}(2) = \text{Enc}(x^m) \).

6.3.6 Malicious nodes

The above protocol returns the correct result if all of the nodes in a device’s \( k \)-hop neighborhood are correct. But what if some of them are Byzantine? A Byzantine node may not follow the protocol and instead return ciphertexts with coefficients larger than 1, or with more than one nonzero coefficient; the result could be that the aggregator receives a value larger than \( B \). Even if a device itself is correct, it cannot prevent this because it cannot tell what it is computing.
We use zero-knowledge proofs (ZKP) \[132\] to prevent this attack. When a node sends a ciphertext to its parent, we say that the ciphertext is well-formed if it is computed as described above. Each node sends a ZKP to prove to the aggregator that its ciphertext is well-formed. Additionally, each origin vertex sends a ZKP to the aggregator proving that it computed the local aggregation of its k-hop neighborhood correctly by multiplying the ciphertexts from its neighbors.

If the ZKP requires a trusted setup (such as Groth16 \[140\], which we use in our prototype), this setup is performed by the genesis committee (§6.3.2). There are also alternatives that do not require a trusted setup called transparent zkSNARKs.

6.3.7 Security analysis

Output privacy. By construction, all queries in our language have bounded sensitivity, and this bound can be statically determined by multiplying the maximum value contribution of any one device by the total number of devices in their local neighborhood. For \texttt{GSUM} terms, the max contribution is simply the size of the clipping range; for \texttt{HISTO} terms, it is always two because, by changing its local contribution, a vertex can at most decrease the count in one bin by 1 and increase the count in another, also by 1. Thus, we can simply use the Laplace mechanism to achieve differential privacy.

Neighbor data privacy. The message flow is independent of a vertex’s private data—in the aggregation phase, each vertex sends back \texttt{Enc}(0) if the \texttt{WHERE} predicate evaluates to false—and all the values are encrypted with HE, under a key that neither the aggregator nor individual nodes know.

Topology privacy. The flooding phase reveals to each node (a) the size of its k-hop neighborhood (which is equal to the number of distinct query IDs that arrive), and (b) the number of other node(s) within a k-hop radius that can be reached over more than one directly adjacent edge, and if so, over which edges (because in that case the same query ID arrives over each of these edges). Other than that, the nodes learn nothing about the
topology: they only communicate with their direct neighbors, and the values in the messages they receive have already been aggregated by the neighbors.

**Malicious nodes.** If a given $k$-hop neighborhood contains some malicious nodes, these nodes can report incorrect partial sums for their own subtrees of the spanning tree, by encrypting any plausible value (from within $0..B \cdot (d + 1)^\ell$, where $\ell$ is their level in the tree) and computing a matching ZKP, or simply by refusing to send a message to their parent in the tree. However, they cannot cause the aggregator to accept a vector with more than one non-zero coefficient or a vector where the value of the non-zero coefficient is greater than 1 because the aggregator verifies these properties using the ZKP and discards data from nodes whose ZKP is invalid. Thus, a small number of malicious devices cannot have a disproportionate impact on the overall result. We note that discarding invalid inputs introduces a bias towards the data from correct nodes, but (a) the effect should be small, due to the MC assumption, and (b) it seems hard to avoid since there is no way to tell what the *correct input* of a malicious client would have been.

**Traffic analysis.** Some mixnets, such as Tor, are vulnerable to traffic analysis attacks such as intersection and disclosure attacks [11, 83, 252], in which the adversary observes the traffic in the entire network over some time frame and then makes inferences about whether or not certain participants are communicating. These attacks leverage the fact that mix networks are often *sparse*—that is, only a fraction of participants communicate in any one stage of the protocol. In Mycelium, *every* device participates in *every* mixnet stage, which renders these types of passive attacks infeasible.

### 6.3.8 Limitations

One obvious limitation of our approach is that there are useful queries that cannot be expressed in our query language. This is not a fundamental limitation—with HE and our communication mechanism from Section 6.2, it should be possible to execute *any* Pregel-like query, as long as the HE scheme supports enough multiplications and the cost of the additional communication rounds is acceptable. The key question is how one would prove
differential privacy. Perhaps a query language such as Fuzz [144] or Duet [224], or even manual privacy proofs using apRHL [13] or CertiPriv [32] could help.

6.4. Implementation

For our prototype, we modified Orchard’s codebase in two ways: we (1) replaced Orchard’s HE scheme with BGV [57], which required reimplementing the MPC for decryption; decryption; and (2) replaced the ZKPs in Orchard with those of Section 6.3.6. We implemented our mix network from Section 6.2 in C++ using OpenSSL 2 for basic operations (e.g., encryption and decryption). We instantiated PEnc using RSA-PKCS1 public key encryption, SEnc using ChaCha20, and AE using ChaCha20-Poly1305 (nonce is not included in the message). For redistribution of the secret key (§6.3.3), we implemented Extended VSR [136].

Security parameters. For BGV, we set the plaintext modulus to $2^{30}$, the ciphertext modulus to a 550-bit prime, and polynomial degree $N$ to 32768. This set of parameters gives over 128 bits of security [14]) and supports 1-hop queries on over a billion users by encoding values of up to 30 bits.

To reduce computation costs on devices, we defer the relinearization for each multiplication to the global aggregation phase, where the aggregator performs a one-time operation to reduce ciphertext size before the decryption step.

MPC and secret sharing. We implemented MPC operations using version 1.7 of SCALE-MAMBA [176], which provides security against up to $\lfloor \frac{k-1}{2} \rfloor$ malicious parties, and performs operations in a finite field modulo a configurable prime $p$, which helps us support BGV decryption. SCALE-MAMBA also supports Shamir secret sharing [270]; we share the secret key among the $k$ committee members such that any subset of $t+1$ members can reconstruct the secret key, where $t \geq \frac{k}{2}$. At the same time, no $t'$ (where $t' \leq k/2$) dishonest nodes can learn anything about the key, and $t+1$ honest nodes can detect any errors introduced by dishonest nodes. Using the initial setup by the genesis committee (§6.3.2), the secret key is distributed to the first committee. Every committee then uses the extended VSR

2https://www.openssl.org
protocol to generate new shares of the secret key for the subsequent committee.

**Zero-knowledge proofs.** We use ZoKrates\(^3\) a high-level language that can be consumed by SNARK compilers to produce circuits, to express our zkSNARK statements. These in turn can be used with many proof systems, some of which do not need a trusted setup. We use bellman\(^4\) as the proof system, which implements the Groth16 scheme\(^1\). We implemented the proofs for encryption and ciphertext multiplication using this toolbox, and benchmarked the costs for proof size, proving time, and verification time.

### 6.5. Evaluation

This section addresses four questions: (1) How many queries can Mycelium support? (2) what are the major costs, to normal users, to committee members, and to the aggregator?, (3) how well does the onion routing protect topology privacy?, and (4) how well does Mycelium scale?

#### 6.5.1 Experimental setup

Since we were not able to deploy a system with millions of nodes, we benchmark the various components separately, and extrapolate the costs at scale as done in Orchard. For the client-side and aggregator-side HE benchmarks, we use a MacBook Pro with a 2 GHz quad-core processor and 16 GB of RAM. For our mix net, we run experiments on CloudLab\(^8\) m510 machines with 8-core 2GHz processors and 64 GB of RAM; for the MPC benchmarks, we use 15 Amazon EC2 t2.xlarge instances with 16 GB of RAM. Figure\(^\text{17}\) summarizes the parameters we use, unless specified otherwise.

#### 6.5.2 Generality

We first examined the range of queries Mycelium can support. There are two reasons why Mycelium might not support a given query: (1) it is not expressible in the query language from Section\(^6.3\) or (2) the HE scheme in our prototype may not be able to run enough multiplications to process it.

---

\(^3\)https://github.com/Zokrates/ZoKrates

\(^4\)https://github.com/zkcrypto/bellman
We tried to implement and run each of the queries in Table 15. All queries were expressible, and the query expression is included in the table. This is not surprising because the queries we found in the medical literature compute simple statistics, such as the number of patients for which a particular predicate is true. We were able to run all the queries except Q1. The latter is a two-hop query that would require \( d^2 = 100 \) multiplications, which exceeds the noise budget of the HE scheme we chose. This is not an inherent limitation; recent HE libraries are close to supporting this number.

This result suggests that Mycelium can already support many practical queries, which seems encouraging.

### 6.5.3 Communication layer

Next, we looked at the performance of Mycelium’s anonymous communication layer. Recall that Mycelium onion-routes each message on \( r \) different \( k \)-hop paths, and that, at each hop, each message is mixed with \( (r \cdot d)/f \) messages. The aggregator can observe (a) the sets of encrypted messages each forwarder downloads and uploads, and (b) anything that the colluding forwarders saw.

We first focus on topology privacy. Suppose the adversary wants to learn whether there is an edge \((a, b)\). It can observe which messages \( b \) downloads at the end, so it can reason about the set of senders that each message could have come from. Each honest forwarder increases the size of this set by \( r/f \)—the uploaded message could have been in any of the messages

---

**Table 17:** The parameters we used, unless noted otherwise.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of devices</td>
<td>( N )</td>
</tr>
<tr>
<td>Onion routing hops</td>
<td>( k )</td>
</tr>
<tr>
<td>Replicas of each message</td>
<td>( r )</td>
</tr>
<tr>
<td>Fraction of forwarders</td>
<td>( f )</td>
</tr>
<tr>
<td>Committee size</td>
<td>( C )</td>
</tr>
<tr>
<td>Degree bound</td>
<td>( d )</td>
</tr>
</tbody>
</table>

\[
N = 1.1 \cdot 10^9 \\
\]

\[
k = 3 \\
\]

\[
r = 2 \\
\]

\[
f = 0.1 \\
\]

\[
C = 10 \\
\]

\[
d = 10 \\
\]

---

5 Microsoft SEAL (release 3.6). https://github.com/Microsoft/SEAL
the same forwarder downloaded earlier. Thus, with $k$ honest hops, the number of possible senders is roughly $(r/f)^k$. However, the $r$ replicas of a given message would have come from the same sender, so in some cases, the adversary can intersect the $r$ sets. However, because there are more total messages in the system, and the probability of multiple intercepted messages is relatively low, increasing $r$ still (on expectation) leads to larger anonymity sets. Figure 18(a) shows how the expected set size changes with $r$ and $k$. For our parameters of $r = 2$ and $k = 3$, a malicious fraction of 0.02 still yields an anonymity set of over 7000 devices.

However, a node can be “unlucky” and choose a path that consists only of malicious nodes. In this case, the adversary can identify this exact node as the sender of the message. Figure 18(b) shows the probability for this case. With our default setting of $k = 3$, each query gives the adversary a chance of $p \approx 10^{-4}$ to identify a given edge.

Another concern is that message might not reach its destination because all $r$ copies are
dropped—either on purpose, by malicious forwarders, or by accident if a forwarder goes offline and does not return by the end of the C-round. Figure 18(c) shows "goodput," the probability that a given message is successfully received (without modifications by adversaries). With $r = 2$ and a node failure rate of 4% (including both malicious nodes and departures), only about one in 100 messages is lost completely. Queries can handle this case, e.g., by specifying a default value for missing inputs in the local aggregation, by counting the number of local aggregations where this (detectable) condition occurs, and/or by asking the local aggregators to upload a final value only when all inputs have been received.

A final question is how long forwarding takes. Figure 18(d) shows the number of C-rounds that are needed for telescoping ($k^2 + 2k$) and forwarding ($2k + 2$, since each query requires a message for the query and a message for the response). If $k = 3$ and C-rounds are one hour long, then both phases of a one-hop query will finish in less than a day. (The duration depends only on the number of hops and not on what specifically the query computes.) This is fine, since Mycelium is not for real-time queries.

6.5.4 What is the cost for normal users?

Next, we examined the bandwidth and computation cost of Mycelium for normal user devices. Each device performs up to three operations: (1) it prepares its own contributions to its neighbors' local aggregations; (2) it potentially acts as a forwarder during onion routing; and (3) it completes a local aggregation for its own neighborhood.

The communication costs vary between queries, depending on how many FHE ciphertexts

<table>
<thead>
<tr>
<th>Queries</th>
<th>Number of ciphertexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1, Q2, Q4, Q5, Q8</td>
<td>1</td>
</tr>
<tr>
<td>Q3, Q6, Q7, Q10</td>
<td>14</td>
</tr>
<tr>
<td>Q9</td>
<td>10</td>
</tr>
</tbody>
</table>

(a) Number of ciphertexts sent for each query

(b) Avg. bandwidth required of each participant per query

Figure 19: User participation costs per query
they require; each one is around 4.3 MB. Figure 19(a) shows the number \((C_N)\) of ciphertexts for each of the queries in Table 15. In the following, we focus on the cost of a basic query with \(C_N = 1\) ciphertext, such as Q5; for the more complex queries, the communication costs need to be multiplied by the number of ciphertexts.

Figure 19(b) shows the communication cost per device. The figure contains two column families: one for the case where the device is selected as a forwarder, and one for the case where it is not. For each case, we vary the number \(k\) of hops during onion routing and the number \(r\) of copies that are sent of each message. The costs are dominated by message forwarding: each device has to send \(r \cdot C_N \cdot d\) large FHE ciphertexts, where \(C_N\) is the factor from Figure 19(b), and, when chosen as a forwarder with probability \(f\), it has to download and upload \((r \cdot C_N \cdot d)/f\) of these ciphertexts. For our default parameters from Figure 17 and a simple query with \(C_N = 1\), this works out to 1030 MB for forwarders and 170 MB for non-forwarders, or around 430 MB on expectation, given that a \(k \cdot f\) proportion of participants will serve as forwarders. For comparison, this is about the cost of sending a four-minute video attachment from an iPhone.

The computation time per device mainly depends on the time to perform ciphertext operations, including encryption and ciphertext multiplication for neighborhood aggregation, as well as the time to generate the ZKPs. The ciphertext operations take around 14 minutes in total with our Python implementation, and the ZKP proof generation takes around a minute, so the total computation time per device is roughly 15 minutes. We implemented an (unoptimized) version of BGV in Python for compatibility with the MPC and ZKP software, so these costs could be dramatically reduced to make use of existing HE optimizations. The computation times for telescoping and message forwarding were negligible, and the costs did not vary much between different queries.

6.5.5 What is the cost for committee members?

For each query, a small committee of \(C\) user devices is expected to participate in the decryption MPC using their shares of the secret key. Our EC2 benchmarks show that,
although Mycelium uses a different cryptosystem, the cost of this MPC is comparable to Orchard’s: with a committee of size 10, the total computation time needed was around 3 minutes and the bandwidth required per member is around 4.5GB, plus the (negligible) bandwidth for resharing the secret key. With millions of devices, an individual user’s chances of having to serve on a ten-member committee are very small; nevertheless, due to the high bandwidth, it may be best to rely on desktops or laptops where possible.

Figure 20 allows us to reason about the tradeoffs associated with using different committee sizes: a higher committee size provides more security over time (because a larger committee is less likely to contain a majority of malicious members), but also increases the bandwidth and computation time required. Figure 20(a) shows the probability that malicious committee members could reconstruct the secret key, thus causing a privacy failure. In this case, a new trusted setup must construct a new secret key. Figure 20(b) shows the probability of enough committee members being present to decrypt. If there aren’t enough members, we simply have to wait until enough are back, and retry the computation.

6.5.6 What are the costs to the aggregator?

Recall that all messages are sent through the aggregator, who maintains mailboxes for each device. Figure 21(a) shows the total amount of traffic the aggregator would need to send to each device, depending on the number of onion-routing hops $k$ and number of replicas per message $r$. As expected, there is a substantial amount: for our choice of $k = 3$ and $r = 2$,
the aggregator would need about 350 MB per device, or roughly the size of a 10-minute 1080p YouTube video.

The aggregator also needs to verify the ZKPs of each user and perform a global aggregation of ciphertexts. Figure 21(b) shows the number of cores needed to finish the computation within 10 hours with different system sizes. The cost is dominated by the ZKP verification (the bars for the aggregation are very small). Although zkSNARKs normally have small, constant proof sizes, the scheme we use (Groth16) scales linearly in the public I/O size, which, in our case, includes the fairly large ciphertexts. If necessary, the aggregator could reduce this cost by spot-checking only a fraction of the ZKPs, or it could stretch the computation over a longer time.

6.6. Discussion

Cost: It is clear that Mycelium’s privacy comes at a high cost—queries on non-sensitive data could be answered cheaply by simply uploading the data to the aggregator in the clear and using a traditional graph-processing system such as GraphX [134]. Indeed, we implemented Q1 for a 1-hop neighborhood in GraphX and ran it on a CloudLab machine with a random billion-node graph and random data. The query finished in about 5 seconds. Mycelium is meant for queries on highly sensitive data that would make the aggregator a target for attacks if it were collected in the clear, and queries that cannot even be asked
today because no single aggregator can be trusted with the necessary data.

**Device heterogeneity:** In a practical deployment, one challenge would be the wide range of device capabilities. Serving as a communication hop or committee member seems fine for a laptop or workstation that is connected to a wired network, but could be problematic for a mobile phone with a metered cellular connection and limited battery capacity. However, we note that mobile devices are increasingly part of device federations (e.g., a laptop, mobile phone, and smartwatch all sharing the same iCloud account). Since the devices in a federation are typically owned by the same individual, they could safely share their data and designate the most powerful device—say, the laptop—as a participant in Mycelium.

Communication steps could also be delayed when a device is on the road, and resumed when it is plugged in and on a WiFi connection. Finally, hops and committee member selection could be biased towards more powerful devices; this would give the adversary a small advantage, since all of its confederates could claim to be powerful, but one could use slightly more aggressive parameter settings to compensate.

**Aggregator workload:** For the aggregator, the major costs are communication bandwidth and ZKP verification. Much of the bandwidth is due to the very large HE ciphertexts (4.3 MB), but we speculate that future HE schemes will eventually reduce this cost. For ZKP verification, we note that the 10-hour limit for Figure 21(b) was somewhat arbitrary; in practice, ZKP verification could be done in the background, whenever a data center has spare capacity, as long as the query results are not needed immediately.

### 6.7. Related Work

Related work on general private analytics at scale has already been discussed in Chapter 3; here we discuss prior work that is specifically relevant to Mycelium.

**Private analytics from multiple domains.** There is some work on differential privacy which considers aggregating data from multiple domains, like [121]. However, most target relational data: PDDP [69] builds histograms and DJoin [222] computes database joins.
Neither is sufficient to answer graph-based queries. DStress\cite{235} can handle graph data, but does not scale beyond thousands of users. Of the systems that work at scale, including academic works\cite{122} (and prior chapters in this thesis), and deployed solutions\cite{22, 42, 46, 52, 79, 94, 113, 115, 242}, none handle graphs.

**Traditional graph processing.** Graph analytic frameworks\cite{70, 86, 129, 134, 155, 182, 202, 225, 226, 298, 311} target scale but not privacy. Work on social networks has dealt with issues of anonymity\cite{25, 120, 307, 309}, but the proposed mechanisms either focus on answering limited differentially private queries\cite{47}, on aggregate network estimations that may hide effects of individual malicious nodes\cite{150}, or on previous definitions of privacy like k-anonymity\cite{193}.

**Private contact tracing.** Work in contact tracing does not support a single aggregator, or is not designed for central analytics. Mazloom and Gordon\cite{205} support Pregel-like graph queries but require two servers to split trust between them, and does not guarantee differential privacy. Poirot\cite{305} gives differentially private contact summary aggregation, but also splits trust amongst multiple servers, which perform a joint MPC. In the last year we have also seen the design of several other exposure notification and proximity detection systems that give user-level insights\cite{1, 64, 284}. These insights include notifying individuals when they are likely to have been exposed to an infection, but do not support graph analytics.

**Anonymous messaging.** Mycelium’s messaging layer is inspired by Tor\cite{96}. However, Mycelium must operate without the equivalent of Tor relays, and since the devices themselves cannot necessarily communicate directly with each other, it has no choice but to relay communication through the aggregator, which is a global, active adversary. Mycelium’s messaging can be seen as a different mix network architecture\cite{17, 68, 80, 178–180, 185, 217, 244, 286, 287} that has high latency and prioritizes privacy over availability, but that has the benefit of not requiring prior pairwise sharing of cryptographic material between senders and the chosen mixes, and balances the load across different sets of mixes.
every run of the protocol, which helps the system scale to billions of users.

6.8. Conclusion

Mycelium is the first system to support differentially private analytics on graph queries at a massive scale. It leverages HE, a new mix-network, and Pregel-style queries on top of a Honeycrisp-like architecture. Because ciphertexts must support aggregation of up to a billion devices’ information, the costs of Mycelium are higher than similar FA systems. Future work may incorporate cryptographic advances that improve these costs while supporting richer graph queries.
CHAPTER 7: Arboretum

In this chapter, we continue to consider the scenario where a central entity, the *aggregator*, would like to answer queries about sensitive data that is generated by millions or billions of user devices. The existing options for massive-scale federated analytics, presented in the prior three chapters, still only support a limited set of queries, including mostly numeric queries that can be expressed as sums (Chapters 4, 5), or graph queries with a very specific structure (Chapter 6). This is unfortunate because differential privacy itself supports a much larger range of queries; for instance, categorical queries (“What is the most common zip code?”) can be answered using the exponential mechanism [207], and numeric queries can be answered more efficiently using secrecy of the sample [276]. However, we are not aware of any efficient instantiations of these mechanisms for a federated setting with billions of users and thousands of categories; the closest solution we are aware of is an implementation of the exponential mechanism by Böhler et al. [51] that targets deployments several orders of magnitude smaller than ours.

Why are there so few solutions in this space? One reason is that, while more general solutions could *in principle* be built from powerful cryptographic techniques such as fully homomorphic encryption (FHE) or multi-party computation (MPC), *in practice* the necessary bandwidth and computation power, at the scales we are considering, often exceeds even the resources of 800-pound-gorilla aggregators such as Apple or Google. And even when efficient solutions do exist, these solutions often involve subtle optimizations and intricate combinations of different cryptographic techniques that are specific to each particular query. But designing a custom protocol for each new query is difficult and expensive, so this approach is not likely to be practical for most applications.

In this chapter, we present Arboretum, a Federated Analytics system that can solve both of these problems. Arboretum is based on two key insights. The first is that, while the massive number of user devices is certainly a challenge because of the enormous amount of
computation power it requires, it is also an opportunity because the devices can help with the computation. True, each individual device (e.g., a cellular phone or a laptop) has very limited resources, but, due to the sheer number of devices, even small contributions from a subset of the devices can add up to an enormous amount of computation power. For instance, a Dell PowerEdge R7525 server has a multi-core Geekbench score of 67,954, whereas a second-generation iPhone SE has only 3,027. However, a billion iPhones computing for one second each can still outperform 10,000 servers computing for an hour! Moreover, leveraging the user devices enables organic scaling: adding devices increases both the demand for resources and the supply. This approach has been used successfully, e.g., for CDNs \cite{306} and decentralized systems \cite{158, 259}; as we show here, it also holds promise for Federated Analytics.

Our second insight is that the design space has a fairly regular structure: queries contain high-level operators that can be instantiated in different ways (for instance, sums can be computed with sum trees of different fanouts, with a regular for loop, etc.), and computations can be carried out by different entities and/or with different cryptographic primitives. In our experience, the main sources of complexity are the sheer size of the design space, where even simple queries can be executed in millions of different ways, and the complicated dependencies: for instance, using a slightly slower implementation for one operator can massively speed up another, and using a particular cryptographic primitive might speed up additions but slow down comparisons, which can vastly increase or decrease the overall speed, depending on what else the query is doing. These dependencies are hard to track for a human developer, but they are easy to explore mechanically, using a type of query planner.

We have built a system called Arboretum that accepts queries written in a simple high-level language and then automatically finds a way to execute them efficiently in a federated setting. The queries can be formulated as if all the data existed in a central place, without regard to distribution or confidentiality; Arboretum automatically breaks the computation
into smaller blocks, assigns the blocks to suitable entities for computation (possibly using homomorphic encryption or MPC), and chooses an efficient cryptosystem. We have implemented a prototype of Arboretum, and we have applied it to ten differentially private queries, including six new queries that use the exponential mechanism and/or secrecy of the sample, and four existing queries from Honeycrisp (Chapter 4), Orchard (Chapter 5), and Böhler and Kerschbaum [51]. The results from our experimental evaluation show that 1) Arboretum can efficiently execute all ten queries with billions of participants; and 2) its performance on the existing queries matches that of the earlier systems. To our knowledge, Arboretum is the first system to provide support for the exponential mechanism and for secrecy of the sample in the federated setting, at least at the massive scales we are considering.

Like all query planners, Arboretum is not able to innovate – it can only find solutions that can be derived using the techniques it knows about. Thus, it can most likely be outperformed by hand-optimized solutions and clever new algorithms. However, our results show that Arboretum can find good solutions in seconds or minutes, without a human expert in the loop, and it is easy to extend, e.g., by adding new algorithms or support for additional cryptographic techniques. Our contributions are:

- Arboretum’s query planner (Section 7.2);
- a generalized query runtime (Section 7.3);
- a prototype implementation (Section 7.4); and
- an experimental evaluation (Section 7.5).

7.1. Overview

7.1.1 Strawman solutions

**FHE only:** At first glance, it may seem that FHE solves our problem: the participants could encrypt their data with FHE and upload it to the aggregator, who could evaluate the query on the ciphertexts, add the requisite amount of noise, and decrypt only the final result. However, this approach is impractical for at least two reasons. The first is that, at
the scale we consider here, it can require a gigantic amount of computation. (Especially for the exponential mechanism; see below.) Second, and more importantly, this approach still requires users to trust the aggregator a great deal: if the aggregator can decrypt the final result, it can also decrypt the input data from an individual user. Thus, in terms of privacy, this approach provides very little benefit.

**All-to-all MPC:** Another possible approach would be to have the the participants input their sensitive data to a large MPC that evaluates the query and returns the final result. This solves the privacy issue from above, but it is even worse in terms of cost: we are not aware of any MPC protocol that can scale beyond a few hundred participants.

**MPC committee:** A third approach, which is taken by Böhler and Kerschbaum [51], delegates the MPC to a small committee of participant devices. This scales better – at least to a few million participants – but the committee eventually does become a bottleneck: with a billion participants, even downloading the input data from each participant would already generate terabytes of traffic, and evaluating a huge circuit in MPC would add many terabytes more.

**HE + MPC committee:** The previous chapters in this thesis, Honeycrisp (Chapter 4) and its successors Orchard and Mycelium (Chapters 5 and 6), avoid this bottleneck by having the aggregator sum up the input data, using homomorphic encryption, and by using the MPC committee only for key generation, noising, and decryption. This approach does scale to billions of devices, but so far it has been demonstrated only for a limited range of queries – mostly Laplace-mechanism queries that can be expressed as sums plus some postprocessing. Orchard does support the exponential mechanism but, due to its limited scalability, was only evaluated with ten categories.

### 7.1.2 Challenges

When one moves beyond Honeycrisp’s limited range of queries, the problem becomes substantially more complicated, for several reasons. One is that other mechanisms tend to require far more computation than the Laplace mechanism. For instance, suppose we use
the exponential mechanism to choose a U.S. zip code. In general, this requires evaluating the quality score \( q(r, d) \) for each possible output \( r \) – in this case, the 41,683 possible zip codes. This alone increases the computation cost by more than four orders of magnitude. In addition, the exponential mechanism also requires more expensive kinds of computation: for instance, choosing the highest quality score requires comparisons, which cannot be done in AHE alone and thus requires FHE. We estimate that, with a naïve TFHE-based implementation, an aggregator with 10,000 cores would need 3.7 hours to compute the quality score for a single output across a billion users; handling all 41,683 possible outputs would require a 400-trillion-gate circuit, which would take more than 17 years to evaluate.

Of course, optimizations can often bring the cost back down to a practical level – but there are lots of different optimizations that make sense in different parts of the design space, and these optimizations interact in complicated ways that are hard for a human developer to track. As an illustration, we show a small part of the design space for one of our queries (top1) in Figure 22. (The full space, with two parameters and six metrics, has eight dimensions; see Section 7.2.2.) The colors show where different approaches have the lowest cost. It is difficult for a human developer to pick the “correct” combination of optimizations for a particular scenario, and, as we will show in Section 7.5.5, the cost of picking a suboptimal combination can be several orders of magnitude.

7.1.3 Our approach

Our proposed solution, Arboretum, is based on two key observations. The first is that having a large number of participants is both a challenge and a blessing: if each participant device helps just a little bit with the computation, this creates a massive pool of additional resources that can be used to process richer queries, even if they are beyond the reach of the aggregator alone. As previous systems in other domains, such as the NetSession CDN or the PIER distributed query engine [158], have shown, this approach can create “organic scalability”: adding more participants increases the resource demand, but also the resource supply. As with the earlier systems, the key question is how to efficiently distribute the
Figure 22: Part of the design space for the top1 query. The colors show where different query plans have the lowest expected compute cost for participants.

work so that small devices, such as phones or laptops, can make a meaningful contribution; in Section 7.2 we show how Arboretum achieves this by breaking query plans into small, bite-size pieces that are each within the means of a small device.

The second key observation is that, although the design space is large and full of complex dependencies, it is also regular enough to be explored mechanically: high-level operators can be instantiated in different ways, the program can be segmented and transformed differently, and there are various parameters to be chosen. This is roughly analogous to query planning in a traditional DBMS, although of course the operators and transformations themselves are quite different. Thus, as we will show, it is possible to build a “query planner” for Federated Analytics that automatically finds a very good plan for most queries, without manual optimization or expert knowledge on the part of the analyst.

7.2. Query planning
We begin by describing how queries are formulated in Arboretum, and how Arboretum chooses a plan for each query.

Analysts write their queries in a simple imperative language (Section 7.2.1) that contains
some high-level operations, such as \texttt{sum} or \texttt{max}. Each query is written as if it ran on a single machine that has access to the entire data set, without considering distributed execution or encryption. Along with each query, the analyst can specify limits on the costs she is willing to accept in a distributed solution, as well as an optimization goal (Section 7.2.2). Arboretum then verifies that the query is differentially private.

Next, Arboretum generates a (potentially large) number of query plans that can answer the query. It instantiates the high-level operations with various concrete implementations (Section 7.2.4), breaks the program into segments that can be executed by different parties (Section 7.2.5), and decides which kind(s) of encryption to use (Section 7.2.6). For each finished query plan, Arboretum estimates its costs (Section 7.2.7) and retains only the best plan that can operate within the limits the analyst has set.

7.2.1 Input language

Arboretum uses a simple imperative language for inputs that is loosely based on Fuzzi [302]. Figure 23 shows the syntax, which includes loops, conditionals, arrays, and the standard arithmetic and logical operators. The participants’ input data is available as a predefined two-dimensional array: \texttt{db[i][j]} contains the \texttt{j}.th input from participant \texttt{i}. The program’s output(s) are returned by calling the \texttt{output} function.

Arboretum supports several built-in functions: simple mathematical operations (\texttt{exp}, \texttt{clip}, etc.), aggregations over arrays (\texttt{sum}, \texttt{max}), a uniform sampling function (\texttt{sampleUniform}), the Laplace mechanism (\texttt{laplace}), and the exponential mechanism (\texttt{em}). As we will see in Section 7.2.4 some of these functions can be instantiated in several different ways. We use high-level operators in the input language because it helps with certifying differential

\begin{verbatim}
stmt ::= stmt; stmt | var = exp | exp | var[exp] = exp —
       for var = exp to exp do stmt endfor |
       if expr then stmt else stmt |
exp ::= exp op exp | var | var[exp] | func(exp,...) | lit
op ::= + | - | * | / | && | || | < | <= | > | >= | ! | ==

Figure 23: Arboretum’s query language.
\end{verbatim}
privacy, and also because we do not expect the typical analyst to know, or care about, low-level implementation details.

Figure 24 shows a simple example program (top1) that we will use as a running example. Each participant $i$ belongs to one of several categories (say, hair color) and sets $db[i][k]$ to 1 for the relevant category and to 0 otherwise. The program sums up $db$ to obtain a vector of quality scores, which are simply the number of participants that belong to a given category, and then invokes the exponential mechanism to select a category, which it then returns. Notice that the program is written as if $db$ existed on a single machine, and that no cryptography is being used. Distribution and encryption are handled transparently by Arboretum.

7.2.2 Constraints and goals

Along with the program, the analyst specifies an optimization goal and, optionally, a set of limits on the costs of solutions she is willing to accept. Our prototype supports six metrics that can be used to express these: two consider the aggregator (computation time and bytes sent), and the remaining four consider participant devices (expected and maximum computation time and bytes sent). For participant devices, the expected and maximum values differ because only a few devices are selected to serve on a committee, but these devices will have a higher cost. Other metrics, such as energy, should not be difficult to add if desired.

Arboretum discards any query plans that exceed the specified limits, and, among the remaining plans, returns the “best” one according to the chosen goal. For instance, an analyst could specify that the aggregator must not spend more than 1,000 core-hours and that user devices must not be asked to send more than 500 MB, and she could ask for the plan with the lowest expected computation time on participant devices.
7.2.3 Verifying differential privacy

Once a query has been submitted, Arboretum’s first step is to attempt to certify that the query is differentially private. Since this step is not the focus of our paper, we simply adopt a method from prior work – specifically the approach from Fuzzi [302], which is a good fit for our imperative query language and can certify many kinds of queries automatically, without help from the analyst. However, other approaches could be used instead; for instance, CertiPriv [32] would enable analysts to supply their own proofs of privacy, and thus allow Arboretum to accept queries where our automatic certification fails.

7.2.4 Program transformations

Once a query has been certified as differentially private, Arboretum transforms it into a query plan it can actually execute. This involves three steps: 1) replacing each abstract high-level operation, such as \texttt{sum} or \texttt{em}, with a concrete implementation; 2) deciding whether each step of the query should be performed by the aggregator, by a committee of devices, or by the participant devices themselves; and 3) adding suitable encryption to maintain confidentiality. Each of these steps can be done in several different ways, so, by trying all combinations, Arboretum can usually generate a large number of candidate plans for a given query.

We begin by discussing the first step. Many of Arboretum’s abstract operations can be implemented in several different ways. One simple example is the \texttt{sum} operator that sums up the contents of an array: when the sum is computed by the aggregator, a simple for loop will do – but if the sum is computed by committees, a sum tree is better, because it can be spread across several committees. However, there is no single “best” degree! On the one hand, larger degrees will require fewer committees, so the cost of starting a committee
function em(s)
    L=max(s)-11; // for 16 bits
    for i=0 to len(s)-1 do
        if (s[i]>=L) then
            es[i]=exp((s[i]-L)*\epsilon/(2*sens));
        else
            es[i]=0;
    r=random(sum(es)); s[0]=0;
    for i=0 to len(s)-1 do
        s[i+1]=s[i]+es[i];
        if ((r>=s[i])&&(r<s[i+1]))
            then return declassify(i)

function em(s)
    for i=0 to len(s)-1 do
        ns[i]=s[i]+Gumbel(2*sens/\epsilon);
        x = 0;
        for i=1 to len(s)-1 do
            if (ns[i]>ns[x])
                then x = i;
        return declassify(x)

Figure 25: Two instantiations of the \texttt{em} operator, based on exponentiation (left) and on Gumbel noise (right), respectively.

can be amortized better and the expected cost is lower; on the other hand, larger degrees require each committee to do more work and thus lead to a higher maximum cost. A similar tradeoff exists with the \texttt{max} and \texttt{argmax} operators.

A more complicated tradeoff exists for the exponential mechanism. Figure 25 shows two possible instantiations of the \texttt{em} operator. On the left is a straightforward implementation of the textbook approach from [106, §3.4], which exponentiates the scores \texttt{s} to form an array \texttt{es}, then draws a random value \texttt{r} between 1 and \texttt{sum(es)}, and then returns the first category \texttt{i} such that the sum of the preceding elements of \texttt{es} is at most equal to \texttt{r}. Our only modification is that, since we have to work with finite-precision numbers, we normalize \texttt{es} to the range \([1, e^L]\) and ignore any elements with smaller scores; this results in \((\epsilon, \delta)\)-differential privacy (see Appendix F.0.1). On the right is a variant, based on [99], that adds Gumbel noise to each score and then returns the element with the largest noised score. The tradeoff between these variants is complicated and depends on whether they are executed in FHE or using MPC. Notice that both variants invoke a \texttt{declassify} function to indicate that their result is safe to release in unencrypted form (see Section 7.2.6).

7.2.5 Basic type inference; Vignettes

Once all high-level operators have been instantiated, Arboretum performs type inference to assign to each variable and each expression 1) a basic type (\texttt{int}, \texttt{fix}, or \texttt{bool}), and 2)
a value range. The latter is important for deciding the parameters of the cryptosystems to be used (e.g., the plaintext modulus). The range bounds we infer are conservative; for instance, the lower and upper bounds for $a \times b$ are simply the products of the lower and upper bounds of $a$ and $b$, respectively. However, the analyst can, if necessary, use the clip function to clip a variable to a smaller range.

Next, Arboretum decides which entity should execute each of the steps of the resulting program: the aggregator, a committee of participant devices, or a specific participant device. To this end, Arboretum breaks the program into short sequences of consecutive statements, which we call vignettes. The program thus becomes a sequence of vignettes, each of which is assigned to a particular entity. As a special case, a vignette that consists entirely of a data-parallel for loop can be parallelized, that is, its iterations can be assigned to different entities. For instance, a vignette that uses committees to compute a level of a sum tree can be parallelized, so that different committees compute the sum for different vertexes, and a vignette that encrypts the initial input data can be parallelized so that each participant device encrypts its own data.

As a first approximation, Arboretum tries all possible combinations of vignette boundaries and locations. This seems fine because we expect queries to be relatively short. However, we do implement a few simple heuristics to cut down the search space. We use branch-and-bound, by scoring the vignettes along the way (Section 7.2.7), and we discard partial solutions as soon as they exceed one of the analyst’s limits or become worse than the best known solution. We do not allow constant assignments (such as $x = 0$;) to run in a vignette by themselves, and we do not allow consecutive vignettes to run in the same location, since they might as well be merged; the only exception is if both run on committees, which can make sense when there is a limit on the amount of computation a committee member may do.
7.2.6 Encryption-type inference

At this point, the program represents a distributed computation that returns the correct result; however, it does not yet ensure confidentiality, since the values are not yet encrypted. Arboretum’s next step is to determine what needs to be encrypted, and how. This is done in three steps.

First, Arboretum identifies all values that need to be kept confidential. This includes anything that a) is derived directly or indirectly from the input database \( db \), b) has not been passed through the \texttt{declassify} function, and c) is used in a vignette that runs on the aggregator or on individual participant devices. (Committees execute their vignettes using MPC, which already ensures confidentiality.) The only exception is that each participant device \( i \) is allowed to see its own input data \( db[i] \). We use conservative taint tracking to find these values, starting from \( db \).

Next, Arboretum adds encryption and decryption statements – initially without a specific cryptosystem. When a confidential value \( v \) is used in a participant or aggregator vignette, Arboretum inserts, right after the statement that creates \( v \), a statement \( v' = \texttt{enc}(v) \) that creates an encrypted clone \( v' \). It then replaces any instances of \( b \) in participant or aggregator vignettes with \( v' \). When an encrypted value \( v' \) is passed to a committee vignette, Arboretum adds a statement \( v'' = \texttt{dec}(v') \) at the beginning of that vignette and replaces any instances of \( v' \) with \( v'' \).

Third, Arboretum decides which cryptosystem to use for each value. If an encrypted value is only used in additions, it uses AHE, otherwise FHE. Whenever a cryptosystem is used for the first time, Arboretum inserts a key generation vignette at the beginning of the program and assigns it to a committee, to prevent any single entity from obtaining the private key.

Figure 26 shows, as an example, one of the candidates that are generated from the query in Figure 24 when there are \( 2^{30} \) participants and 10 possible outputs. Here, the \texttt{sum} operator has been instantiated with a simple AHE-based sum and the \texttt{em} operator has been
instantiated with a version that uses Gumbel noise. Notice that the Gumbel noise for each possible output is generated in a separate committee, and that a vignette has been added at the beginning to generate the AHE keypair.

7.2.7 Scoring

At this point, the candidate is complete. Arboretum now estimates the cost of running the candidate, to see whether it meets the analyst’s constraints (Section 7.2.2), and to see whether it is better than the best known candidate so far. Scoring is based on a simple cost model, which we have built by benchmarking each building block – such as FHE operations, MPC start-up cost, incremental MPC costs for computations, etc. – on a reference platform. The model needs to be generated only once; after that, we can score a given query simply by adding up all the costs for the operations it performs.

This approach obviously does not yield the exact costs of running a query, for many reasons. For instance, the devices that are used by the actual participants could be different from our reference platform (or it could be a heterogeneous mix of devices) and the building blocks we use, such as the MPC frameworks, could apply their own internal optimizations.
that could cause the total cost of a computation to differ from the costs of the individual operations. However, recall that we do not use scoring to predict the actual cost, but rather to weed out expensive candidates. Even a rough cost model should suffice for this purpose, although of course any inaccuracies could cause the chosen candidate to be somewhat more expensive than the 'true' optimal candidate.

7.2.8 Limitations

Like all query planners, Arboretum cannot necessarily find the best query plan – just the best plan it can generate using the primitives and optimizations it knows about. A human expert may be able to do better, e.g., by finding innovative optimizations, new algorithms, or specialized cryptographic techniques. However, Arboretum is fully automated, does not require expertise, and it can easily be extended with new optimizations if necessary.

Another important limitation comes from the fact that Arboretum’s cost model can only be a rough approximation. In most cases, when query plan A outperforms query plan B on the reference platform that the model is based on, chances are that A also outperforms B on many other kinds of devices. But there may be exceptions, and in these cases Arboretum can potentially pick a suboptimal plan.

7.3. Query execution

In this section, we describe how Arboretum executes the query plan it has chosen.

7.3.1 Assumptions

For query execution, we adapted the approach from Honeycrisp (Chapter 4) and, as a result, Arboretum shares all of Honeycrisp’s nine assumptions: 1) a locally generated keypair \( \sigma_i, \pi_i \) on each device \( i \), 2) a rough lower and upper bound on the number of participating devices, 3) an immutable bulletin board for broadcasting a small amount of data, 4) an external, time-stamped channel for reporting misbehavior, 5) secure, authenticated point-to-point channels, 6) an efficient hash function that is indistinguishable from a random oracle, 7) an upper bound \( f \approx 1 - 5\% \) on the fraction of malicious devices, 8) an upper bound \( g \) on the probability that a device goes offline while participating, and 9) an one-off randomness
beacon that generates a small number of truly random bits $B_0$ when the system is first launched.

7.3.2 Sortition

When query execution begins, Arboretum must first choose the devices that will serve on each committee. We generalize the sortition mechanism from Honeycrisp, which is in turn based on an idea from Algorand [125]. A key difference to Honeycrisp, which has only one committee, is that the committee size $m$ depends on the number of committees $c$. To guarantee privacy, we need an honest majority in all $c$ committees, which happens with probability at least $p := 1 - 2c \cdot e^{-f_0(2ef)^{m/2}}$. Since the number of committees can vary between query plans, Arboretum calculates the minimum committee size for a given query plan before scoring it, so it can estimate the cost of the MPCs correctly.

7.3.3 Phases and message passing

Once sortition is complete, the computation proceeds in rounds. Each round executes one particular vignette, but parallel vignettes (Section 7.2.5) can be executed concurrently by several devices or committees. We use a verifiable secret redistribution (VSR) scheme [136], like in Mycelium (Chapter 6), to securely transfer keys from one committee to the next. This scheme generates and distributes newly random secret shares from the existing ones, such that shares from different committees cannot collude to recover cryptographic keys, and malicious members cannot obstruct honest committees.

When vignettes are completed, the aggregator serves as a “mailbox” by accepting these outputs and making them available to the next vignette. Outputs are signed with the sender’s key and encrypted with the recipient’s key, so the aggregator cannot view these messages’ contents. It can corrupt or drop them, but it could only harm itself by doing this (by causing the query to abort and not return any results, which we assume the aggregator is interested in); it would not affect privacy.
7.3.4 Verifying participant vignettes

Vignettes that are executed by committees naturally maintain integrity through the MPC protocol. However, if a vignette is assigned to individual participant devices, some of these devices may execute it incorrectly. To guard against this, just like in Honeycrisp, Arboretum requires participant devices to submit a zero-knowledge proof along with the results of any vignette they have executed directly (that is, not via MPC). The aggregator checks these proofs and ignores any inputs from devices that fail to provide a correct proof.

7.3.5 Verifying the aggregator’s steps

Another possibility is that the aggregator itself could be malicious and could alter the steps of any vignettes that have been assigned to it. Since the aggregator does not hold any private keys, it cannot directly learn any confidential information by doing this; however, there are ways to do so indirectly. For instance, if the aggregator was supposed to add up AHE-encrypted inputs from 1,000 participants and pass the sum to a committee for Laplace noising and decryption, a malicious aggregator could discard all inputs except one, and add that input to itself 1,000 times. Since in this case the noise would be calibrated to the original sum, the aggregator has effectively shrunk the noise by a factor of 1,000.

To guard against this, Arboretum requires the aggregator to, after executing a vignette, just as in Honeycrisp, build a Merkle hash tree (MHT) with the results of the individual steps in the leaves (excluding only the final output step). Each participant device then picks some leaves at random and challenges the aggregator to return a) the contents of this leaf, and b) an inclusion proof (i.e., a path from that leaf to the root of the MHT). This is safe because the aggregator operates on encrypted data, just like individual participants. The devices then verify the steps they have audited. The number of leaves each device audits is chosen such that the probability of missing an incorrect step is smaller than some threshold $p_{\text{max}}$, which is a system parameter and is chosen when the system is first launched. For a security analysis of Arboretum, please see Appendix F.3.
7.4. Implementation

For our experiments, we implemented a prototype of Arboretum’s query planner in C++; this prototype has 11,787 lines of code. We provide some key details below.

**Cryptosystems:** Our prototype uses the BGV cryptosystem [57] for FHE. The specific parameters depend on the encryption types the query planner infers (Section 7.2.6), but a typical query with one-hot encoding uses a plaintext modulus to \(2^{30}\) (enough to sum binary values across one billion users), a 135-bit prime for the ciphertext modulus, and a polynomial degree of \(2^{15}\). This results in over 256 bits of security [14].

**MPCs and ZKPs:** For multi-party computation, we use the MP-SPDZ framework [168] – specifically, the SPDZ-wise Shamir program, where operations are performed in a finite field with a configurable prime modulus. This is a natural fit for BGV key generation and decryption, and it provides security against malicious parties as long as there is an honest majority. For efficiency, the encryption, decryption, and key generation MPCs set the prime modulus to BGV’s ciphertext modulus. For the zero-knowledge proofs, we use the ZoKrates toolbox [1] with bellman [2] as the proof system.

**Secrecy of the sample:** We implement secrecy of the sample (Chapter 2.1) as follows. Let \(\frac{x}{b}\) be a fractional approximation of the sample size, where \(b\) is the total number of bins in a standard ciphertext – for instance, setting \(x = b/2\) would sample 50% of the participants. First, a committee samples a value \(j\) uniformly at random from 1 to \(b\). Each participant device also randomly chooses an index \(i\) from 1 to \(b\), and places their encrypted local input only in that \(i\)-th bin, setting all other bins to 0. They upload the result to the aggregator as usual. To sample from the desired range, the committee only decrypts bins from \(j\) to \(j + x - 1\) (modulo \(b\)) – they can do this by summing over all bins in the aggregate ciphertext, but replacing the bin values with 0 when they fall outside this range. We discuss security of this protocol in Appendix F.2, but in essence, participant devices do not know which

---

1[https://github.com/Zokrates/ZoKrates]
2[https://github.com/zkcrypto/bellman]
random value has been sampled by the committee (so they can’t force themselves to be
included or excluded, or even know if they were sampled), and neither the committee nor
the aggregator knows which bins the participant devices selected, so secrecy of the sample
is preserved.

**Precision:** In MP-SPDZ, we use the `cfix` and `sfix` fixpoint types for operations with
non-integer values. We set the fixpoint length to be 30 bits for the integer part and 16
bits of precision for the decimal part, which gives 40 bits of statistical security in the MPC
programs. The use of fixpoint types avoids some of the complications with implementing
differential privacy, such as irregularities due to floating-point implementations [216]; we
additionally use base-2 for the exponential mechanism, as suggested by Ilvento [160], which
also has better support in MP-SPDZ. As with most other implementations, the use of finite-
range data types adds a small δ to the guarantee, since the tails of the Laplace and Gumbel
distributions are cut to the representable value range.

**Cost model:** Our prototype includes a cost model that is based on benchmarks of the
various cryptographic primitives on a Dell PowerEdge R430 server with two 2.4 GHz E5-
2620 CPUs and 64 GB of RAM. This model cannot exactly predict the costs of a query
on a heterogeneous mix of devices, but it should be sufficient for ordering the solutions
(see also Section 7.2.8). For primitives with many settings, we benchmarked some repre-
sentative settings and interpolated the others. Our model does account for some simple
MPC optimizations, such as the fact that the first comparison is more expensive than sub-
sequent comparisons because it requires the generation of multiplication triples. We include
validation data for our model in Appendix F.4.

7.5. Evaluation

In this section, we report results from our experimental evaluation of Arboretum.

7.5.1 Supported queries

Arboretum extends the range of queries that can be answered at scale, but it also generalizes
some existing solutions. To show this, we have chosen a mix of new and old queries for our
Table 3: Supported queries.

<table>
<thead>
<tr>
<th>Query</th>
<th>Action</th>
<th>From</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>Most frequent item</td>
<td>106</td>
<td>3</td>
</tr>
<tr>
<td>topK</td>
<td>Top-K selection</td>
<td>99</td>
<td>8</td>
</tr>
<tr>
<td>gap</td>
<td>Exp. mechanism with gap</td>
<td>95</td>
<td>8</td>
</tr>
<tr>
<td>auction</td>
<td>Unbounded auction</td>
<td>207</td>
<td>7</td>
</tr>
<tr>
<td>hypotest</td>
<td>Hypothesis testing</td>
<td>65</td>
<td>12</td>
</tr>
<tr>
<td>secrecy</td>
<td>Secrecy of sample</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>median</td>
<td>Median</td>
<td>51</td>
<td>39</td>
</tr>
<tr>
<td>cms</td>
<td>Count-mean sketch</td>
<td>263</td>
<td>5</td>
</tr>
<tr>
<td>bayes</td>
<td>Naïve Bayes</td>
<td>264</td>
<td>16</td>
</tr>
<tr>
<td>k-medians</td>
<td>K-Medians</td>
<td>264</td>
<td>30</td>
</tr>
</tbody>
</table>

The first six queries are new: the first five use the exponential mechanism, and we are not aware of any other system that can answer them efficiently with billions of users and without a trusted aggregator. The remaining queries are adapted from earlier work: cms is the query from Honeycrisp, bayes and k-medians are two queries from Orchard, and median is the query from Boehler et al. [51], which can be easily extended to support quantiles. Since Orchard’s query language is functional, we rewrote these queries in Arboretum’s language; the other two systems are for specific queries and do not have a query language, so we implemented their queries in Arboretum. Table 3 also shows the number of lines for each query, to show that they can be formulated concisely in our language. For categorical queries (the first five in Table 3), we use a one-hot encoding for the categories. Our implementation of the median query also uses one-hot encoding and differs from the one in [51] in a few other details; we provide more information in Appendix F.1.

7.5.2 Experimental setup

Since we cannot actually create a deployment with billions of devices, we follow the approach from all prior chapters, and extrapolate the costs based on benchmarks of the individual operations. For instance, the zero-knowledge proofs the participants submit at a particular stage of a query are structurally identical and can be verified independently, so we measure the time \( t \) it takes to verifying one such proof and then estimate that it would take an aggregator with \( \gamma \) cores \( \frac{N \cdot t}{\gamma} \) to verify \( N \) of them. Whenever possible, we use direct
measurements. For instance, the MPCs involve around 40 participants, so we benchmark
them on a cluster of five PowerEdge R430 servers, each with twelve cores (2xE5-2620 at
2.4 GHz), 64 GB of RAM, and running Fedora Server 34; to reduce interference, we pin
each participant process to a separate core.

To simplify the comparison with Honeycrisp and Orchard, we use the same key parameters,
unless stated otherwise: \( N = 10^9 \) participants, up to \( f = 3\% \) malicious participants, and a
\( 2 \cdot 10^{-9} \) probability of privacy failure after running 1,000 queries. This leads to committee
sizes of about 40 members (depending on the number of committees), which is the setting
Orchard uses. We use \( C=1 \) categories for the \texttt{hypotest} and \texttt{cms} queries, \( C=10 \) for the
\texttt{kmedian} query, \( C=115 \) for the \texttt{bayes} query (as in Chapter 5), and \( C=2^{15} \) for the other
queries. For \texttt{topK}, we used \( k = 5 \) to return the five most common items. To achieve
a fair comparison to Orchard and Honeycrisp, which use SCALE-MAMBA for MPC, we
reimplemented the MPCs for \texttt{cms, bayes, and k-median} in MP-SPDZ.

7.5.3 Cost of running queries

We begin by examining the cost of running the queries in Table 3. We allow participant
devices to send up to 4 GB of traffic and spend up to 20 minutes of computation time, and
we limit the aggregator’s computation to 1,000 core hours.

Figures 27(a) and 27(b) show the expected bandwidth and computation required of each
participant, respectively; there is one bar for each query, which includes both the cost for
normal participant-side computations and the expected cost of serving on a committee (that
is, the actual cost of each committee type multiplied by the probability of being selected for
a committee of that type). As expected, the arboretum/figures show that the exponential
mechanism has a much higher cost than the Laplace mechanism; the cost is particularly
high for the \texttt{topK} query, which has to find the highest quality score \( k \) times. Nevertheless,
the expected costs are low in absolute terms: each participant sends between 132 kB and
3 MB of data and spends between 7.1 s and 62.4 s of computation time.
Figure 27: Expected bandwidth (a) and computation (b) required of each participant in a run of each algorithm.

Figure 28: Actual bandwidth (a) and computation (b) required of participants serving on a committee, by committee type. The percentage of total participants which serve on a committee of any type ranges from 0.00022% (k-medians) to 0.49% (topK).

Of course, if a participant is actually selected to serve on a committee, its actual costs are much higher than the expected costs; the precise amount depends both on the query and on the committee type. Figures 28(a) and 28(b) show these costs, with separate bars for each committee type. For most queries, the key-generation committee is the most expensive; it consumes roughly 1 GB of traffic and 12 minutes of computation time. The two exceptions
are the operations committees of topK and k-medians, which consume 1.4 GB and 3 GB of traffic, respectively. Although these costs are higher, they are still well within the means of a typical device (especially if the computation is done at night, while plugged in), and the odds of being selected for a committee are very low: for instance, with $10^9$ participants, the topK query has one 42-member committee for key generation, 328 for decryption, and 115,334 for operations such as noising and computing the argmax. Thus, in a given run of topK, only 0.49% of the participants are serving on a committee of any type.

![Figure 29: Bandwidth (a) and computation (b) required of the aggregator. (b) assumes that the aggregator has 1,000 cores.](image)

Figures 29(a) and 29(b) show the cost for the aggregator. Once again there is a clear difference between the exponential and Laplace mechanisms: the former involves more committees, so more bandwidth is spent on forwarding. (hypotest is an exception here because it has only a single category.) The bandwidth costs are high in absolute terms, but, on average, each of the 1 billion participants just receives about 1.1 MB, which is the size of a small image file. The computation time is below 10 hours when 1,000 cores (about 10 powerful servers) are used; most of the tasks are trivially parallelizable, so the time could be reduced by using more cores.

In the case of queries we took from Honeycrisp and Orchard, the arboretum/figures also
show the costs of the original system. These costs are almost identical to Arboretum’s in expectation, however, the cost for committee members was much higher (∼20 GB of traffic and 35 minutes of computation time) since Orchard does not leverage multiple committees. Notice that the original systems were custom-designed for these queries, whereas Arboretum was able to find these query plans independently, without human intervention.

7.5.4 Cost of query planning

Before Arboretum can run a query, it first needs to choose a good plan. As discussed in Section 7.2, this involves generating and scoring many different candidate plans. To see how expensive this step is, we ran the query planner on a PowerEdge R430 server for each of the queries from Table 3, and we measured the runtime until a plan was chosen.

![Figure 30: Runtime of the query planner.](image)

Figure 30 shows our results. The runtime varies widely, from 10 ms (hypotest) to 212 s (median); this is because the more complex queries have a larger design space, with more possible combinations of operator expansions, more ways to divide them into vignettes, and more combinations of placement decisions. For instance, in the case of median, the query planner considers 1,251,001 different plan prefixes and 16 full candidate plans before it makes a decision. Since the queries themselves take hours to run (Section 7.5.3), it seems fine to spend a few minutes on planning.

To test whether our branch-and-bound heuristics are effective, we also ran the query planner with these heuristics disabled. This caused the planner to run out of memory for half of the queries; in the cases where it did terminate, it took between one and three orders of magnitude more time.
7.5.5 Benefits of query planning

Next, we examine whether the above costs are “worth it” – that is, whether query planning really does yield nontrivial benefits. This question is hard to answer without looking at the entire design space, which is enormous, but we can at least provide some illustrative examples. To that end, we ran the query planner on the top1 query, using various combinations of the system size $N$ and the number of categories $C$. For each combination, we recorded a) the query plan that was chosen, and b) the costs of running that plan.

The choices the query planner made are shown in Figure 22, which we had used as an illustration in Section 7.1.2. As discussed in that section, there are lots of different design choices, and the optimal solution for different regions in this space requires a subtly different combination of them.

**Figure 31:** Additional traffic sent by any participant in the worst case, using an average query plan instead of Arboretum’s optimized choice from Figure 22.

Even if the query planner makes lots of different choices, this does not necessarily mean that it is saving a lot of overhead – if the differences are small, a single fixed choice could perform almost as well. To quantify the actual benefit of the query planner, we generated 100 random
plans for top1 and estimated the costs of running these plans for every combination of the above two parameters; we then subtracted the costs of the best query from Figure 22 from the average costs amongst the random plans, and plotted the results as a heatmap in Figure 31. The cost differences vary considerably, but in general, a single fixed plan would often require the participants to send gigabytes of additional traffic, relative to Arboretum’s optimized choice.

7.5.6 Scalability

A final question is how well Arboretum scales to large numbers of participants, and whether the scaling behavior is qualitatively different from that of earlier systems. To examine this, we used the top1 query as an example and generated query plans for a wide range of system sizes, from $N = 2^{17}$ to $N = 2^{30}$ participants.

Figures 32(a-c) show our results: (a) shows the aggregator’s computation time, and (b) and (c) show the average and maximum computation time for participants, respectively. Each graph contains three lines: two with different limits on the aggregator’s computation time, and one without any limit. The overall pattern is similar to Orchard: the cost for the aggregator increases with $N$ because it checks all the ZKPs and, at least initially, also sums up the participants’ contributions; the participants’ expected cost decreases with $N$ because the chance of serving on a committee decreases. However, if we add limits, the picture changes: at some point, the aggregator has to outsource some of the computation to the participants, whose expected cost increases accordingly. (With the lowest limit, the aggregator cannot even afford to check ZKPs after $N = 2^{28}$ anymore, so the red line stops there.) This option would not be available in the earlier systems, which use a single committee.
Figure 32: Scalability of computation cost for the aggregator (a), and expected (b) and maximum (c) cost for participants, varying aggregator compute cap $A$. 
7.6. Related Work

Related work on general private analytics at scale has already been discussed in Chapter 3; here we discuss prior work that is specifically relevant to Arboretum.

Secrecy of the Sample: Sampling from a large set of clients in order to boost privacy is used in several differentially private algorithms, most notably differentially private SGD [3]. However, previous implementations of this sampling [10, 242] give guarantees in the local model. We are not aware of any prior solutions for large-scale federated settings.

Single-committee systems: The three previous chapters in this thesis, Honeycrisp, Orchard, and Mycelium, all share Arboretum’s approach of outsourcing certain computations to MPC committees. However, all three systems are restricted to a single committee that performs just a few simple steps (key generation, noising, and decryption). When running the exponential mechanism with more than a trivial number of possible outputs, this committee quickly becomes a bottleneck. A fourth system, Böhler and Kerschbaum [51], also uses a single committee to implement the exponential mechanism but targets smaller deployments; it was shown to scale up to one million participants.

Query planning: Arboretum is not the first system to use query planning to speed up privacy-preserving analytics. Conclave [289] and SMCQL [33] generate query plans that combine local cleartext processing with small MPC steps, but they are both designed for a scenario with a small number of participants that each hold a large amount of data, which is the exact opposite of what we focus on here. For example, Conclave’s MPC steps are limited to at most three parties, and SMCQL supports only two. Opaque [308] assumes that the private data is spread across multiple servers, but that these servers belong to a single organization and are part of a single cluster; Arboretum, in contrast, assumes a federated setting in which each device is owned by a different person.

7.7. Conclusion

Arboretum significantly expands the range of queries that can be answered efficiently using Federated Analytics at massive scales: it adds support for the exponential mechanism and
for secrecy of the sample. To the best of our knowledge, Arboretum is the first practical system that can handle billions of users and thousands of categories in the federated model. Since such queries require an enormous amount of computation – in some cases more than even a very powerful aggregator could handle – Arboretum provides a way to leverage small contributions from the massive participant base to generate enough resources, with the aggregator acting as a central orchestrator.

While the increasing number of options for Federated Analytics is mostly good news, it does increase the complexity for the analyst, who has to make the correct choices for each particular query to get good efficiency. Arboretum solves this problem by separating the high-level specification of the query from the detailed query plan, which can be chosen automatically – roughly analogous to compiler optimizations or to DBMS-style query planning. Our results show that the resulting plans are competitive with the hand-optimized plans from prior work; thus, the analyst can safely leave most choices to the planner.
CHAPTER 8 : Conclusion and Future Work

This thesis broadly attacks the problem of secure aggregation in large-scale distributed data analysis: how to aggregate distributed sensitive data to a central location without viewing the underlying data outside of its aggregate form. This problem is already practical - companies like Apple, Google, and Microsoft all have deployed systems to collect private statistics from their user bases. Despite this, there are yet to be standard solutions. This work is situated among very few other secure aggregation techniques, including ones from Google [35, 54] and Mozilla’s implementation of Prio [79]. These designs all have different tradeoffs with respect to efficiency, robustness, and scalability.

The emphasis in this thesis lies beyond secure aggregation and towards support for differential privacy. In this vein, the work in this thesis is unique because of how it uniquely tailors system design towards differentially private analytics. This is a break from previous work on secure aggregation, which is focused purely on aggregation, and often tacks on differential privacy as an optional addition after data has been aggregated (e.g., in Prio [79]). Incorporating differential privacy as a prerequisite changes the architectures of the systems we design, in particular for Orchard and Arboretum, which show how to support a wide variety of DP algorithms and mechanisms.

This direction of work is a critical component for next-generation private analytics systems. As differential privacy gains steam as the most widely accepted technical definition of privacy, there need to be solutions to not only analyze and release private data, but keep data secure and private throughout the collection, storage, and analysis processes. This thesis is one first step in this direction, showing that this is possible at massive scales, which has been a particular challenge, but a necessary one, given the huge scale of systems that collect our data today. Cryptographic primitives, when used on their own, don’t scale to this level of billions of users, partly because of the very pessimistic threat models they traditionally assume (up to 1/3 or 1/2 of devices may be faulty!) The OB+MC threat model we intro-
duce in this work shows that a more realistic assumption can make more progress possible, and support a reasonable range of queries. However, the span of queries we can support is still fairly small when considering the space of all possible analytics techniques that can be deployed at scale. A large area of future work could therefore, first and foremost, expand the sorts of algorithms and datasets that can be processed at scale by introducing additional configurations and scalable cryptographic building blocks. While Arboretum, for instance, shows how to handle large categorical data, very large (and particularly, sparse) vectors of data remain a challenge to process at scale. There are still many other kinds of data that our systems do not support, including most non-relational data (outside of some Pregel-style queries supported by Mycelium). As the differential privacy community continues to develop more sophisticated DP techniques, systems advances will be necessary in tandem to allow support for their deployment at scale. Future questions in this space include whether we have to carve out more classes of queries one by one, with custom solutions, or whether there are more general techniques that can handle broader classes of algorithms, as we begin to introduce in this thesis.

Moreover, the Honeycrisp-style system design of offloading computation to committees introduces more overhead than might be desirable, particularly from those devices designated as committee members. While their costs are orders of magnitude lower, there is not an insignificant cost for regular participants as well, who must pay extra for tasks such as verification. In practice, our systems’ reliance on multiple rounds of iteration could also prove challenging, as high rates of user dropout over time would reduce overall accuracy and effectiveness of these systems. Future work could take advantage of opportunities to increase efficiency, for instance, more clever or aggressive sampling of participants to reduce the overall data load, optimized verification protocols for particular kinds of queries, or selecting committee members more dynamically based on their computational resources and device properties. Each of these options could drastically lower participant overhead and make the systems described in this thesis easier to deploy in practice.
There are also, at this point in time, many different variations of the standard differential privacy definition (see [90]), and other neighboring definitions that we don’t touch on in this thesis (e.g., user-level DP as opposed to row-level DP). Incorporating some of these definitions could simply require different amounts or shapes of noise, or more sophisticated privacy accounting, which all could be relatively simple changes to committee computation. Others would involve more fundamental challenges – implementing user-level DP, for instance, could require correlating contributions from the same individuals over time while still somehow maintaining anonymity, as opposed to how we currently treat all contributions in identical ways as completely anonymous. This is further complicated by notions of group privacy, correlated data, and privacy dependencies [30], for which differential privacy does not necessarily apply (at least not naïvely). An opportunity for future work would be to tailor system design to these different variants, or offer support for privacy definitions that better capture the interrelated nature of our informational world, including perhaps, approaches to privacy that are less technical (see, for instance, contextual integrity [229].)
APPENDIX A : Parameter Choices

The detailed explanation of the parameters in Section 4.6.2 is as follows: for each protocol, to achieve the same error $\alpha$ for utility with probability at least $\beta$, we must set the following values for privacy parameter $\epsilon$, where $k$ is the number of total queries over the course of the systems’ lifetime and $c$ is the amount of times the count is significantly updated during this period. In this case as mentioned above, we set $\beta = 0.95$ to allow for 5% error rate, $c = 40$ which corresponds to a change every 91 days (3 months) over a 10-year period, and $\alpha \sim 10^{-6} \cdot N = 5000$ which corresponds to the range that the query can take assuming a 1% bound on error (however, we note that this error bound is a linear component that affects all systems equally - so if this error bound changes, all systems will suffer equally in privacy budget). This also requires an assumption on the results of the query, which we set to 0.001% of the population given the humongous user base setting we are operating in. For GDP and Honeycrisp, we set $k$ assuming a vector of at most 10 unique 1-sensitive data points collected from each individual that responds to the query.

The explicit formulas used for calculating privacy budget over time are as follows:

\[
\text{LDP: } \epsilon = O(\sqrt{\frac{N \ln(1/\beta)}{\alpha} \cdot k}) \ 	ext{[67]}
\]
\[
\text{GDP: } \epsilon = O(\frac{\ln(1/\beta)}{\alpha} \cdot k) \ 	ext{[106]}
\]
\[
\text{Honeycrisp: } \epsilon = 8c(\ln k + \ln(2c/\beta)) \ 	ext{[106]}
\]

The bound for Honeycrisp could be further improved by [199], which discusses implementing SVT in practice.
APPENDIX B: Options for Generating Randomness in Honeycrisp

Many MPC protocols can be made significantly more efficient if the users share correlated randomness (e.g. [34, 82, 169, 170]). This correlated randomness can be distributed (by a trusted dealer) or generated by the users themselves in a “pre-processing” phase that is independent of the users’ inputs. In this pre-processing model, almost all of the communication cost of the protocol can be moved to the pre-processing phase, and the “online” phase of the protocol can be made extremely efficient.

Thus, optimizing the MPC portion of our protocol requires optimizing the pre-processing phase of the protocol. By default, in Honeycrisp the committee members generate the randomness themselves, as in [169, 170, 176]. This approach is the most secure, since no trusted party is needed at all; however, it is also computationally expensive and requires significant amounts of bandwidth and RAM (see Section 4.6.4), so it will probably not be feasible on cell phones today. It seems realistic on laptop computers, however, so Honeycrisp could simply restrict committee membership to sufficiently capable devices. Note that the committee is very small, relative to the entire device population, so most devices will never serve on a committee at all, and hardly any will serve more than once.

If a party with some very limited trust happens to be available, Honeycrisp can benefit from it and reduce the overhead for the committee. We briefly sketch two options for this: 1) A trusted execution environment (e.g., Intel SGX) could be used to generate correlated randomness and distribute it to the participants. This is extremely efficient from a computational standpoint, but it introduces Intel as a trusted source, and is potentially vulnerable to side-channel attacks [59, 139, 218]. 2) A semi-trusted dealer could generate and distribute the randomness. The entity would never see any actual user data or participate in the MPC in any way, would just need to run one computation to generate random bits, and send these random bits securely to the parties participating in the MPC. For our evaluation, we chose the default option, without any trusted parties.
APPENDIX C : Honeycrisp Security

In this section, we demonstrate that Honeycrisp satisfies the following properties:

1. **Privacy.** The system remains $\epsilon$-differentially private for a given $\epsilon$, or else everyone learns, with high probability, that the Aggregator cheated.

2. **Correctness.** When the Aggregator receives a response to a query, that response is correct – that is, the exact answer plus the noise required for $\epsilon$-differential privacy.

3. **Liveness.** As long as there is sufficient privacy budget left, the Aggregator will continue to be able to query the system and receive responses with high probability.

4. **Indemnification.** If the Aggregator follows the protocol, devices cannot fabricate evidence that would prove that the Aggregator had deviated from the protocol.

For the Privacy guarantee, we assume that the Aggregator may act maliciously, including by (statically) corrupting up to proportion $f$ of participating devices. However, for the Correctness, Liveness and Indemnification protocols we specifically assume that the Aggregator follows the protocol. We believe this is a reasonable assumption since the primary purpose of the protocol is to provide data to the aggregator, thus the aggregator has no incentive to undermine liveness.

Since the first property and the latter three depend on entirely different assumptions about who may behave maliciously, we will keep these as separate as possible in the proofs below.

### C.1. Assumptions

We list our assumptions below and for each provide some intuition for how the assumption could be realized or how it is already realized.

**Assumption 1.** Each device $i$ has a locally generated keypair $\sigma_i/\pi_i$ for signing messages; the aggregator can check whether each public key $\pi_i$ belongs to a valid device.

This could be implemented by using public keys stored in secure enclaves. In Apple’s case, many Apple devices already use Apple-designed chips which support secure enclaves. One
way to allow asserting that a public key belongs to a valid device is for each enclave to contain a signature of its public key under Apple’s public key.

**Assumption 2.** There is a once-off randomness beacon – an independent party $P$ that can be trusted to generate a single random string, $B_0$, when the system is first launched.

This could be implemented by having a widely respected entity provide the random number, or by depending on a trusted physical randomness source, such as a state-sponsored lottery. If $P$ is an entity that provides public randomness already \[^1\] then $P$ does not need to do any additional work to be used by Honeycrisp. This only has to be used once to choose the first block, $B_0$.

**Assumption 3.** All devices know an upper bound $N_{\text{max}}$ and a lower bound $N_{\text{min}}$ of the number of potential participating devices in the system.

If the true number of devices is $N_{\text{tot}}$, then by definition:

\[
N_{\text{min}} \leq N \leq N_{\text{tot}} \leq N_{\text{max}}
\]

We assume $\frac{N_{\text{max}} - N_{\text{tot}}}{N_{\text{min}}}$ is always below some constant (low) threshold (this determines the portion of Sybils $A$ could make without getting caught). $\frac{N_{\text{max}}}{N_{\text{min}}}$ should also be below some (more generous) constant threshold.

In Apple’s case, Apple provides estimates on the number of devices sold, with current figures estimating upwards of a billion total devices \[^2\]\[^19\], as well as estimates on the current installed base \[^2\[^6\] of 900 million. This provides the upper bound. Subtracting an estimate of the maximum number of such devices that could have gone offline permanently or may not be online in a given round provides the lower bound.

**Assumption 4.** There is an immutable bulletin board, $B$, that the aggregator can use to broadcast a small amount of data to all devices.

\[^1\text{e.g., https://www.random.org/}\]
The aggregator could simultaneously publish to several (free, centralized) “bulletin boards”, e.g., Wikipedia, StackExchange, Reddit. Alternatively, this could be implemented by any external distributed ledger. Since it is only used by the aggregator, it is acceptable if posting to the ledger incurs a small fee. For example, storing a 256-bit string on the Ethereum blockchain costs 20000 gas [297]. At current prices, that translates to roughly $0.03 USD.

**Assumption 5.** Devices can use an external, time-stamped channel, \( X \), to report the aggregator if it behaves maliciously.

This could again be satisfied by any of the (free, centralized) “bulletin boards” noted in the previous assumption. However, this could also be implemented by an external entity such as a newspaper with a dedicated editor. Once a device writes to this channel, the newspaper would be able to reach out to the aggregator, and would require a reasonable response within a time frame. If a malicious aggregator has been confirmed, the newspaper can publicly notify all users. This would not require a large volume of messages, since only one is enough to trigger an action.

**Assumption 6.** Secure, authenticated, point-to-point channels can be established from each device to a) the aggregator, and b) a small number of other devices.

Secure point-to-point channels with very high probabilities of low latency are now common with secure connections on the internet. If a device does not have a good connection that satisfies this, they can be considered as offline. It is assumed that Apple has sufficient resources to stay online.

Secure channels between devices are only needed within the committee. These can be achieved with TLS channels. If devices are behind a NAT firewall, an external VPN service could be employed to allow communication.

**Assumption 7.** There is an upper bound \( f \approx 1-5\% \) on the fraction of participating devices that may be malicious, collude with each other, or collude with the aggregator.
Apple has methods to determine whether Apple software is running on an Apple device. Therefore, non-aggregator adversaries would only be able to gain identities in the system by actually buying physical Apple devices. Buying out any significant portion of the number of devices would be very expensive. Furthermore, in the case of Apple, there are extensive measures used to control the distribution of software. As such it is challenging to run malicious (non-approved) code on devices or to access non-user facing data. The vast majority of users will not make the efforts to overcome these challenges. In the case of an aggregator creating its own fake devices, we rely on assumption 8 to detect this.

Assumption 8. There is an upper bound, \( g \), on the probability that an honest device goes offline while participating in a round.

This seems plausible given the always-on nature of modern devices, which is being leveraged, e.g., for push notifications. Once a node has decided to participate, we can give a likelihood that it will stay online for a bounded time frame.

Assumption 9. There exists an efficient hash function that is indistinguishable from a random oracle.

We assume that there are hash functions that are sufficiently unpredictable that we can represent them as a random oracle. We use this assumption in two places. The first is in our Algorand-style sortition protocol where, like Algorand does \[128\], we use the assumption to prove that the sortition is random. This assumption can be avoided in the sortition protocol by replacing the hash functions of signatures by Verifiable Random Functions \[213\]. The second is to enforce non-malleability of ciphertext commitments in the AGGREGATE protocol, which prevents \( \mathcal{A} \) from committing to ciphertexts that depend on honest devices’ ciphertexts. The assumption can be avoided in this protocol by using a non-malleable commitment protocol (e.g., \[92\]). These protocols tend to require a random public string; \( B_0 \) can be used for this.
C.2. Preliminaries

Here we describe some building blocks which are needed by other parts of the protocol.

First off, we rely on the Aggregator, $\mathcal{A}$, signing all of the messages it sends. When we say that a device receives a message from $\mathcal{A}$ and then posts the message to $X$, this implicitly includes $\mathcal{A}$’s signature. It is also implicit that all messages contain the round number which is publicly known since the rounds occur at regular intervals.

We start off with the protocol for $\mathcal{A}$ to send a message to a device $D_i$. There exist point-to-point channels between $\mathcal{A}$ and all devices, and for an honest $\mathcal{A}$ this is sufficient. However, to handle a malicious $\mathcal{A}$ we make the communication publicly verifiable when needed. For brevity, later protocols refer to this simply as $\mathcal{A}$ sending a message to $D_i$.

\[\text{SEND\_MESSAGE}\]

1. $D_i$ waits for a message from $\mathcal{A}$ for the required amount of time. (Since there is a maximum latency network threshold, this is defined.) If $D_i$ receives the expected message from $\mathcal{A}$ in time, then the protocol is complete.

2. Otherwise, $D_i$ posts to $X$ enough information needed to prove that it should receive a message. This is at most the transcript of all messages exchanged between $\mathcal{A}$ and $D_i$ and in practice usually just the last message sent to $\mathcal{A}$ from $D_i$.

3. $\mathcal{A}$, upon seeing a post from $D_i$ on $X$, posts to $B$ the message $D_i$ should have received. (If $\mathcal{A}$ doesn’t respond at this point, they leave a public record that they deviated from the protocol, and all parties will know they cheated.)

4. $D_i$ reads the message from $B$.

We extensively use Merkle trees to give devices assurance about data which is stored by the Aggregator but is too large to be stored or checked by any individual device. We use the Merkle tree design detailed in [24]. In brief this allows for proofs that an element is located
at a particular index in an array where the proof size is logarithmic in the array size.

In our case, it is important that devices know the size of the array. Therefore, every time the Aggregator publishes the root of a Merkle tree, they will also publish the size of the underlying array. Also, any time a device checks that an item is part of the array, they also implicitly check that its index is less than the alleged array size.

C.3. Privacy

The privacy of the system depends on a number of other claims about the system, which we demonstrate modularly below.

Claim 1. If a device should receive a message from the Aggregator, they receive it (i.e., protocol SEND_MESSAGE works.)

Proof. Essentially, we use the secure point-to-point channels as the default communication means between $A$ and devices. However, in the case that $A$ does not send messages that it should, the communication is then forced to take place in a publicly viewable record, where $A$ must respond or overtly deviate from the protocol. This only happens when either $A$ or the given device is dishonest.

This works as follows. Say an honest device, $d$, expects to receive a message through its secure point-to-point channel to $A$, but it doesn’t receive it. The device’s knowledge that it should have received a message is determined by the messages that it has sent or received. However, all of this information is public (e.g., $A$’s broadcasts) except the messages on the point-to-point channel between it and $A$. It can therefore publish the transcript of such messages to $R$ as evidence that it should receive a message. (In practice, $d$ need only send sufficient messages to prove that it was due to receive a message, which would usually be just the last message it sent $A$.) This by itself is not sufficient evidence that $A$ cheated – the device could be trying to frame $A$. Therefore, $A$ gets a chance to redeem itself by publishing the message to $B$. If $A$ does, then the device gets its message. If $A$ doesn’t, they have left proof that they have cheated.
Claim 2. If the leader in round $i$, $L_i$ is honest, then $B_{i+1}$ will be chosen uniformly at random and $\mathcal{A}$ cannot learn anything about $B_{i+1}$ until $L_i$ reveals $\rho_{i,\text{leader}}$.

Proof. An honest leader will never have signed $(B_i, i, 2)$ prior to being elected leader. Similarly, $\mathcal{A}$ cannot forge signatures of $(B_i, i, 2)$ except with negligible probability. Therefore, the probability that $\mathcal{A}$ has queried $\eta_i, L_i, 2 = \text{sign}_{sk_{\text{leader}}}(B_i, i, 2)$ to the random oracle, prior to the leader being announced, is negligible. By the random oracle assumption, $B_{i+1} = \text{Hash}(\eta_i, L_i, 2)$ is therefore chosen uniformly at random.

If the leader is honest in round $i$, $B_{i+1}$ will be chosen uniformly at random, so $\text{sign}_{sk_j}(B_{i+1}, i, 1)$ will not have been queried to the random oracle by any eligible leader $j$, so $h_{i+1,j,1}$ will be chosen uniformly at random for each $j$ and all players have an equal probability of becoming leader in round $i + 1$.

As such, any control $\mathcal{A}$ may have of the system is lost if the leader becomes honest. We will now examine, given an initial random $B_i$ which blocks $\mathcal{A}$ can cause the system to reach without an honest node becoming leader. In practice, $\mathcal{A}$ will not know which of their actions will be optimal. However, to provide a lower bound on security and to simplify analysis, we give $\mathcal{A}$ significantly more power than they actually have. We assume that $\mathcal{A}$ is able to determine the values of $h_{i,j,1}$ for all devices. This will allow them to know how choosing a block in one round will determine the leader candidates in the subsequent round. In reality, they only know the distribution of these, so if they cause a particular block to be chosen, they will not be certain how many (if any) of the lowest hashed nodes they will control in the next round.

Let $B_{i,\text{leader}}$ be a block generated by an honest leader’s signature. Once $B_{i,\text{leader}}$ is revealed, $\mathcal{A}$ can construct a tree $T_i$ of all possible blocks it can reach without having an honest leader. Children are recursively defined in this tree as follows. Block $B_{r,l}$ has a child block $B_{r+1,j}$ if $\mathcal{A}$ controls $j$ and, given $B_{r,l}$ as the block from round $r$, $\mathcal{A}$ can make $j$ the leader in round $r$ with $B_{r+1,j}$ being the resulting block. Additionally, $B_{r,l}$ has a child block $B_{r+1,\perp}$ if $\mathcal{A}$ can
force the default block to be chosen (which happens if $\mathcal{A}$ controls the leader in round $r$).

Let us make some observations about this tree.

In the case where there is a child $B_{i+1,j} = \text{Hash}(\text{sign}_{sk_j}(B_{i,\text{leader}}, i, 2))$, at the point when $B_{i,\text{leader}}$ is revealed, $\mathcal{A}$ will not have queried $\text{sign}_{sk_j}(B_{i,\text{leader}}, i, 2)$ to the random oracle before (except with negligible probability). Therefore, the random oracle will produce a uniformly random value for $B_{i+1,j}$. Similarly, at the time $B_{i,\text{leader}}$ is revealed, since it is randomly chosen from $\{0, 1\}^\lambda$ the probability that $(B_{i,\text{leader}}, i)$ was queried to the random oracle is also negligible. Therefore, $B_{i+1,\perp}$, if it exists, is also chosen uniformly at random. By induction, all of the vertices in the tree are chosen uniformly at random.

We will only look at the behavior of the tree for nodes at depth at most $\kappa$, which we set to 128 for security. Recall that a device must be registered for at least $\kappa$ rounds to be eligible for being the leader. If $\mathcal{A}$ is ever able to maintain control of leadership for $\kappa$ rounds, then they can intentionally choose the keys of new nodes such that they will become leaders $\kappa$ rounds later. We will now show that the probability $\mathcal{A}$ is able to maintain control of leaders for $\kappa$ rounds is negligible in $\kappa$.

**Claim 3.** The probability that at the start of round $i$, $\mathcal{A}$ has controlled the leaders since round $i - \kappa$ is less than $i2^{-\kappa}$, when $f \leq 0.2$.

**Proof.** Let us imagine a counter $c$, that begins at 0 and increments every time an honest leader is selected. Let $\text{round}(c)$ be the round that the honest leader count became $c$. We have $\text{round}(0) = 0$. Clearly, also $c \leq \text{round}(c)$, since there can be at most one honest leader per round. If $\mathcal{A}$ could ever maintain permanent control over the leader, leaving the counter at $c$, then we say $\text{round}(c + 1) = \infty$.

Intuitively, each time $c$ increments, $\mathcal{A}$ obtains a new random tree $T_{\text{round}(c)}$, of reachable blocks that have dishonest leaders, rooted at $B_{\text{round}(c),\text{leader}_{\text{round}(c)}}$. $\mathcal{A}$ will be able to maintain leadership as long as they can using this tree. Once they are forced to allow an honest node
into leadership again, $c$ increments and they get a new random tree.

We know that $B_{\text{round}(c)}$ is selected uniformly at random, either because the leader was honest in $\text{round}(c)$, or because $c = 0$ and $B_0$ is selected uniformly at random by some trusted source. Furthermore, all candidate nodes for round $r < \text{round}(c) + \kappa$ will have been selected prior to $A$ learning anything about $B_{\text{round}(c)}$ and therefore, before learning anything about $B_r$.

Let us determine the expected number of children of some node $B_{r,t}$, with $r < \text{round}(c) + \kappa$.

In the case where $A$ does not control the top candidate, then there is no way $A$ can stop the next leader from being honest, so the node has 0 children. The child $B_{r+1,\perp}$ will exist if and only if the top candidate is controlled by $A$. Since $A$ controls a portion $f$ of the population, and the leader is chosen at random, the probability of child $B_{r+1,\perp}$ existing is $f$. Let $j_t$ be the $t^{th}$ top candidate. If the top $t$ candidates are all controlled by $A$, then $B_{r+1,j_t}$ is a child of $B_{r,t}$. The probability of this occurring is at most $f^t$. (These are all clearly not independent events; our analysis will be aware of this fact.)

We now calculate the expected number of nodes in the tree at each round $r$, $E(T, r)$. There is exactly one root, and it is always there, so $E(T, \text{round}(c)) = 1$. For greater depths:

$$E(T, \text{round}(c) + 1) = f + f + f^2 + f^3 + \cdots = f + \frac{f}{1-f}$$

$$= \frac{2f - f^2}{1-f}$$

And in general, for $r \geq 1$:

$$E(T, \text{round}(c) + d) = (f + f + f^2 + f^3 + \cdots) E(T, \text{round}(c) + d - 1)$$

$$E(T, \text{round}(c) + d) = \left(\frac{2f - f^2}{1-f}\right)^d$$

Therefore, the expected number of states reachable by $A$ at round $\text{round}(c) + \kappa$ is $\left(\frac{2f - f^2}{1-f}\right)^\kappa$. 
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For $f \leq 0.2$, $\frac{2f-f^2}{1-f} < \frac{1}{2}$. Then the expected value is at most $2^{-\kappa}$. By Markov’s inequality, that means the probability that there exists some node at this depth is at most $2^{-\kappa}$.

Therefore, the probability that $\text{round}(c+1) \geq \text{round}(c) + \kappa$ is less than $2^{-\kappa}$.

Therefore, for any $c$, the probability, that there exists $0 \leq \tilde{c} < c$ such that $\text{round}(\tilde{c} + 1) \geq \text{round}(\tilde{c}) + \kappa$ is less than $c2^{-\kappa}$. Since $\text{round}(c) \geq c$, for any round $i = \text{round}(c)$ the probability that $\mathcal{A}$ has controlled a leader for at most $\kappa$ rounds is at most $i2^{-\kappa}$.

\[\square\]

Claim 4. If $f \leq 0.2$, the probability that over $m$ rounds the committee ever has at least $t = \frac{2}{5}C$ malicious committee members is upper-bounded by $2mp + \text{negl}(\kappa)$, where $p \leq e^{-fC} \left( \frac{5ef}{2} \right)^{\frac{\kappa}{2}}$

Proof. Let $p$ be the probability that a randomly chosen committee contains more than $t$ malicious members.

First we show that any adversarial behavior by $\mathcal{A}$ can only increase their chance of getting a malicious committee by a constant factor. Formally, for each honest-leader count $c$, with $i = \text{round}(c)$, with a tree $T_i$ of reachable blocks rooted at $B_{i, \text{leader}_i}$, where leader$_i$ is honest, the expected number of reachable blocks that would have a malicious committee is $O(p)$.

From Claim 3, the leader will be randomly chosen for all $i \leq r < i + \kappa$ and the tree, $T$, will be of depth at most $\kappa$, (except with negligible probability, $O(r2^{-\kappa})$). The probabilities of each child existing for a node will therefore be the same as in the proof of Claim 3.

We know that each child has the same probability distribution except that, since we are assuming the depth is at most $\kappa$, each child will have the additional restriction that the maximum depth of its sub-tree must be at most one less than that of its parent.
Let $E(T)$ be the expected number of nodes in this tree. We then have:

$$E(T) \leq 1 + \sum_{\text{child} \in \text{children}} P(\text{child}) E(T)$$

$$E(T) \leq 1 + E(T) \left( f + \sum_{i} f^i \right)$$

$$E(T) \leq 1 + E(T) \left( \frac{2f - f^2}{1 - f} \right)$$

$$E(T) \left( 1 - \frac{2f - f^2}{1 - f} \right) \leq 1$$

$$E(T) \leq \frac{1 - f}{1 - 3f + f^2}$$

For $f \leq 0.2$, $E(T) < 2$.

Since each block in the tree is selected uniformly at random at some point (having never been selected prior to this) the expected number of blocks that would produce a malicious committee is less than $2p$.

Therefore, over $m$ rounds, there will be at most $m$ increments of the honest-leader count, so the expected number of malicious committees in any tree is at most $2mp$. By Markov’s inequality, the probability that there exists any block at any point over $m$ rounds, reachable by $\mathcal{A}$, that would produce a malicious committee is at most $2mp$ (plus some negligible probability).

Now let us calculate $p$.

For a uniform random block, the committee will be a uniformly random subset of the population. Since $C \ll N$, drawing players from $N$ does not significantly change the portion of malicious nodes in the remaining pool. Thus, we can approximate the problem by saying that each player has a probability $f$ of being malicious and that these events are independent. We can therefore use Chernoff bounds to limit the probability that $t$ are
malicious.

We have that the expected number of malicious committee members is \( fC \), where \( C \) is the size of the committee. Let \( X_i \) be a random variable that is 1 if committee member \( i \) is malicious, and 0 otherwise. Let \( X = \sum_{i=1}^{C} X_i \) be the random variable representing the distribution of the number of malicious committee members. Let \( \mu \) as the expected value of \( X \). We know \( \mu = fC \). Let \( t \) be chosen such that if \( \geq t \) members of the committee are malicious, they are able to access the secret key. If we set \( t = \frac{2}{5} C \), Chernoff bounds state that:

\[
p = Pr(X \geq t) \leq \left( \frac{e^{\frac{2}{5} - 1}}{\frac{2}{5} \mu} \right)^{fC}, \text{ which simplifies to }
\]

\[
p \leq e^{-fC} \left( \frac{5ef}{2} \right)^{2C} \frac{2C}{\mu}
\]

The theorem follows directly. Graphs of the probability of too many nodes becoming malicious for different values of \( f \) and \( C \) are shown in Figure 5(a).

Claim 5. If there are fewer than \( t = \frac{2C}{5} \) colluding members of the committee, no entity is able to reconstruct the secret key generated by KeyGen.

Proof. We run SCALE-MAMBA using a Shamir Sharing Scheme. This scheme has the property that for any subset of the parties with a size below a certain threshold, no information about the secret is revealed. We use \( \frac{2C}{5} \) as this threshold. SCALE-MAMBA provides these guarantees on any data identified as secret.

Claim 6. At the end of protocols AGGREGATE and CHECK\_AGGREGATION, if no device has found malicious activity by \( A \), the sum of the ciphertexts published by \( A \) to \( B \)
is correct (with high probability) and no inputs of malicious nodes are dependent on inputs of honest nodes.

**Proof.** We need to show that the Aggregator cannot weaken the differential privacy guarantee by including a user’s input in the summation multiple times (or creating Sybils with inputs related to a target user’s input). Next, we argue that this type of tampering by the Aggregator will be caught with high probability during the devices’ consistency checks.

First, we look at the case where the leaves of $S$ are all correct, i.e., for $1 \leq i \leq N$, $\text{Commit}_i$ appears in Merkle tree $M_C$ and commitment $t_i$ is valid and for $1 \leq i \leq N - 1$ $\pi_i < \pi_{i+1}$.

Assume for the sake of contradiction that it is possible for an honest device’s ciphertext, $c_i$, to influence some other ciphertext other than its own. An adversary would therefore need to produce a $t_j = \text{Hash}(r_j \| c_i \| \pi_j)$ and include $t_i$ in $M_C$ prior to device revealing $c_i$. Since $\pi_i < \pi_{i+1}$ each leaf contains a unique public key, so $\pi_i \neq \pi_j$. But then $A$ would need to produce some $t_j = \text{Hash}(r_j \| c_j \| \pi_j)$, where $c_j$ depends on $c_i$, but without knowledge of $c_i$. In the Random Oracle assumption, since no party would ever have queried $r_j \| c_j \| \pi_j$ to the Oracle before, the result of the function will be indistinguishable from random and therefore will not be computable based on any known value, including $c_i$. Because of this, each device is assured that any other ciphertext that also contains a commitment in the Merkle tree cannot depend on its own ciphertext.

Next we need to show that if $A$ introduces an error into the leaves of $S$, she will be caught with high probability.

Let us examine the probability that a particular $j \in [0, N - 1]$ is not picked by any honest online device to be $v_{\text{init}}$. For any particular honest online device, the probability that $j$ is not picked as $v_{\text{init}}$ is $1 - \frac{1}{N}$.

If any $v_{\text{init}} \in [i - s + 1, i]$ mod $N$ is selected by any honest online node, then $\pi_i < \pi_{i+1}$ will be checked. Similarly, if any $v_{\text{init}} \in [i - s, i]$ mod $N$ is selected by any honest node, then
the other required leaf properties will be checked for leaf $i$ ($\text{Commit}_i$ appears in $M_C$ etc). Therefore, the probability that $\mathcal{A}$ can introduce an error into the leaves without a specific honest online node picking any $v_{\text{init}}$ that would catch it is $1 - \frac{s}{N}$.

Each honest node is online with probability $1 - g$ and there are at least $(1 - f)N$ honest nodes so the probability that $\mathcal{A}$ introduces an error into the leaves and is not caught is

$$\left(1 - \frac{s(1 - g)}{N}\right)^{(1-f)N} \leq e^{-(1-g)(1-f)s}.$$ 

Next, we need to show that if the summation is not computed correctly, (i.e., $\mathcal{A}$ introduces an error into any non-leaf node of $S$), then $\mathcal{A}$ will be caught with high probability.

We will deal separately with the cases where the child ciphertexts are leaves and when they are not.

In the former case, a vertex’s summation will be checked by an honest online device if both of the vertex’s children are in the range $[v_{\text{init}}, v_{\text{init}} + s] \mod N$. This will be true of the $j^{th}$ leaf-parent vertex, if the leaves $2j$ and $2j + 1$ are in $[v_{\text{init}}, v_{\text{init}} + s] \mod N$. This will occur exactly when $v_{\text{init}} \in [2j + 1 - s, 2j]$. For a given online honest device, the probability that this occurs is therefore $1 - \frac{s}{N}$. Again, since devices are online with probability $1 - g$ and there are at least $(1 - f)N$ devices, the probability that $\mathcal{A}$ will not get caught if they introduce an error in the summation of a leaf-parent vertex is $e^{-(1-g)(1-f)s}$.

Finally we look at the probability that $\mathcal{A}$ can introduce an error into a vertex in the summation tree that is at least two generations above the leaves, which we will refer to as grandparents, since they will always be the grandparent of some vertex. There are $\frac{N}{2} - 1$ such vertices. If $s$ is even, then each honest online device will check exactly $\frac{s}{2}$ leaf-parents and therefore will check exactly $\frac{s}{2}$ grandparents. In this case the probability that a specific
grandparent is not checked by a specific honest online device is

\[
\left(1 - \frac{1}{N^2} - 1\right)^\frac{s}{2} \leq \left(1 - \frac{2}{N}\right)^\frac{s}{2} \leq e^{-s}.
\]

If \(s\) is odd, then the number of grandparents a device checks depends on \(v_{max}\). If \(v_{max}\) is even (which occurs with probability \(\frac{1}{2}\)), a given online honest device will check \(\lceil \frac{s}{2} \rceil\) leaf-parents and \(\lfloor \frac{s}{2} \rfloor\) grandparents. If \(v_{max}\) is odd, an honest online device will check \(\lceil \frac{s}{2} \rceil\) leaf-parents and \(\lceil \frac{s}{2} \rceil\) grandparents.

Therefore, the probability that a given grandparent is not checked by a given honest online device is

\[
\frac{1}{2} \left(1 - \frac{1}{N^2} - 1\right)^\left\lfloor \frac{s}{2} \right\rfloor + \frac{1}{2} \left(1 - \frac{1}{N^2} - 1\right)^\left\lceil \frac{s}{2} \right\rceil = \left(1 - \frac{1}{N^2} - 1\right)^\left\lfloor \frac{s}{2} \right\rfloor \left(\frac{1}{2} + \frac{1}{2} \left(1 - \frac{1}{N^2} - 1\right)\right) \leq \left(1 - \frac{2}{N}\right)^\left\lfloor \frac{s}{2} \right\rceil \left(1 - \frac{1}{N}\right) \leq e^{-s}.
\]

So regardless of whether \(s\) is odd or even, the probability that a given grandparent is not checked by a given honest online device is at most \(e^{-s}\). By the same arguments as above, the probability that an incorrectly added grandparent is not checked by any device is at most \(e^{-(1-f)(1-g)s}\).

Therefore, if \(A\) introduces any error into the summation tree, the probability that she will not be caught is at most \(e^{-(1-f)(1-g)s}\). This is negligible in \(s\) and does not depend on \(N\). For instance, if \(f = 0.05\), \(g = 0.05\), \(s = 5\) is sufficient to have a failure probability of roughly 0.01, and \(s = 20\) is sufficient to have a failure probability of less than \(10^{-8}\).
Claim 7. Given a committee with fewer than \( t = \frac{2C}{5} \) malicious committee members, the only information \( \mathcal{A} \) learns (with high probability) in each round is the result of the differentially-private query.

Proof. The Aggregator receives ciphertexts of the inputs from devices. Since the number of malicious committee members is below the threshold, the threshold secret sharing scheme ensures that the Aggregator gains no information about the secret key. Also, the majority-honest committee will have correctly generated an Additively Homomorphic key pair that is semantically secure. Therefore the ciphertexts leak no information about the underlying plaintexts.

Each device also sends the aggregator a range proof, \( z \), but the zero-knowledge property of the range proof ensures that \( z \) leaks no information about the plaintext value, beyond the fact that it is in the required range.

From Claim 6, the input to the committee is computed correctly. The function evaluated is a differentially-private query. The MPC protocol is secure with abort. If the protocol aborts, no information is gained. If it doesn’t, then it computes the function result correctly.

Claim 8. Assuming all committees have fewer than \( \frac{2C}{5} \) malicious committee members, the privacy budget limitation will never be violated.

Proof. By induction, the previous certificate contains a correct value for the remaining privacy budget. For the first certificate this is true because the initial privacy budget is public. For all subsequent certificates, this is true because each committee can calculate the budget expended by the query they facilitated and sign on the next certificate the correct remaining budget. If insufficient budget remains to calculate a query, then the honest committee members will refuse to participate, leaving fewer than \( \frac{2C}{5} \) participating committee members, which is not enough to sign a new secret key for that round.
Combining Claims C.4 and C.8 yields the privacy requirement.

**C.4. Correctness**

We wish to show that the output given to the Aggregator is correct – that is, the correct result of any specific query, with an addition of correctly-specified differentially private noise with parameter $\epsilon$. For this we assume an honest Aggregator. (We feel no obligation to protect a malicious Aggregator.)

As with any other MPC protocol, we cannot prove that the data provided by each device is the truth. We include range proofs to mitigate this problem to prevent rogue devices from entering enormous values to skew the result. But apart from this, by correctness we mean that the protocol outputs the evaluation of the desired function on the inputs the parties provide.

For privacy we had to show that the committee was unlikely to contain $\frac{2C}{5}$ Aggregator-colluding nodes. In this case, we have to show the committee is unlikely to contain $\frac{2C}{5}$ nodes colluding against the Aggregator. The logic follows as before, except the non-colluding nodes have no ability to produce Sybils. Since there is a small portion of such colluding nodes (Assumption 7), the committee maintains an honest majority with high probability. (At least as high as that given for Privacy.) Since the analysis is the same, we omit it here.

If the committee has fewer than $\frac{2C}{5}$ malicious committee members, then the key generation MPC produces a correct keypair that has the additively homomorphic property, or aborts. The Aggregator performs the additions themselves, so is assured that these are correct.

The key reconstruction happens within the MPC. The Shamir secret sharing scheme reconstruction ensures that the key was correctly reconstructed (or if not, the MPC fails for this round). Again, since fewer than $\frac{2}{5}$ of the committee is malicious, the MPC computation for decryption, noising and thresholding is executed correctly (giving a differentially private answer) or aborts.
C.5. Liveness

We show that the Aggregator will continue to be able to perform queries as long as the privacy budget is sufficient. Note that there is a possibility that a query will fail to be performed in a given round if too many of the committee members go offline. However, this event only affects the round in which it occurs, so only delays the Aggregator in performing that query— it does not destroy their ability to perform queries.

First, there will always be a value $B_i$ for every round, because this can always fall back to its default value (namely the hash of the previous block). Hence, there is always a source of randomness to choose a new committee. And finally, any committee that has enough members online will be able to perform key generation and decrypt-noise-threshold protocols.

Now we show the probability of a particular round failing. The probability that any particular committee member goes offline is $g$, but any malicious node (of proportion up to $f$) may also go offline. The maximum number of committee members that can go offline without it preventing the committee from completing its task is $C/5$. We assume these events are independent of each other. By Chernoff bounds, the probability of a committee having over $C/5$ offline devices is at most

\[e^{-(f+g)C} \left(5e(f + g)\right)^{C/5}\]

Union bounding over $m$ rounds gives that the probability of this occurring at all over $m$ rounds to be

\[me^{-(f+g)C} \left(5e(f + g)\right)^{C/5}\]

Example values of this are shown in Figure 5(b).
C.6. Indemnification

We want that the Aggregator cannot be shown to be cheating erroneously. Devices only publish to the reporting framework for two reasons. The first is to request the Aggregator to send a message. In this case the Aggregator can send the message in public, protecting themselves from any accusations. The second reason is to publish any inconsistent claims that the Aggregator has made. If the Aggregator always makes consistent claims, this will never happen. Thus, the Aggregator can only be proven to have cheated if it did in fact cheat.
APPENDIX D : Fuzz for Orchard

Orchard uses the Fuzz functional programming language designed for differential privacy for constructing queries, and applies additional query transformation steps to produce executable code on its MPC framework.

D.1. Basic syntax

Fuzz is a higher-order functional programming language, with additional primitives to compute over private datasets known as “bags”, and probabilistic commands that takes a private value, adds noise to it and releases the noised value as public value.

The two most fundamental bag operations are `bmap` (bag map), and `bsum` (bag sum). The operation `bmap` takes a function \( f \) that transforms each individual element in a bag, and produces a new bag whose values are the outputs of \( f \) applied to each value in the original bag. The operation `bsum` computes the sum of a bag of numbers, after clipping each number in the bag into some range \([-r, r]\). The clipping is necessary to ensure the differential privacy property.

With `bmap` and `bsum`, we can already perform many useful computations over bags. The function `kmeans_iter` counts the number of points in a bag by mapping all points in a bag to the value 1, and sums up this with a clip range of \([-1, 1]\).

Another useful bag operation implemented in terms of `bmap` is `bfilter` (bag filter). This operation takes a boolean predicate \( f \) over values inside a bag, and only keeps elements on which \( f \) evaluates to True. This is implemented through the following Fuzz code by mapping bag values \( v \) into optional values `Just v` or `Nothing` based on whether \( f \ v \) is True or False:

```
filter_fun f v =
  if f v then Just v else Nothing
bfilter f bag =
  bmap (filter_fun f) bag
```
A final bag operation supplied by Fuzz is bpartition (bag partition). The operator bpartition takes a known constant that specifies the number of partitions we are creating, a function that maps each bag value into an integer partition index, and the bag to be partitioned. Bag partition then returns a list of sub-bags, and the \( i \)th sub-bag in the list contains all bag values whose partition index evaluates to \( i \). Readers may wonder why bpartition requires a known constant parameter for the partition count, since bpartition can already infer the partition count from the partition index values. This arrangement is required to keep the number of partitions constant, so that the partition count cannot depend on the bag element values, otherwise bag partition may leak private information about the bag values [208].

In addition to bag operations, Fuzz provides probabilistic commands that act as release mechanisms for private values. In this work, we use the Laplace mechanism lap for releasing numerical values, and the exponential mechanism em for releasing categorical values.

The function lap takes a noise width \( w \), and a center \( c \). The value lap \( c \) \( w \) represents a Laplace distribution centered at \( c \) width \( w \), and this distribution can then be sampled from to release a public value from the private center \( c \). The exponential mechanism em takes a list of private scores with length \( n \), and produces a distribution over the integers \([0, n)\). The \( i \)th scores supplied to em indicates “preference” or “quality” of the choice \( i \), and the exponential mechanism will select the choice \( i \) that approximately maximizes the score, while providing differential privacy protection of the score values.

**D.2. Type System**

The term-level syntax and runtime characteristics of Fuzz is an ordinary higher-order functional programming language, with 4 primitive bag operators (bmap, bsum, bfilter, and bpartition). However, Fuzz has a unique type system that keeps track of function sensitivity and privacy cost of programs.

Values in Fuzz are endowed with a distance metric \( d(\cdot, \cdot) \). A Fuzz function \( f \) with function sensitivity \( s \) means if the inputs \( x_1 \) and \( x_2 \) satisfy \( d(x_1, x_2) \leq 1 \), then \( d(f(x_1), f(x_2)) \leq s \).
Sensitivity analysis is a key ingredient for determining the privacy cost of a program \[106\]. By statically determining sensitivities of expressions supplied to release mechanisms (lap and em), Fuzz’s type system can calculate the privacy cost of running the program in many cases. A notable exception is that Fuzz forbids usage of release mechanisms in unbounded loops. This is because the type system cannot statically determine the number of iterations for such loops, and thus cannot compute the total privacy cost for such loops if they contained release mechanisms.
E.1. Path Setup

Want to show that:

1. If the adversary modifies any message or creates its own, this will be detected and trigger a restart of the protocol.

2. Any message drop is detected and triggers a restart of the protocol before any info is leaked to the adversary beyond what can be observed from passive analysis.

3. If there is no message dropped or tampered with through the run of the protocol, then nothing is leaked to the adversary beyond what can be observed from passive analysis.

Together this shows that the protocol leaks no information outside of passive analysis, which we analyze separately in Section 6.5.

Assumptions:

1. AE gives integrity, PEnc and SEnc give confidentiality.

2. A bulletin board can be used to complain about any missed message or violation.

Proof: Claim 1 follows from the properties of AE and PEnc. Next we prove claim 2: If the first message is dropped, this will be detected and reported to the bulletin board. This is because of the C-round MHT and inclusion proof. If a proof is not sent, all honest devices will see the bulletin board complaint and refuse to proceed, restarting the protocol with newly random paths. Note that the detection of this drop may happen after the second hop messages are deposited – this would leak information about the hop if no new paths were selected, but as long as this second hop is not the final hop (triggering a destination key lookup), it leaks no information about the actual edge from source to destination. The
protocol restart means that a new (random) path will be constructed, so the existence of a path from $h_1$ to $h_2$ leaks nothing about the topology.

By an induction-like argument, this mechanism will function in the same way for all subsequent intermediate hops (excluding the penultimate hop, which we analyze separately). Up to this point in the protocol, there must have been no previous message drops (or else the protocol would have restarted), and so only honest messages are sent - thus the only leaked information comes from passive analysis. If a message is dropped in this step, then it will be detected and the protocol will restart before the next complete lookup, leaking no additional information. If the source does not receive an ACK from the forwarding device in the relevant round, it will trigger a restart before keys of any destination node are retrieved. This means that no honest devices in this step will continue with the protocol, and so no information about destinations is revealed.

Once $h_k$ receives the request to retrieve the destination’s public key, if this hop is malicious, it knows that it’s supposed to get the destination’s key. So, to avoid malicious nodes from learning the edge between the source and the destination by dropping a message sent from $h_k$ (or $h_k$ itself not sending anything back to the source), after this round, every honest hop checks that the number of messages in their mailbox matches the number of messages they’re supposed to receive (and they know this number exactly after this round). In the last step, a message drop simply means that $h_1$ dropped the message containing the destination’s key instead of forwarding it to the source. This leaks no information, but means that the path setup is incomplete - this will also trigger a restart, as before. Therefore, in no step during the protocol is any additional information leaked about the existence of an edge from source to destination.

Claim 3 follows by construction of the protocol. If all messages reach their desired destination, then each round will have an identical number of messages in overall traffic. The cryptographic properties of AE mean that all messages look indistinguishable from random, and so the only information that is leaked relies on malicious hops intersecting their infor-
mation with the global view of the aggregator, and reducing the anonymity sets. This is all passive information. Therefore, our anonymity analysis in Section 6 holds.

All claims hold, so path setup leaks no information beyond that gleaned from the analysis in Section 6.5.

**E.2. Forwarding**

**Assumptions:**

1. Every pair of honest nodes (e.g., source and \( h_1 \), or \( h_1 \) and \( h_2 \)) can detect a message drop. This is due to the MHT check.

2. AE gives integrity, PEnc and SEnc give confidentiality.

3. There is at least one honest node in a chain.

4. all the paths were established properly, and path establishment leaked no information to the adversary (beyond what can be inferred from passive analysis).

Given these assumptions, we want to show that there is no way for the adversary to modify/drop a message, and change the observable behavior.

**Proof:** We go through the protocol in order. In the first step, the devices onion-encrypt their messages and deposit them in the mailboxes of their first hops. The outer layer of encryption is using PEnc with the first hop’s public key. If they drop any of the first message deposits, this is detected (assumption 1). The path ids are random, assuming that path setup is secure (assumption 4). This first message can be modified by the adversary, but the destination will always eventually detect this modification due to AE (assumption 2).

In each subsequent C-round, we examine the behavior of each forwarding device. Call this \( h_i \). \( h_i \) downloads the messages from their mailbox, checks to make sure the aggregator or the previous hop did not drop any messages using assumption 1, removes one encryption layer if possible, and mixes them. If a message has been dropped or \( h_i \) is unable to remove
an encryption layer (meaning that the message has been tampered with), it sends a dummy message encrypted with the public key of the next hop \((h_{i+1})\). It always knows the path because of the security of the path setup.

They upload either the original message, or an encrypted dummy message (along with the path id) to the mailbox of \(h_{i+1}\). Because of the cryptographic properties of our encryption scheme, \(h_{i+1}\) can’t distinguish between the cases when \(h_i\) sent a dummy message and when \(h_i\) forwarded the actual message sent from the source. Although any of these intermediate messages can be modified, the destination will always eventually detect this modification due to AE (assumption 2).

This process continues until messages reach the final destination or until all messages have been dropped. The invariant that we guarantee is that at any step, the only valid messages that any intermediate forwarding device holds are either the original messages (with varying levels of encryption stripped off), or dummy messages encrypted with the correct path, and that the total amount of messages sent by any honest device will be constant. This is true at the start of the protocol because we assume the source is honest - otherwise we don’t care about protecting their privacy. Each honest forwarding step maintains this invariant since messages are either passed on or replaced with dummy messages. In the very last step, messages may be dropped without replacement by dummy messages, but this does not violate the invariant.

If, by the end of the chain, there is a nonzero number of messages that have not been dropped or tampered with, the destination will be able to decrypt the original message (this is guaranteed by assumption 3 that we have a complete honest chain). Even if this is not the case, assumption 3 guarantees that no information is revealed about the existence of an edge from the source to the destination. This follows from our invariant and because all messages are indistinguishable from random. Since each device will receive a constant number of (seemingly random) messages from any honest device, no malicious forwarding device can learn anything, outside of the identities of the hops it receives and sends messages
to, respectively (and, if there was a chain of consecutive malicious nodes, that entire chain of hops). If there was a complete malicious chain, this knowledge would be enough to completely reconstruct the edge. However, the existence of even one honest forwarding device breaks this chain. Since path selection is random, knowing that a message passes through a given node leaks no additional information about the existence of an edge to either the source or the destination.
APPENDIX F : Arboretum Security

F.0.1 Exponential Mechanism Truncation Protocol

Definition 1 (Truncated Mechanism). Given an exponential mechanism satisfying $(\epsilon_0, 0)$-DP, denote $P(o)$ as its probability mass over data item $o$. Let $0 < L < 1$ be some cutoff such that there exists at least one item with $P(o) \geq L$, and let $P_L$ be the sum of $P(o)$ where $P(o) < L$. Then a Truncated Mechanism returns item $o$ with probability:

$$P^*(o) := \begin{cases} 
\frac{P(o)}{1-P_L}, & \text{if } P(o) \geq L \\
0, & \text{otherwise}
\end{cases}$$

Lemma 9. We can cap the maximum difference in output probability between the original and truncated mechanism for any possible set of outputs, by the cutoff value $L$ multiplied by the number of categories $k$. That is, no output from the truncated mechanism can differ too much. from the original. More precisely, given $O$ as the set of all possible outputs, $\forall \sigma \subseteq O, |P(\sigma) - P^*(\sigma)| \leq k \cdot L$

Proof. First denote

$$\sigma^+ := \{\forall o \in \sigma | P(o) \geq L\}$$

$$\sigma^- := \{\forall o \in \sigma | P(o) < L\}$$

We claim $\forall \sigma \subseteq O, |P(\sigma) - P^*(\sigma)| \leq P_L$. To show this, we expand:

$$|P(\sigma) - P^*(\sigma)| = |(P(\sigma^+) - P^*(\sigma^+)) + (P(\sigma^-) - P^*(\sigma^-))|$$

Notice:

$$P(\sigma^+) - P^*(\sigma^+) \leq 0$$
\[ P(\sigma^-) - P^*(\sigma^-) \geq 0 \]

Therefore, by the property of absolute value, we have:

\[ |P(\sigma) - P^*(\sigma)| \leq \max(|P(\sigma^+) - P^*(\sigma^+)|, |P(\sigma^-) - P^*(\sigma^-)|) \]

Since we are guaranteed the following two properties,

\[ |P(\sigma^+) - P^*(\sigma^+)| \leq |P(O^+) - P^*(O^+)| = P_L \]
\[ |P(\sigma^-) - P^*(\sigma^-)| \leq |P(O^-) - P^*(O^-)| = P_L \]

Taking max () on both inequalities, we have:

\[ \max(|P(\sigma^+) - P^*(\sigma^+)|, |P(\sigma^-) - P^*(\sigma^-)|) \leq P_L \]

Hence,

\[ |P(\sigma) - P^*(\sigma)| \leq \max(|P(\sigma^+) - P^*(\sigma^+)|, |P(\sigma^-) - P^*(\sigma^-)|) \leq P_L \]

Further,

\[ P_L \leq \sum_{\delta | P(\delta) < L} C \leq \sum_{\delta | \delta \in O} L = k \cdot L \]

Therefore,

\[ |P(\sigma) - P^*(\sigma)| \leq k \cdot L \]
**Theorem:** Truncated Mechanism satisfies \((\epsilon_0, \delta)\)-DP for \(\delta = (e^{\epsilon_0} + 1) \cdot k \cdot L\), where \(k\) is the number of items in total.

**Proof.** Let the exponential mechanism for any two neighboring datasets \(X, X'\) have probability mass \(P\) and \(Q\) respectively. The weight of their cutoff regions are \(P_L\) and \(Q_L\) respectively, and their corresponding truncated mechanisms have probability distribution \(P^*, Q^*\).

Because the original exponential mechanism is \((\epsilon_0, 0)\)-DP, by definition we have \(\forall \sigma \subseteq O, P(\sigma) \leq e^{\epsilon_0} Q(\sigma)\). According to Lemma A.1., we have:

\[
P^*(\sigma) - k \cdot L \leq P(\sigma) \leq e^{\epsilon_0} \cdot Q(\sigma) \leq e^{\epsilon_0} \cdot (Q^*(\sigma) + k \cdot L)
\]

Rearranging the above inequality, we see that:

\[
P^*(\sigma) \leq e^{\epsilon_0} \cdot Q^*(\sigma) + (e^{\epsilon_0} + 1) \cdot k \cdot L
\]

Therefore, as claimed, Truncated Mechanism is \((\epsilon_0, \delta)\) DP with \(\delta = (e^{\epsilon_0} + 1) \cdot k \cdot L\)

\[\square\]
F.1. Median Algorithm Modification

We present both algorithms, the original and modified versions, and show their equivalence with respect to differential privacy. The key algorithmic difference comes in the number of iterations – while Alg. 1 iterates over all data points (of which, in our setting, can be on the order of a billion) to compute quality scores, Alg. 2 performs the same operations by iterating over all categories (for our benchmarks, we used $2^{15} = 32,768$ of these). This improves the algorithm’s performance under secure computation, eliminating unnecessary operations on data points falling into the same categories. Alg. 2 is also a more natural fit for categorical data, as opposed to Alg. 1, which treats data points as singular values instead of one-hot encoded vectors.

**Algorithm 1** The original (unmodified) algorithm 1 for differentially private median computation [12]

- **Data** $z$, Privacy Params $\epsilon$, Input $n, r_l, r_u$
- Sort $z$ in increasing order
- Clip $z$ to range $[r_l, r_u]$
- Insert $r_l$ and $r_u$ into $z$ and set $n = n + 2$
- Set $\text{maxNoisyScore} = -\infty$
- Set $\text{argMaxNoisyScore} = -1$
- for $i \in [1, n)$ do
  - $\logIntervalLength = \log z[i] - z[i - 1]$
  - $\text{distFromMedian} = \ceil{|i - \frac{n}{2}|}$
  - $\text{score} = \logIntervalLength - \frac{\epsilon}{2} \cdot \text{distFromMedian}$
  - $N \sim \text{Gumbel}(0, 1)$
  - $\text{noisyScore} = \text{score} + N$
  - if $\text{noisyScore} > \text{maxNoisyScore}$ then
    - $\text{maxNoisyScore} \leftarrow \text{noisyScore}$
    - $\text{argMaxNoisyScore} \leftarrow i$
  - $\text{left} = z[\text{argMaxNoisyScore} - 1]$
  - $\text{right} = z[\text{argMaxNoisyScore}]$
  - $\tilde{m} \sim \text{Unif} [\text{left}, \text{right}]$
  - return $\tilde{m}$

**Sketch of Equivalence:** We want to show that the pre-noised scores in our modified algorithm (Alg. 2) are equivalent to the pre-noised scores in the original algorithm (Alg. 1). Both algorithms can be theoretically implemented in Arboretum, but a relatively simple argument allows us to make the performance feasible at large scales by eliminating unnecessary
**Algorithm 2** Our modified algorithm for median computation over one-hot encoded categorical data

Data $z$, Privacy Params $\epsilon$, Input $n, r_l, r_u, C$

Each element of $z$ is an array of size $C$, already sorted by increasing order of category
Clip $z$ to range $[r_l, r_u]$
Insert $r_l$ and $r_u$ into $z$ and set $n = n + 2$

$sums = [0, \ldots, 0]$ // $C$ categories

for $d \in [0, n)$ do
    $sums = sums + z[d]$
    $nonZeroCategories = []$
    $cumulativeSums = []$
    for $k \in [0, C)$ do
        if $sums[k] != 0$ then
            $nonZeroCategories.append(sums[k])$
            $cumulativeSums.append(cumulativeSums[k - 1] + sums[k])$
        scores = []
    for $k \in [1, C]$ do
        $score = \log(nonZeroCategories[k] - nonZeroCategories[k - 1])$
        $distFromMedian = \lceil |cumulativeSums[k - 1] - n/2 + 1| \rceil$
        $score = score - \epsilon/2 \cdot distFromMedian$
        scores.append(score)
    for $k \in [0, length(scores))$ do
        $N \sim \text{Gumbel}(0, 1)$
        $scores[k] = scores[k] + N$
        $idx = \text{argmax}(scores)$
        $left = nonZeroCategories[idx] - 1$
        $right = nonZeroCategories[idx]$
        $\tilde{m} \sim \text{Unif}[left, right]$
        return $\tilde{m}$

operations.

To prove equivalence, we show that a) each non-zero score generated by 1 is also generated by 2, and b) no additional scores are generated by 2.

We go through all possible non-zero scores generated by 1. First, we notice that for any two consecutive equivalent user values ($z[i] = z[i - 1]$ in the sorted vector $z$), the corresponding $logIntervalLength = -\infty$. As a result, the noisy max will not be affected by
this logIntervalLength, and so this corresponding score is zero. This implies that the only
logIntervalLength values which affect the final scores are those where \( z[i]! = z[i - 1] \). For
each unique value with a non-zero score processed by algorithm 1, we proceed in ascending
order. Algorithm 2 contains these same unique values, also sorted in ascending order be-
cause of its one-hot encoding approach. For each \( i \) in algorithm 1, we use cumulative sums
in algorithm 2 to compute the relevant index \( i \), and use the mapping from ciphertext bins to
compute \( z[i] \). The resulting computation of the score (before noising), is identical, since it
relies on the same distFromMedian and logIntervalLength. Therefore, each non-zero score
generated by 1 is also generated by 2. The only scores we generate in algorithm 2 are those
represented by consecutive pairs of non-equal values that are present in the user dataset.
All of these scores are also generated by algorithm 1, since algorithm 1 simply generates a
score for every user data point, without skipping any element. Therefore, there can be no
score generated by 2 that is not also generated by 1.

Because the pre-noised scores in 2 are equivalent to the pre-noised scores in 1, and we use
the same randomized mechanism to introduce noise to these scores, we can conclude that
the distribution of these two randomized algorithms are identical. Thus, in particular they
have the same differential privacy properties, so any DP guarantees held by 1 are also held
by 2.

F.2. Secrecy of the Sample Mechanism

Our secrecy of the sample mechanism has two desired goals:

- **Secrecy**: No participant within or outside of the system can infer which participants’
data was included or excluded from the sample.

- **Sampling Accuracy**: We (on expectation) sample roughly a proportion \( \phi \) of all
users who participate in the data collection process.

**Secrecy**: Our security sketch is as follows: for security, the number of bins in all ciphertexts
will always be a power of two. The largest parameters we evaluated result in ciphertexts
with 32,768 total bins. Our protocol thus allows for any proportion of the form \( \phi = \frac{x}{32768} \) to be sampled, where \( x \) is any integer \( \in [1, 32768] \) (In fact, we can also extend this protocol, using multiple ciphertexts to allow additional denominators, but for now we consider just one). Let’s consider such arbitrary \( x \). Our analysis will similarly hold for any number of bins \( 2^m \), \( m \leq 15 \), but simply allows for a smaller range of proportions \( \phi \) to be expressed.

The initial step requires uniformly sampling a value \( j \) from the range \([1, 32768]\) inside of a secure MPC by one designated committee. Security of this operation reduces to the security of our MP-SPDZ MPC implementation - much like in generating random Laplace noise for differential privacy purposes, we guarantee that no individual party can influence the result of this random selection. This random selection \( j \) will be secret-shared between parties, with the property that no individual learns anything about \( j \), and a majority of parties needs to re-combine their shares for \( j \)'s recovery.

The next step requires devices to uniformly sample an index \( i \), and place their encrypted local input in the \( i \)-th bin. Our ZK proofs ensure the validity of this one-hot encoding, by forcing devices to prove (with zero knowledge about their underlying inputs) that only one bin contains a non-zero value. Devices with incorrect proofs will be excluded from the computation. Of course, some small percentage (up to 5%) of devices may submit correctly formatted ciphertexts, but place their values in the wrong bins - we have no way of enforcing this in our protocol, but this does not affect secrecy of sample of the honest devices (nor, in fact, the malicious devices). The resulting ciphertexts will all look indistinguishable from random – specifically, for any pair \( a, b \in [1, 32768], a \neq b \), if a device places their values in bin \( a \) or bin \( b \), an adversary will have a negligible statistical advantage in distinguishing between the two scenarios, as a result of security of our HE schemes. This gives us secrecy of bin placement for all individuals.

Finally, we proceed to securely aggregate all device ciphertexts. There are two approaches for aggregation - either the original sampling committee recovers \( j \), or they use the VSR protocol \([T36]\) to redistribute their shares to a subsequent committee. In the latter case,
secrecy of these shares rests on the security of the VSR protocol, and we linearly compose the probabilities of failure of the committees (in Arboretum, we cap the number of committees’ participation to ensure that no committee fails in the entirety of the system run with probability $10^{-9}$).

For either scenario, the committee, inside of a secure MPC, receives one aggregate ciphertext, encoding the sums of all individual’s ciphertexts. This ciphertext is a public input into the MPC. The MPC circuit then does the following: it first decrypts each bin of the ciphertext, and then linearly runs through all bins, performing a secure comparison to determine whether each index is in the range $[j, j + x]$ (modulo 32768). It adds up the bins for all such elements, including 0’s for all elements falling outside of the range. The final sum is noised for differential privacy, and then committee members combine their secret shares so the noised sum can become public and released to the aggregator. Through this process, no member of the committee sees any of the data in the clear, so our security rests on that of the MPC.

The final result received by the aggregator is certified as differentially private, and contains no identifying information about the sampled parties, outside of any inference that the aggregator can attempt to guess from the output about the underlying data distribution. We note that this sort of inference, on an individual sampling level, is explicitly protected by differential privacy. Therefore, we guarantee that our secrecy of the sample protocol introduces no additional information about which users are sampled, outside of inferences that may already be possible in the given data distribution.

**Sampling Accuracy:** In Arboretum, we set the malicious device fraction $f$ as a small percentage between 1% and 5%, and we use a ciphertext size of $2^{15}$.

We provide the following guarantee: on expectation, given a desired sampling fraction $\phi$, and under the presence of up to a fraction of $f$ malicious devices, the proportion of sampled
users (out of devices that submit data) will be \textit{at most}

\[ \phi + \phi \cdot f, \]

\textit{regardless} of the malicious strategy of these devices.

We also guarantee that in the \textit{worst case}, the proportion of devices sampled will be $\phi + f$, including all malicious devices. However, we guarantee that this happens with at most probability $\phi$. We notice that the effect of this potential skew scales with $\phi$ – if we set, say, $\phi = 0.5$, then a small skew of malicious devices is more likely, but has less effect on the overall fraction (we are guaranteed a sampling proportion of at most 0.525.) If we set $\phi = 0.01$, then a small skew may have a larger effect, but will only happen with maximum probability 0.01.

Notice that we do not consider sampling \textit{less} than $\phi$ devices in the presence of malicious users – this is possible, but is actually likely a more desirable outcome, because the sampled dataset may now include fewer inaccurate or misleading results. We focus on proving this upper bound on expectation.

\textbf{Proof:} In the presence of no malicious devices, the properties of uniformly random sampling guarantee that, regardless of our choice $\phi = \frac{x}{b}$, the expectation of the number of devices that will place themselves in each bin is exactly $\frac{1}{b}$. This means that, in an interval of $x$ determined by the committee, we will sample $x \cdot \frac{1}{b}$ devices, giving us an expected fraction of $\frac{x}{b} = \phi$ devices sampled.

However, in the presence of $f \cdot D$ malicious devices, where $D$ is the total number of participating devices, we note that these devices can, in the worst case, place themselves in any arbitrary bin. First we handle the worst case - when malicious devices can somehow guess the correct interval, and collude to place all of themselves in that bin. Because the interval is randomly selected and hidden from all devices, and is exactly a $\phi$-proportion of the $2^m$ bins, this result (giving a total proportion of at most $\phi + f$) can happen with at
most probability \( \phi \), as claimed above.

When calculating the expected value, we first consider this strategy of collusion to place all malicious devices in one bin or set of bins, to maximize the set of malicious devices sampled. This means that the true proportion \( P \) of devices sampled under this malicious strategy will be \( \phi + f \) with probability \( \phi \), and \( \leq \phi \) with probability \( 1 - \phi \). Hence, we see that:

\[
E[P] \leq (\phi + f) \cdot \phi + \phi(1 - \phi) = \phi^2 + f \cdot \phi + \phi - \phi^2 = \phi + \phi \cdot f,
\]
as claimed.

Notice that all other malicious strategies result in an expectation less than or equal to one shown above, because no single device can have a strategy that places it in the correct bin with probability more than \( \phi \). Therefore, as claimed above, the proportion of sampled users will on expectation be at most

\[
\phi + \phi \cdot f.
\]

F.3. Security analysis

As described in Section 7.1, Arboretum has four goals: accuracy, integrity, privacy, and efficiency. Arboretum is accurate because (unlike, say, LDP [113]), it does not add any extra perturbation beyond the minimum that is required for differential privacy in the central model. Integrity is a result of our two verification protocols – ZK proofs for malicious participants, and MHT verification for a malicious aggregator. The ZK proofs guarantee that malicious participants cannot corrupt the results by submitting malformed inputs – say, by pretending that their user is 1,000 years old. Of course they can skew the results by providing well-formed but incorrect inputs, but the effect should be roughly proportional to the fraction of users that are malicious, which we have assumed to be small (Section 7.1).

Privacy in Arboretum boils down to two components: output privacy and individual input privacy. For output privacy, by only releasing the final result of any query once it has
been securely perturbed by a committee, we guarantee $((\epsilon, \delta)$)-differential privacy, provided that we have no MPC failure (the analysis is analogous to that in Appendix C) and that our cryptographic assumptions hold (see Section 7.4). For individual input privacy, we guarantee, based on the computational hardness of the RLWE problem, that no individual’s input can be revealed to any other participant within or outside of the system (including other participants, committee member, or the central aggregator). This guarantee comes as a result of input data never leaving any individual device unless it has been encrypted under one of our HE schemes, and never being released in the clear unless it has been aggregated and appropriately noised.

With the exception of our new secrecy of the sample mechanism (F.2), we note that all of our security mechanisms in Arboretum have been adapted from prior work, and that the original security proofs continue to apply. Our sortition mechanism has been proved bias-resistant in [128] and used securely in Honeycrisp. The latter also contains proofs of security for our MHT inclusion proofs. Security of of our VSR protocol to distribute shares between committees is discussed in Chapter 6.

The only additional security implication for Arboretum is that it has the ability to potentially use many committees for a single round. However, this simply increases the probability of failure linearly in the number of total committees per query. We note that to keep the probability of failure extremely low, Arboretum generates a new keypair after each query. As it stands, a query plan generated by Arboretum could use, say, 1000 committees in a single query and have a probability of failure smaller than $2 \cdot 10^{-9}$. Therefore, we refresh the keypair, guaranteeing privacy for all previous queries by retiring the previous secret keys that their security relies on.

**F.4. Accuracy of the cost model**

The costs of running queries (Section 6.3) are predictions by Arboretum, using our cost model from Section 7.2.7 so their accuracy depends on the accuracy of the model. To quantify this accuracy, we picked 15 query plans – the ten best ones chosen by Arboretum
for our queries, and 5 random plans that were not chosen – and measured the cost of executing unique vignette types from these plans on actual reference hardware (that is, the hardware we used to derive the cost model). We then compared the per-vignette bandwidth and computation costs to the actual costs. For the set of 26 unique vignettes, Arboretum’s estimates were within 5% of the actual bandwidth for half of the vignettes, and within 25% of the actual bandwidth for all except one vignette. Computation cost estimates were within 10% of the actual compute time for half of the vignettes, and within 33% of the actual compute time for all except 3 of the vignettes.

Our cost model was based on benchmarking individual MPC building blocks with committees of size 40, but since Arboretum updates the committee size based on the total number of committees while evaluating a given plan, the bandwidth and timing costs have some skew when the committee size is updated. The compute costs for the MPC vignettes have more variance because, unlike bandwidth costs, the compute costs don’t scale linearly with the size of the committee in MP-SPDZ. For the 4 outliers (1 for bandwidth and 3 for compute cost estimates), the estimates were roughly twice the actual costs. This was due to the fact that since Arboretum does not account for all possible MPC optimizations, it overestimates the costs of some vignettes.
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