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ABSTRACT

A REAL ANALYTIC APPROACH TO ESTIMATING OSCILLATORY INTEGRALS

Maxim Gilula
Philip T. Gressman

We develop an asymptotic expansion for oscillatory integrals with real analytic phases. We assume the phases satisfy a nondegeneracy condition originally considered by Varchenko, which is related to the Newton polyhedron. Analogous estimates for smooth and $C^k$ phases are also proved. With algebraic techniques such as resolution of singularities, Varchenko was the first to obtain sharp estimates for oscillatory integrals with nondegenerate analytic phases, assuming the Newton distance of the phase is greater than 1. This condition has also been frequently used in modern literature; for example, Greenblatt and later Kamimoto-Nose obtained more general results by also using resolution of singularities. Using only real analytic methods that are very much in the spirit of van der Corput, we develop a full asymptotic expansion for analytic phases satisfying Varchenko’s condition, and an asymptotic expansion with finitely many terms for $C^k$ phases under the additional assumption that the Newton polyhedron intersects each coordinate axis. We demonstrate how the exponents in the asymptotic expansion of these integrals can be obtained completely geometrically via the Newton polyhedron. Important techniques include: dyadic decomposition;
proving and then using a lower bound similar to that of Lojaciewicz for analytic functions, together with the method of stationary phase to integrate by parts; linear programming to get sharpest estimates (matching Varchenko’s); and finally, repeated differentiation of the integral with respect to the oscillatory parameter in order to obtain higher order terms of the expansion.
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Chapter 1

Introduction

The main goal of this thesis is to use real analytic methods to develop an asymptotic expansion for scalar oscillatory integrals with analytic, smooth, and $C^k$ phases. Namely, integrals of the form

$$I(\lambda) = \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx$$  \hspace{1cm} (1.0.1)

are studied, where $\phi : \mathbb{R}^d \to \mathbb{R}$ is called the phase, and the amplitude $\psi$ is supported close to the origin and enjoys the same smoothness as $\phi$. The nondegeneracy conditions we assume on the phase vary depending on its smoothness. It has been known since at least the 1970’s that, as $\lambda \to \infty$, the integral $I(\lambda)$ admits an asymptotic
expansion of the form

\[
I(\lambda) \sim \sum_p \sum_{r=0}^{d-1} a_{p,r}(\psi) \lambda^{-p} \log^{d-1-r}(\lambda),
\]

where \(p\) runs through finitely many arithmetic progressions, independent of \(\psi\), constructed from positive rational numbers. One can find this, for example, in Malgrange \[15\]; a more modern proof can be found in Greenblatt \[5\]. To deal with the integrals under consideration, many authors use the Newton polyhedron of the phase as an important tool. The Newton polyhedron contains information about the growth of polynomials. If the Newton polyhedron of the phase or the amplitude intersects each coordinate axis, Kamimoto-Nose found a set containing the exponents \(p\) for \(C^\infty\) functions, as well as for analytic functions with no additional condition on the Newton polyhedron (see \[9, Theorem 11.1\]). The methods of Kamimoto-Nose were mainly algebraic and complex analytic, as they made use of techniques related to toric resolution and computed poles of integrals reminiscent of \[15\]. Most proofs in the literature making use of the Newton polyhedron to prove sharp estimates for \(I(\lambda)\) involve the use of resolution of singularities, e.g., \[9, 4, 18\]. Unfortunately, resolution of singularities is very difficult in high dimensions, and is problematic for analysts who wish to not change the coordinates. Vasiliev avoided resolution of singularities by instead using techniques from complex algebraic geometry in \[19\] to obtain asymptotic behavior for \(C^\infty\) phases having an absolute minimum. Our proof is completely real analytic and with it we are able to develop an expansion for nondegenerate \(C^k\)
functions assuming the Newton polyhedron intersects each coordinate axis, as well as an analogous result for real analytic functions only satisfying nondegeneracy.\footnote{The method of proof also works for phases that can be expressed as a Taylor series with remainder, replacing all exponents \( \alpha \in \mathbb{N}^d \) with exponents \( \alpha \in \mathbb{N}^d/k = \{ n/m : n \in \mathbb{N} \} \).} The use of real analytic methods allows us, in particular, to have no change of the original coordinate system for any of our results. Real analytic methods allow for more analysts to use Varchenko’s result without being forced to use it as a “black box” because of the algebraic techniques used. The best feature of the proof may be that it is very close in spirit to modern proofs of van der Corput’s lemma. We make use of the method of stationary phase to obtain estimates for integrals away from singularities, then optimize the exponent of \( \lambda \) just like in modern proofs of van der Corput’s lemma for \( C^k \) functions of one variable. However, we are unable to prove the sharpness of the estimate without considering explicit examples of phases (also analogous to van der Corput). For this reason, we simply cite the sharpness by Varchenko’s result. The exponents \( p \) as well as the exponents \( d - 1 - r \) of the log term in (1.0.2) we obtain are easy to visualize geometrically and we provide examples after the statement of Theorem 2. We believe that the methods in this thesis are more robust than previous methods, and are particularly well-suited for a very important yet difficult question in this subject that has very little progress in the literature: the stability of estimates of \( I(\lambda) \) under perturbations of the phase. More will be discussed about this in the last chapter.

The next chapter begins by introducing some notation that is used throughout the
some of it is not conventional, but is very useful for the computations we want to perform, e.g., for $x, y \in \mathbb{R}^d$ we define $xy = (x_1y_1, \ldots, x_dy_d)$. This notation, along with a parametrization of $(0, 1)$ by supporting hyperplanes introduced later on, will help us understand exactly why the Newton polyhedron should be considered for $x$ close enough to the origin. Once most of the notation and preliminary discussions are complete, we move on to the main results. The main results consist of two lemmas and two theorems, with Theorem \(2\) as the main attraction.

Chapter 3 introduces the Newton polyhedron $N(\phi)$ for $C^k$ functions $\phi : \mathbb{R}^d \to \mathbb{R}$ and introduces a parametrization of supporting hyperplanes that is used throughout the text. If $\phi$ is not real analytic, we need to assume that if $\phi = P_m + R_m$, where $P_m$ is a polynomial of order $m$ and $R_m$ is the remainder, then $N(P_m)$ intersects each coordinate axis. The assumption that the Newton polyhedron intersects each coordinate axis is a very natural condition that can be found in many papers about oscillatory integrals, e.g., [9], [7], [19], and many more. The statement of Theorem \(2\) from the previous chapter may take a few moments to absorb, so we illustrate the simplicity of what the theorem is saying with a few examples at the end of Chapter 3. We compute the first few terms of the asymptotic expansion for a $C^k$ function and in another example we will consider a real analytic function with asymptotic expansion showing the main aspects of how the geometry of the Newton polyhedron affects the asymptotic behavior of $I(\lambda)$. The description of the exponents in the asymptotic

\[\text{In particular, a generic polynomial of any degree satisfies this condition.}\]
expansion will have to wait until some more notation is introduced. Fortunately, the exponents can be described geometrically.

The results are proved below in the order they are stated, starting with the proof of Lemma [1] in Chapter 4. This chapter begins with an intuitive illustration of how supporting hyperplanes of the Newton polyhedron govern the behavior of the phases under consideration. The body of this chapter consists of proving preliminary linear algebraic results, culminating with the main proposition—Proposition [6] says that if we have a supporting hyperplane \( H \) that is “too close” to a face \( F \subset N(\phi) \) not contained in \( H \), then we can move to a new hyperplane containing \( F \) at the cost of rescaling the domain we are estimating over by a uniform constant. In this case, \( F \) is necessarily lower codimension than the face we started with, so after at most \( d - 1 \) steps this process must terminate and provide a hyperplane that is good in the sense we require. This can be viewed as some type of compactness theorem.

Once this proposition is proved, we are able to prove Lemma [1]. In this chapter (Equation [4.3.12]) we define what it means for \( \varepsilon \in (0, 1)^d \) to be small enough; this precise statement requires some of the preliminary results contained in Chapter 4, so we do not provide it in the statement of Lemma [1] in Chapter 2. This result is closely related to Lojaciewicz’s famous lower bound for analytic functions evaluated away from their zero set\([14]\). Very similar results have also been considered by Fukui-Yoshinaga\([2]\) and Yoshinaga\([20]\). Both of these results use resolution of singularities. A connection between Lemma [1] and the exponent in Lojaciewicz’s lower bound can
be found in Abderrahmane[11], assuming the origin is only an isolated singularity of the phase. This chapter is very important because it is here that we bypass using resolution of singularities for nondegenerate functions with only linear algebra.

In Chapter 5, a dyadic partition of unity is used to split $I(\lambda)$ into a sum of dyadic pieces that are each easy to estimate; here we only obtain estimates of $I(\lambda)$ over the first orthant without loss of generality; the argument is identical over each orthant. We note that because of the dyadic decomposition, the cancellation between orthants potentially making the estimate of $I(\lambda)$ sharper goes unnoticed and could be one of the factors for why we do not generally obtain sharp estimates for $t \leq 1$. We do not know whether our estimate is sharp over each orthant. However, the tools applied are powerful enough to provide estimates as sharp as Varchenko’s for all $t > 0$[18]. In particular, they are sharp for $t > 1$. The main tools used in the estimates are integration by parts and Lemma 1.

Next, we use linear programming to prove Theorem 1. Varchenko’s estimates easily fall out as a special case. We first prove a simple case in order to highlight the methods being used and how exactly the geometry of $N(\phi)$ affects the estimate guaranteed by Theorem 1.

Finally, we prove Theorem 2. The proof goes by obtaining an estimate for $(\lambda \frac{d}{d\lambda} + 1/t)I(\lambda)$, then applying more differential operators to $I(\lambda)$ and obtaining estimates by induction. We then obtain a differential inequality for which we require a simple ODE result. This allows us to find the first $N$ terms of $I(\lambda)$, where $N$ depends on
the smoothness of \( \phi \) and \( \psi \).

We conclude with how the results in this document could be applied to future work. In the appendix, we work out a couple of examples from [18] and in particular check that Theorem 2 predicts the exponents appearing in the asymptotic expansion of \( I(\lambda) \) when the phase has Newton distance less than 1.
Chapter 2

Main results

2.1 Conventions and terminology

2.1.1 Basic notation

Throughout this text, we use the following conventions:

- $\mathbb{N}$ is the set of nonnegative integers,
- $\mathbb{R}_{\geq}$ is the set of nonnegative reals,
- $f'_{x_i}(x) = \frac{\partial}{\partial x_i} f(x)$,
- the inner product of $x, y \in \mathbb{R}^d$ is $\langle x, y \rangle = x_1 y_1 + \cdots + x_d y_d$; we also use $x \cdot y$ for the inner product, usually when functions are involved,
- the notation $\cdot^\gamma$ is used for the operator defined by $(\cdot^\gamma f)(x) = x^\gamma f(x)$,
• \( \|v\|_m \) of a vector \( v \in \mathbb{R}^d \) (or a matrix \( v \in \mathbb{R}^{d \times d} \)) is the standard \( \ell^m \) norm of the vector \( v \) for \( 1 \leq m \leq \infty \),

• and for \( 0 \leq k < \infty \), \( C^k \) represents the class of \( k \) times continuously differentiable functions. The domain of the functions is clear through context. Moreover, we refer to \( C^\infty \) functions as smooth.

If \( x \) is a \( d \)-tuple we write \( x = (x_1, \ldots, x_d) \). In particular, subscripts denote components of a vector. On the other hand, whenever we have a list of \( d \)-tuples, they are indexed by a superscript, e.g., \( \{\alpha^i\}_{i \in I} \). There is one consistent exception: the standard unit normals \( e_i \in \mathbb{R}^d \) defined componentwise by \( e_{ij} = \delta_{ij} \) (the Kronecker delta).

Next, some algebraic conventions are introduced. In addition to the standard notation, for \( y \in \mathbb{R}^d_{\geq} \) and \( \alpha \in \mathbb{R} \), that \( \partial^\alpha = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_d}}{\partial x_d^{\alpha_d}} \), the exponentiation of vectors \( y^\alpha = y_1^{\alpha_1} \cdots y_d^{\alpha_d} \), as well as \( |y| = y_1 + \cdots + y_d \), we make use of some less standard notation for \( c \in \mathbb{R} \) and \( y, z \in \mathbb{R}^d_{\geq} \):

• \( yz = (y_1z_1, \ldots, y_dz_d) \),

• if \( c > 0 \), denote the vector \( (c^{y_1}, \ldots, c^{y_d}) \) by \( c^y \),

• if \( c > 1 \), \([y, cy]\) is defined to be the box \( \prod_{j=1}^d [y_j, cy_j] \),

• if the components of \( y \) are positive, \( y^{-z} = y_1^{-z_1} \cdots y_d^{-z_d} \),

• if the components of \( y \) are positive, \( f_y(x) = f(y^{-1}x) \), and
• boldface $\mathbf{c}$ denotes the vector $(c, \ldots, c)$.

In particular, note that $(cy)^z = c^{(y,z)}$ and $(cx)^z = c^{(y,z)}x^z$. Also note that $x\nabla \phi(x) = (x_1\phi'_{x_1}(x), \ldots, x_d\phi'_{x_d}(x))$. Since we do not have a notion of a vector raised to a constant, there is no ambiguity in indexing vectors by superscripts. Lastly, we write

$$f(x) \lesssim g(x)$$

for positive real-valued functions $f$ and $g$ to express that there is a positive constant $C$ independent of $x$ such that $f(x) \leq Cg(x)$ for all $x$ wherever this expression makes sense. There may be multiple variables in the domain of $f$ and $g$, and we state explicitly the independence of the implicit constant whenever we use this notation.

2.1.2 The context for the rest of the document

Although the main goal is to estimate $I(\lambda)$ in (1.0.1) with domain of integration all of $\mathbb{R}^d$, in this thesis we mainly consider estimates over the first orthant. There is no loss of generality because given $I(\lambda)$, we can split the integral into $2^d$ integrals, one for each orthant, and approximate each separately. Because of this symmetry, we assume the amplitude $\psi$ is supported in a neighborhood of the origin, but take the integral only in the orthant containing those $d$–tuples with all nonnegative components. To summarize, the goal up to and including Theorem [1] is to provide estimates for the
integral $I_+(\lambda)$ defined by

$$I_+(\lambda) = \int_{\mathbb{R}^d} e^{i\lambda\phi(x)} \psi(x) dx,$$

(2.1.1)

where $\phi$ is real analytic in $[-4, 4]^d$ and $\psi$ is smooth and supported close enough to the origin in the set $[-4, 4]^d$, or else both are $C^k([-4, 4]^d)$ with the extra assumption that the Newton polyhedron of $\phi$ intersects each coordinate axis (see Chapter 3). The number 4 above is for convenience: it can be replaced by any positive real number we wish. **Without loss of generality we assume that $\phi(0) = 0$, but is not identically zero in any neighborhood of the origin, and $\nabla \phi(0) = 0$ for the rest of the document.** If $\phi(0) = 0$, we could factor out $e^{i\lambda\phi(0)}$ and consider the phase $\phi - \phi(0)$, and if $\nabla \phi(0) \neq 0$, the estimates obtained are trivial by the method of stationary phase.

To estimate $I_+(\lambda)$, we use a partition of unity and reduce the problem to estimating

$$I_+(\lambda, \varepsilon) = \int_{[\varepsilon, 4\varepsilon]} e^{i\lambda\phi(x)} \eta_\varepsilon(x) \psi(x) dx$$

where $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_d) \in (0, 1)^d$ is small enough (see 4.3.12), $[\varepsilon, 4\varepsilon]$ is the box $\prod_{j=1}^d [\varepsilon_j, 4\varepsilon_j]$, and $\eta$ is smooth with support in $[1, 4]^d$. Here, $\{[\varepsilon, 4\varepsilon]\}$ is a set of dyadic boxes and $\{\eta_\varepsilon\}$ is a smooth partition of unity of $(0, 1)^d$. We decompose our amplitude
ψ into a sum of amplitudes $\eta_{\varepsilon}\psi$ supported in $[\varepsilon, 4\varepsilon]$, estimate each $I_+(\lambda, \varepsilon)$, and sum these estimates to estimate $I_+(\lambda)$. In order to discuss the main results, we need to introduce the Newton polyhedron – it contains the information necessary to determine which monomials of a given polynomial are largest near the origin. Together with Varchenko’s nondegeneracy condition[18, Definition 5], the Newton polyhedron gives us information about the largest terms in the Taylor expansion of $\phi$.

### 2.2 Statements of the Results

Although we will define everything rigorously in the following chapter, we quickly present some definitions necessary for stating the main results.

For an analytic function $\phi(x) = \sum_{\alpha} c_{\alpha} x^{\alpha}$ defined in a neighborhood of the origin, we define the Newton polyhedron of $\phi$, denoted $N(\phi)$, to be the convex hull of

$$\bigcup_{c_{\alpha} \neq 0} \alpha + \mathbb{R}_{\geq}^d.$$ 

Also, we say that $\phi$ is nondegenerate if for all $x$ satisfying $x_1 \cdots x_d \neq 0$, there is some $1 \leq i \leq d$ such that $x_i \phi'_{x_i}(x) \neq 0$.

If $\phi$ is $C^k$ in a neighborhood of the origin, we define $N(\phi) = N(P_k)$, where $P_k$ is the Taylor polynomial of order at most $k$. Finally, we say $\phi$ is convenient if it is $C^k$ in a neighborhood of the origin and $N(P_k)$ intersects each coordinate axis. More explicitly, for any $m \leq k$ we say $\phi$ is $m-$convenient if $P_m$ intersects each coordinate
axis. If $\phi$ is convenient, we say $\phi$ is nondegenerate if $P_k$ is nondegenerate.

A crucial step in proving the main theorems is quantifying how $\nabla \phi$ behaves near the origin:

**Lemma 1.** Assume $\phi$ is analytic or convenient in a neighborhood of the origin. Assume $\phi$ is nondegenerate. For all $\varepsilon \in (0, 1)^d$ small enough, for all $x$ in the box $[\varepsilon, 4\varepsilon]$, and for all $\alpha \in N(\phi)$, we have the lower bound

$$\|x \nabla \phi(x)\| \gtrsim \varepsilon^\alpha,$$

where the implicit constant is independent of $\varepsilon$.

So we see nondegeneracy implies the sharpest possible growth rate for $\nabla \phi$ around the origin. Small enough is made explicit in (4.3.12). With this lemma we are able to prove the most useful result in the thesis:

**Lemma 2.** Let $\beta \in \mathbb{N}^d$. Let $\phi$ be $C^k$ nondegenerate and convenient in a neighborhood of the origin. Assume $\eta : \mathbb{R}^d \to \mathbb{R}$ is $C^k$ with support in $[1, 4]^d$. For all $\varepsilon \in (0, 1)^d$ small enough, we have the estimate

$$\left| \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} x^\beta \eta_\varepsilon(x)dx \right| \lesssim \lambda^{-N} \varepsilon^{-(N\alpha - \beta - 1)} \quad (2.2.1)$$

for all $\lambda > 0$, all $0 \leq N \leq k$, and all $\alpha \in N(\phi)$, where the implicit constant above is independent of $\varepsilon$ and $\lambda$. 
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If in addition $\phi$ and $\eta$ are smooth, then the estimate (2.2.1) holds for all $0 \leq N < \infty$.

If instead $\phi$ is real analytic (not necessarily convenient) and $\eta$ is smooth, the estimate (2.2.1) holds for all $0 \leq N < \infty$.

With the help of Lemma 2, we prove a useful generalization of Varchenko’s upper bounds. Below we use the notation $w(\beta + 1)$, which is explained in the following chapter. However, we can say that $d_j + 1$ below (the next two theorems) is the greatest codimension over any face containing $\beta + 1$. Also, $c = \langle \beta + 1, w(\beta + 1) \rangle$ is such that $(\beta + 1)/c$ is contained in the boundary of $N(\phi)$.

**Theorem 1.** Let $\phi$ be $C^k$ nondegenerate and convenient in a neighborhood of the origin. Let $\beta \in \mathbb{N}^d$ be such that $\langle \beta + 1, w(\beta + 1) \rangle < k$. If $\psi : \mathbb{R}^d \to \mathbb{R}$ is $C^k$ and supported close enough to the origin, there is a uniform constant independent of $\lambda$ such that

$$\left\| \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} x^\beta \psi(x) dx \right\| \lesssim \lambda^{-\langle \beta + 1, w(\beta + 1) \rangle} \log d_j(\lambda) \quad (2.2.2)$$

where $d_j = \min\{d, |w(\beta + 1)|\} - 1$.

If in addition $\phi$ and $\psi$ are smooth, then (2.2.2) holds for all $\beta \in \mathbb{N}^d$.

If instead $\phi$ is real analytic (not necessarily convenient) and $\psi$ is smooth, (2.2.2) holds for all $\beta \in \mathbb{N}^d$.

For the last theorem, we claim there is a well-ordered set $\mathcal{C}$ containing the expo-
ponents for the asymptotic expansion of $I(\lambda)$. This is discussed at the end of Chapter 3.

**Theorem 2.** Assume $\phi : \mathbb{R}^d \to \mathbb{R}$ is $C^k$ nondegenerate in a neighborhood of the origin. Assuming $N(\phi)$ exists, let $p_0 < p_1 < \cdots$ be the ordering of $\mathcal{C}$. Let $K_j = \max\{|w(\alpha)| : \langle \alpha, w(\alpha) \rangle = p_j \}$ and define $0 \leq d_j \leq d - 1$ by $d_j = \min\{d, K_j\} - 1$. Order the set

$$\{\lambda^{-p_j} \log^r(\lambda) : j \in \mathbb{N}, 0 \leq r \leq d_j \} = \{E_\ell(\lambda) : \ell \in \mathbb{N}\}$$

so that for all $n \in \mathbb{N}$ we have $E_{n+1}(\lambda)/E_n(\lambda) \to 0$ as $\lambda \to \infty$.

(i) Assume in a neighborhood of the origin $\phi$ is either real analytic or convenient smooth. Let $\psi : \mathbb{R}^d \to \mathbb{R}$ be smooth and supported close enough to the origin. Then, there are constants $a_\ell(\psi) \in \mathbb{C}$ such that for all $N \in \mathbb{N}$,

$$\left| \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx - \sum_{\ell=0}^N a_\ell E_\ell(\lambda) \right| \lesssim E_{N+1}(\lambda). \quad (2.2.3)$$

for all $\lambda$ large enough. The implicit constant is independent of $\lambda$.

(ii) Assume $\phi$ is $m$—convenient and $\psi : \mathbb{R}^d \to \mathbb{R}$ is $C^k$ with support close enough to the origin. Assume $k > d(2m + d)(n + 1) + d$.

Then there are constants $a_\ell(\psi)$ such that

\[ \left| \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx - \sum_{\ell=0}^N a_\ell E_\ell(\lambda) \right| \lesssim E_{N+1}(\lambda). \]

3To define everything so far, all we needed was a polyhedron. In particular, we did not need any smoothness assumptions on $\phi$ up to this point.

4This is nowhere near a sharp lower bound on $k$. A sharper bound will be discussed in future work.
$a_{j,r}(\psi) \in \mathbb{C}$ such that

$$\int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx \sim \sum_{j=0}^{d_j} \sum_{r=0}^{d_j} a_{j,r}(\psi) \lambda^{-p_j} \log^{d_j-r}(\lambda)$$

in the sense of 2.2.3. Moreover,

$$\left| I(\lambda) - \sum_{j=0}^{n} \sum_{r=0}^{d_j} a_{j,r}(\psi) \lambda^{-p_j} \log^{d_j-r}(\lambda) \right| \lesssim \lambda^{-p_n+1} \log^{d-1}(\lambda)$$

for all $\lambda$ large enough. The implicit constant is independent of $\lambda$. 
Chapter 3

The Newton polyhedron

3.1 What the Newton polyhedron represents

In Lectures on polytopes, Ziegler\cite{ziegler1995lectures} defines an $\mathcal{H}$-polyhedron as an intersection of finitely many halfspaces in some $\mathbb{R}^d$. We refer to this simply as a polyhedron. A face $F$ of a polyhedron $P$ is a subset of $P$ that can be written as $F = H \cap P$ for some hyperplane $H = \{ \xi \in \mathbb{R}^d : \langle \xi, w \rangle = b \}$, where $w \in \mathbb{R}^d$ and $b \in \mathbb{R}$ are fixed. We say $v^0, \ldots, v^k$ are affinely independent if $v^1 - v^0, \ldots, v^k - v^0$ are linearly independent for $k \neq 0$. We say more precisely that a face $F$ is a dimension $k$ face in $\mathbb{R}^d$ (or codimension $d - k$) when we can find a set of $k + 1$ but not $k + 2$ vectors in $F$ that are affinely independent if $k > 0$, and say the face $F$ is dimension 0, or a vertex, if $F = \{ v \}$ for some $v \in P$.

As stated in the previous chapter, the Newton polyhedron of a given polynomial
contains all of the necessary information in order to determine which monomials could be the largest. Given a supporting hyperplane in two dimensions, for example, we can parametrize it by \( u/a + v/b = 1 \) for \( a, b \in (0, \infty) \) if the hyperplane does not contain the origin. In this case the hyperplane represents when \( x^a = y^b \). In particular, we can determine how to scale \( x^a + y^b \) homogeneously. We can conclude that such a scaling forces \( x^a \) and \( y^b \) to be the largest for \( x, y \) near the origin. More generally, the extreme points of the Newton polyhedron represent the powers of the monomials that can be largest, and faces (of any dimension) show which monomials can possibly be comparable. So the Newton polyhedron should be thought of as a generalization of degree in the sense of limiting behavior. For example, in one dimension we know exactly when \( x^k < x^m \) for positive \( x \) near the origin: when \( m < k \). But in higher dimensions, degree has little to do with which term is largest: the monomial \( x^{53} \) can be greater than \( xy \) for positive small \( x, y \) (e.g., consider the region \( x^{52} > y \).) Although the Newton polyhedron contains information about the largest monomials, cancellation can occur and throw off the intuition: if we let \( \phi(x, y) = x - y + x^2 \), indeed either \( x \) or \( y \) are the largest away from \( x = y \). If \( x = y \), then \( x^2 \) is the largest. Roughly speaking, Varchenko’s nondegeneracy condition guarantees that no cancellation of this form can happen in each component of \( \nabla \phi \).

Not only is the Newton polyhedron the most important object of study in the proof of Lemma[1] which is natural because this lemma tells us how a nondegenerate

---

[1] We define the Newton polyhedron in order to obtain information about small values of \( x \). One could define it so that it provides information about large values, or information about only small \( x_1 \), etc.
function behaves near the origin, it provides us an easy way to geometrically visualize
the exponents appearing in the main result of this thesis: Theorem 2, the asymptotic
expansion of $I(\lambda)$.

We first define the Newton polyhedron for analytic functions defined in a neighbor-
hood of the origin. Then we move on to $m$ times continuously differentiable functions
with a condition that guarantees the Newton polyhedron captures the information
we are interested in.

### 3.2 The Newton polyhedron and nondegeneracy

As a reminder, we always assume $\phi$ is defined in a neighborhood of the origin satisfying
$\phi(0) = 0$ and $\phi$ not identically zero. We begin with a definition.

**Definition 1** (Taylor support). Let $\phi : \mathbb{R}^d \to \mathbb{R}$ be analytic in a neighborhood of the
origin. Denote the set of indices of the nonzero coefficients in the unique expansion
$\phi(x) = \sum_\alpha c_\alpha x^\alpha$ by

$$\text{supp}(\phi) = \{\alpha \in \mathbb{N}^d : c_\alpha \neq 0\}$$

and call supp($\phi$) the *Taylor support* of $\phi$.

The set supp($\phi$) aids us in defining the Newton polyhedron of $\phi$:

**Definition 2** (Newton polyhedron of an analytic function). Let $\phi : \mathbb{R}^d \to \mathbb{R}$ be

Whenever we refer to the set of inputs $x$ of a function $f$ where $f(x)$ is nonzero, we simply use
the word “support,” and to avoid ambiguity, whenever we talk about the Taylor support of $f$, we
write supp($f$).
analytic defined in a neighborhood of the origin. We define the **Newton polyhedron** of φ to be the convex hull of the union

\[ \bigcup_{\alpha \in \text{supp}(\phi)} \alpha + \mathbb{R}^d_{\geq}, \]

and we denote the Newton polyhedron of φ by N(φ).

Now that we have defined the Newton polyhedron, we show that it is indeed a polyhedron, and make heavy use of the fact that it has finitely many codimension 1 faces throughout all of the main results. To show N(φ) is a polyhedron whenever φ is analytic, we take the route of showing that N(φ) has finitely many extreme points.

**Proposition 1.** Let \( \phi(x) = \sum c_\alpha x^\alpha \) be real analytic in a neighborhood of the origin in \( \mathbb{R}^d \). Then N(φ) has finitely many extreme points.

**Proof.** First, we show that if N(φ) has any extreme points, they must lie in supp(φ). Let β be an extreme point of N(φ). Since N(φ) is the convex hull of the union of sets of the form \( \alpha + \mathbb{R}^d_{\geq} \) where \( \alpha \in \text{supp}(\phi) \), we see all \( \beta \in N(\phi) \) can be expressed as some convex combination

\[ \beta = \sum_{i=1}^{n} \lambda_i (\alpha^i + \gamma^i), \]

where \( \lambda_i \)'s are positive reals summing to 1, \( \alpha^i \in \text{supp}(\phi) \) are distinct, and \( \gamma^i \in \mathbb{R}^d_{\geq} \). If \( \beta \) is an extreme point, then \( \beta = \alpha + \gamma \) since it cannot be a convex combination of distinct points. Next, since we can express \( \alpha + \gamma \) as the convex combination \( \alpha/2 + (\alpha + 2\gamma)/2 \)
of vectors \( \alpha \) and \( \alpha + 2\gamma \) lying in \( N(\phi) \), we see that necessarily \( \gamma = 0 \), and conclude 
\[ \beta = \alpha + \gamma = \alpha. \]

Next, we show that there must be finitely many extreme points. If there are infinitely many, we can consider an enumeration \( \{\alpha^i\}_{i \in \mathbb{N}} \) of all extreme points \( \alpha \) of \( N(\phi) \). There are indeed at most countably many because \( \text{supp}(\phi) \subseteq \mathbb{N}^d \) is at most a countable set.

Observe that for each \( j \neq k \) there is some \( 1 \leq \ell \leq d \) such that \( \alpha^k_{\ell} < \alpha^j_{\ell} \) or else we would have \( \alpha^k = \alpha^j + \gamma \) for some \( \gamma \in \mathbb{R}^d_+ \). Therefore, there is some \( 1 \leq \ell \leq d \) and a subsequence \( \{\alpha^{n_i}\} \subset \{\alpha^i\} \) of extreme points satisfying the infinite chain of strict inequalities

\[ \alpha^{n_1}_{\ell} > \cdots > \alpha^{n_j}_{\ell} > \cdots. \]

Since \( \mathbb{N} \) is well-ordered, this cannot be the case. Therefore there is no such subsequence and we must have only finitely many extreme points. \( \square \)

Theorem 1.2 in Ziegler[21] states that any polyhedron is a Minkowski sum of a convex hull of a finite set of points plus a conical combination of vectors. In this case, we want to consider the cones \( \mathbb{R}^d_+ \). Recall that the Minkowski sum \( P + Q \) of two sets \( P, Q \subset \mathbb{R}^d \) is defined by

\[ P + Q = \{p + q : p \in P \text{ and } q \in Q\}. \]

In our case, we know that \( N(\phi) \) is the sum of the convex hull of the finitely many
extreme points plus the cone \( \mathbb{R}^d_{\geq} \). This is because, using the notation of Proposition 1, by definition of the Newton polyhedron we know any vector \( \beta \) in \( N(\phi) \) can be written as a convex combination

\[
\beta = \sum_{i=1}^{n} \lambda_i (\alpha^i + \gamma^i) = \sum_{i=1}^{n} \lambda_i \alpha^i + \sum_{i=1}^{n} \lambda_i \gamma^i.
\]

The right hand side shows that \( \beta \) is in the Minkowski sum we are considering.

In order to define nondegeneracy of \( \phi \), we need to consider the following polynomials.

**Definition 3** (The polynomials \( \phi_F \)). Let \( \phi : \mathbb{R}^d \to \mathbb{R} \) be real analytic. For any compact face \( F \subset N(\phi) \), denote by \( \phi_F \) the polynomial

\[
\phi_F(x) = \sum_{\alpha \in F \cap \mathbb{N}^d} c_\alpha x^\alpha.
\]

We can now define the nondegeneracy condition we impose on our phase:

**Definition 4** (Nondegeneracy). We say that an analytic function \( \phi \) is **nondegenerate** if for all compact faces \( F \subset N(\phi) \) the polynomials \( \phi_F \) satisfy

\[
\|x \nabla \phi_F(x)\| \overset{\text{def}}{=} \max_{1 \leq i \leq d} |x_i \partial_i \phi_F(x)| \neq 0
\]

for all \( x \) such that \( x_1 x_2 \cdots x_d \neq 0 \). \[7\]

\[7\]The algebraic variety (zero set) \( \{ x \in \mathbb{R}^d : x_1 \cdots x_d = 0 \} \) is not the most general one we can
Nondegeneracy is equivalent to the property that for all \( x \) and all compact \( F \subset N(\phi) \) there is some component of \( \nabla \phi_F(x) \) that is nonzero away from the coordinate hyperplanes; the phrasing used in the definition is preferred because working with \( x\nabla \phi_F(x) (x\nabla \phi(x)) \) is easier than working with \( \nabla \phi_F(x)(\nabla \phi(x)) \). This convention makes the integration by parts argument in Chapter 5 much more natural.

**Observation 1.** The fact that \( N(\phi) \) has finitely many extreme points, together with the nondegeneracy condition, tells us there is a finite set of monomials that determines the behavior of \( x\nabla \phi(x) \) for any \( x \) near the origin. Therefore for nondegenerate analytic functions, we only need information about a Taylor polynomial of some degree to recover \( N(\phi) \) and all of its data. Namely, let \( m = \max_{\beta \in N(\phi)} \{|\beta|\} \), where the maximum is taken over all extreme points. Then, since \( \phi(x) \) is real analytic in a neighborhood of the origin, Taylor’s theorem guarantees that for all \( m \) the function \( \phi \) can be expressed as a Taylor expansion of order \( m \)

\[
\phi(x) = \sum_{|\alpha| \leq m} c_{\alpha} x^{\alpha} + \sum_{|\alpha| = m} h_{\alpha}(x) x^{\alpha} = P_m(x) + R_m(x), \quad (3.2.1)
\]

where \( h_{\alpha} \) is continuous and approaches 0 as \( x \to 0 \). Moreover, \( P_m(x) \) is a unique polynomial of degree at most \( m \) and we call \( R_m(x) \) the remainder. We see that \( N(\phi) = \]

consider for nondegeneracy. It is possible to work with any normal crossings singularity at the origin (intersection of at most \( d \) hyperplanes in \( \mathbb{R}^d \)), or more generally, that there is some nice change of variables so that the variety can be transformed into an arbitrary finite intersection of hyperplanes near the origin. One goal of future work is to consider singularities that break up into intersections of hyperplanes when perturbed. We do not say more about these conditions, as there is nothing in this document that proves anything about them.

\footnote{For example, see \cite{P2} below.}
$N(P_m)$ because every extreme point lies on or below the plane $\langle \xi, 1 \rangle = m$. Moreover, we see that close enough to the origin each $|h_\alpha(x)| \lesssim \max_{1 \leq i \leq d} |x_i|$ since $h_\alpha$ is analytic. Therefore $h_\alpha(x)x^\alpha$ cannot contribute most for any $\alpha$.

Observation 1 is made rigorous in the proof of Lemma 1 when we see that $N(P_m)$ indeed contains all of the information we need about the decay of analytic functions.\footnote{This is some type of compactness argument, as we first require monomials of every degree in the expansion of $\phi$ to know $m$, i.e., infinite information is being reduced to finite information.} We choose to consider this form of the remainder because it gives us more information about $\phi$ in the sense we care about.

From now on, when we decompose an analytic function by Taylor’s theorem, namely $\phi = P_m + R_m$, we assume $m$ is the smallest such that $N(\phi) = N(P_m)$. The same holds for $C^k$ functions.

### 3.2.1 Analogous statements for convenient $C^k$ functions.

Now assume that $\phi : \mathbb{R}^d \to \mathbb{R}$ is in the class $C^k$ in a neighborhood of the origin. By Taylor’s theorem, there are continuous $h_\alpha(x) \to 0$ as $x \to 0$ as in Observation 1 such that for all $m \leq k$ we can write

$$\phi(x) = \sum_{|\alpha| \leq m} c_\alpha x^\alpha + \sum_{|\alpha|=m} h_\alpha(x)x^\alpha = P_m(x) + R_m(x).$$

Using the end of the last section as motivation, we define the Newton polyhedron for $\phi$ that have small remainder in some sense. We need a condition that guarantees
the remainder can never contribute most near the origin, e.g., one cannot have $P_m$ behaving like $y^2$ and $R_m$ behaving like $x^2$; since we cannot quantify the decay of $h$, it could potentially behave like $x$, and that is bad. For simplicity, we assume that $N(P_m)$ intersects each coordinate axis if $\phi$ is not analytic. Such functions are well-studied and have certain nice properties related to decay near the origin. Below, we define the Newton polyhedron of a $C^k$ function satisfying this condition and then show it is well-defined. **Whenever $\phi$ is $C^k$ for $k \geq 1$, we assume $\phi(0) = 0$. Keep in mind we only care about functions satisfying $\nabla \phi(0) = 0$ in this thesis.**

To be consistent with recent literature, we define:

**Definition 5** (Convenient function). Assume $\phi$ is $C^k$ or smooth. If in some neighborhood of the origin we can write $\phi = P_m + R_m$ as in 3.2.2 and $N(P_m)$ intersects each coordinate axis, we say $\phi$ is $m-$**convenient**.

Although in the literature a function is simply called **convenient** if its Newton polyhedron intersects each axis, for some of our results it is important to keep track of how we decompose $\phi$, as many of our estimates depend on $m$. For example, the proof of Lemma 1 requires fixing a Taylor expansion $P_m + R_m$ for the phase under consideration. When the statements do not depend on $m$, we simply say $\phi$ is **convenient**.

**Definition 6** (Taylor support of a convenient function). If $\phi$ is $m-$convenient, we define $\text{supp}(\phi) = \text{supp}(P_m)$.

As mentioned in the introduction, see for example [9], [7], and [19].
Definition 7 (Newton polyhedron of an \(m\)-convenient function). Let \(\phi\) be \(m\)-convenient for some \(1 \leq m < \infty\). Writing \(\phi = P_m + R_m\), we define \(N(\phi) = N(P_m)\).

\(N(\phi)\) is well-defined because if \(\phi\) has additional smoothness, the Newton polyhedron \(N(P_m)\) contains \(N(P_n)\) for all \(n \geq m\) since \(N(P_m)\) contains all vectors \(v\) satisfying \(|v| \geq m\). With the Newton polyhedron defined for \(m\)-convenient phases, we can define the analogous nondegeneracy condition:

Definition 8 \((m\)-convenient nondegeneracy). We say an \(m\)-convenient function \(\phi = P_m + R_m\) is \textbf{nondegenerate} if \(P_m\) is nondegenerate.

We now state a key properties of the functions under consideration: \(P2\) for analytic and \(m\)-convenient phases; property \(P2\) is particularly important for the proof of Lemma 2. We let \(\phi\) be real analytic or else \(m\)-convenient and write \(\phi = P_m + R_m\) for the rest of the section.

\(P1\) For all \(x\) small enough, there is some \(\beta = \beta_x \in N(\phi)\) satisfying \(|\beta| = m\) such that \(|x^\gamma \partial^\gamma R_m(x)| \lesssim x^\beta\).

\(P2\) Let \(\gamma \in \mathbb{N}^d\). If \(|\gamma| \leq m\) then for all \(x\) small enough, \(|x^\gamma \partial^\gamma \phi(x)| \lesssim x^\beta\) for some \(\beta = \beta_x \in N(\phi)\), where the implicit constant is independent of \(x\).

Proof. Property \(P1\) can be shown easily: apply Taylor’s theorem to the function \(\partial^\gamma \phi\); there are continuous \(h_{m,\gamma}(x) \to 0\) as \(x \to 0\) such that

\[
|x^\gamma \partial^\gamma R_a| = \left| \sum_{|\alpha| = m - |\gamma|} h_{\alpha,\gamma} x^{\alpha + \gamma} \right| \lesssim \max_{|\alpha| = m - |\gamma|} x^{\alpha + \gamma}.
\]
The implicit constant depends on the functions $h_{m,\gamma}$. Since all $|\beta| = m$ lie in $N(\phi)$, so does $\alpha + \gamma$.

Now we prove $[\text{P2}]$ for analytic functions. It is enough to show $\text{supp}(\gamma \partial^\gamma \phi)$ is contained in $\text{supp}(\phi)$: for any analytic $\phi$ on $[-4,4]^d$, we know

$$\sup_{||x|| \leq 1} |\phi(x)| \lesssim \max_{\alpha \in \text{supp}(\phi)} x^\alpha$$

by rewriting $\phi$ as a polynomial plus remainder and applying $[\text{P1}]$. The implicit constant depends on the remainder term and the coefficients of the $m^{th}$ order Taylor polynomial of $\phi$. Therefore, since $\gamma \partial^\gamma \phi$ is analytic,

$$\sup_{||x|| \leq 1} \left| x^\gamma \partial^\gamma \phi(x) \right| \lesssim \max_{\alpha \in \text{supp}(\gamma \partial^\gamma \phi)} x^\alpha. \quad (3.2.3)$$

Indeed, we have the containment we seek: given any monomial $x^\alpha$ with $\alpha \in \text{supp}(\phi)$, observe that $x^\gamma \partial^\gamma x^\alpha = cx^\alpha$ for some $c \in \mathbb{R}$. Analyzing the cases where $c = 0$ and where $c \neq 0$, we see that $\text{supp}(\gamma \partial^\gamma \phi) \subset \text{supp}(\phi)$, and therefore the maximum over $\text{supp}(\gamma \partial^\gamma \phi)$ in $(3.2.3)$ is bounded above by the maximum over $\text{supp}(\phi)$ and the claim is finished.

Next, if $\phi$ is $m-$convenient, write $\phi = P_m + R_m$ and apply $[\text{P1}]$ together with the bound on the analytic function $P_m$ proven in the preceding paragraph.

In the future we abuse notation and write $P_{m,\gamma}$ and $h_{m,\gamma}$, respectively, as the right
side of

$$\sum_{|\alpha|\leq m-|\gamma|} c_{\alpha,\gamma} x^{\alpha+\gamma} + \sum_{|\alpha|=m-|\gamma|} h_{\alpha,\gamma} x^{\alpha+\gamma} = \sum_{|\alpha|\leq m} c_{\alpha,\gamma} x^\alpha + \sum_{|\alpha|=m} h_{\alpha,\gamma} x^\alpha. \tag{3.2.4}$$

### 3.3 Normal vectors of the Newton polyhedron

We briefly discuss a subset of linear functionals on $\mathbb{R}^d$, namely the set

$$\{ w \in \mathbb{R}^d : \langle \xi, w \rangle = 1 \text{ for some } \xi \in \partial N(\phi) \}. $$

Although it is possible to think about this set as a polyhedron (the dual polyhedron), we think of the set above as just the set of normal vectors to supporting hyperplanes $H \not\ni 0$ without any geometric structure. In particular, we care most about the finitely many normals to codimension 1 faces not contained in coordinate hyperplanes.

To introduce Theorem 2, we need to introduce a convention for normal vectors to supporting hyperplanes of $N(\phi)$ not containing the origin. From now on, when we talk about supporting hyperplanes $H$ of $N(\phi)$ we mean only those not containing the origin, and we use a normalization convention for normal vectors of such hyperplanes $H$: we pick the unique vector $w \in \mathbb{R}^d_\geq$ satisfying $H = \{ \xi : \langle \xi, w \rangle = 1 \}$. Any supporting hyperplane $H$ of $N(\phi)$\footnote{It is very important to remember that $0 \notin H$. In particular, supporting hyperplanes of $N(\phi)$ containing the origin, i.e., those containing coordinate hyperplanes, are never considered.} can be defined this way, and we write $H_w$ for such hyperplanes, namely $H_w = \{ \xi : \langle \xi, w \rangle = 1 \}$. There is a nice geometric way to...
show such normals exist: if \( w = (w_1, \ldots, w_d) \), then \( H_w \) intersects the coordinate axes at \( x_i = w_i^{-1} \), whenever \( w_i \neq 0 \) (and does not intersect the \( x_i \) axis if \( w_i = 0 \)). Such normals are guaranteed to exist since \( \phi(0) = 0 \) and \( \phi \) not identically zero implies \( N(\phi) \) does not contain the origin. Thinking about normals geometrically this way, we can easily see that the normal \( w \) has some \( w_j = 0 \) if and only if \( w \) is a normal to a hyperplane intersecting \( N(\phi) \) in some unbounded face. For example, if the face contains \( \alpha \) then it must contain \( \alpha + ne_j \) for all \( n \in \mathbb{N} \). In this document, unbounded codimension 1 faces \( F \subset N(\phi) \) exist only if \( \phi \) is not convenient, i.e., only for analytic \( \phi \).

We say \( w \) is a corresponding normal of the face \( F \) of \( N(\phi) \) if \( H_w \cap N(\phi) = F \). Note that we can say the corresponding normal of \( F \) if \( F \) is codimension 1. We also say \( w \) is a normal of \( N(\phi) \) if \( w \) is a normal of any \( F \subset N(\phi) \).

The condition originally assumed by Varchenko in [18] to estimate \( I(\lambda) \) was that the phase \( \phi \) is nondegenerate. In order to make analogies with his estimates, we need the following definition.

**Definition 9 (Newton distance).** Let \( \phi \) be real analytic. The **Newton distance** of \( \phi \) is the infimum

\[
t = \inf \{ s \in (0, \infty) : (s, \ldots, s) \in N(\phi) \}.
\]

If \( \phi \) is \( m \)-convenient, the Newton distance is defined to be the Newton distance of \( P_m \).
In this document, the variable $t$ is always reserved for the Newton distance of the phase under consideration, and in particular, $t$ is always an element of $N(\phi)$.

One can check $t \geq 1/d$ if $\phi(0) = 0$ and not identically zero: if supp$(\phi)$ contains each standard unit coordinate vector $e_i$, then $t = 1/d$ since the vector $1/d$ can be expressed as the convex combination $\sum_{i=1}^{d} e_i/d$. By definition, the Newton polyhedron of any analytic function is contained in the Newton polyhedron of $x_1 + \cdots + x_d$, so $t \geq 1/d$.

If some scalar multiple of $\beta$ lies in $N(\phi)$, we use the convention of writing $w(\beta)$ for the set \{w : $\langle \beta, w \rangle$ is minimal\} where the minimum is taken over all finitely many normals $w$ of codimension 1 faces $F$ of $N(\phi)$; which polyhedron we are talking about is always clear from context. In particular, $\langle \beta, w^1 \rangle = \langle \beta, w^2 \rangle$ for all $w^1, w^2 \in w(\beta)$. Note that $k_j = \min\{|w(\beta)|, d\}$ is equal to the highest codimension over all faces containing some multiple of $\beta$. The minimum is required because it is possible for a vertex to be written as an intersection of more than $d$ faces. In particular $|w(\beta)| \leq d$ implies $k_j = |w(\beta)|$. If $\gamma \in \mathbb{R}^d_\geq$, we define $\langle \gamma, w(\beta) \rangle$ to be the scalar $\max_{w \in w(\beta)} \langle \gamma, w \rangle$. This convention is used mainly in Chapter 7 and is important for determining when there are no multiples of $\beta$ and $\gamma$ lying in the same codimension 1 faces: in the case that $H_w$ contains $\beta$ but not $\gamma$, we have

$$\langle \gamma, w(\beta) \rangle \geq \langle \gamma, w \rangle > \langle \beta, w \rangle = \langle \beta, w(\beta) \rangle.$$ 

\footnote{For all $\alpha \in \mathbb{N}^d$, some multiple of $\alpha + 1$ is guaranteed to lie in $N(\phi)$. For example, $\langle t(\alpha + 1), w \rangle \geq \langle t, w \rangle \geq 1$ for all normals $w$ of $N(\phi)$.}
Observation 2. For any real number $c > 0$, we can show

1. $\langle \gamma, w(\beta) \rangle = \langle c\gamma, w(\beta) \rangle / c$, and

2. $\langle \gamma, w(\beta) \rangle = \langle \gamma, w(c\beta) \rangle$.

To see both of these facts, simply use the definition of $\langle \gamma, w(\beta) \rangle$:

$$\max_w \{c\gamma, w\} = c \max_w \{\gamma, w\}.$$ 

Assume we are given a Newton polyhedron with Newton distance $t$. Then $t$ lies on a face of the polyhedron whose supporting hyperplanes cannot contain the origin, so $\langle t, w(t) \rangle = 1$. Therefore, by Observation 2 $\langle 1, w(1) \rangle = 1/t$. This equality is an important bridge with respect to Varchenko’s result and this document: first notice $\langle 1, w(1) \rangle \leq \langle \beta + 1, w(\beta + 1) \rangle$ for all $\beta \in \mathbb{N}^d$. For any $w \in w(\beta + 1)$, the inner product $\langle \beta + 1, w \rangle$ equals $\langle 1, w \rangle + \langle \beta, w \rangle \geq 1/t + \langle \beta, w \rangle$. The remaining quantity can be bounded above by $1/t$ since $\beta$ and $w$ have nonnegative entries. It is no coincidence that $\langle 1, w(1) \rangle$, the smallest such inner product, is the exponent of the first term appearing in the asymptotic expansion of $I(\lambda)$, as shown by Varchenko for analytic phases with $t > 1$. We continue this discussion after the statement of Theorem 2.

Finally, we conclude this section by mentioning that if $F = H_w \cap N(\phi)$ has dimension $k$, then $F$ contains $k + 1$ linearly independent vectors. This is because all $H_w$ under consideration cannot contain the origin, and therefore the $k + 1$ affinely
independent points in $F$ must be linearly independent. This is just by definition: assume $\sum_{i=1}^{k} \lambda_i v^i = 0$ and assume without loss of generality $\lambda_0 \neq 0$. Then $\sum_{i=0}^{k} \lambda_i v^i = 0 \iff \sum_{i=1}^{k} \lambda_i v^i = -\lambda_0 v^0 \neq 0$.

3.4 Preliminary geometric results about $w(\beta)$.

We now prove the following facts for use in Chapter 7:

**Proposition 2.** Let $\phi$ be analytic and assume $N(\phi)$ does not contain the origin. Let $\beta \in \mathbb{N}^d$ have all positive components. In particular, we can define $w(\beta)$ and $w(\alpha + \beta)$ for any $\alpha \in \mathbb{N}^d$. Let $w \in w(\beta)$.

If $\langle \beta, w \rangle = \langle \alpha + \beta, w(\alpha + \beta) \rangle$, then

P3 $w(\alpha + \beta) \subseteq w(\beta)$ and $\alpha_j w_j = 0$ for all $w \in w(\alpha + \beta)$,

P4 either $w(\alpha + \beta) \subsetneq w(\beta)$ or else $\alpha \neq 0$ implies $\beta$ does not lie in any compact codimension 1 face, and

P5 If $\alpha \neq 0$, then $|w(\alpha + \beta)| \leq |\{ j : \alpha_j \neq 0 \}| \leq d - 1$.

P6 If instead we assume $\alpha \in N(\phi)$ and $\langle \beta, w \rangle + 1 = \langle \alpha + \beta, w(\alpha + \beta) \rangle$, then $|w(\alpha + \beta)| \leq d$ with equality only if $\alpha = \beta$.

**Proof.** We first prove P3 for all $w' \in w(\alpha + \beta)$ we have

$$\langle \beta, w \rangle = \langle \alpha + \beta, w(\alpha + \beta) \rangle = \langle \alpha + \beta, w' \rangle \geq \langle \beta, w \rangle + \langle \alpha, w' \rangle,$$
so we conclude $\langle \alpha, w(\alpha + \beta) \rangle = 0$. Therefore $\langle \beta, w \rangle$ equals

$$\langle \beta, w(\alpha + \beta) \rangle = \max_{w'' \in w(\alpha + \beta)} \langle \beta, w'' \rangle \geq \min_{w'' \in w(\alpha + \beta)} \langle \beta, w'' \rangle \geq \min_{w'' \in w(\beta)} \langle \beta, w'' \rangle.$$ 

Since the last term also equals $\langle \beta, w(\beta) \rangle$, this implies $w(\alpha + \beta) \subseteq w(\beta)$ since $w(\beta)$ contains all normals to codimension 1 faces satisfying $\langle \beta, w \rangle = \langle \beta, w(\beta) \rangle$.

Next, we prove \textbf{P4}: assume $w(\alpha + \beta) = w(\beta)$ for some $\alpha \neq 0$. Property \textbf{P3} implies there is some $1 \leq j \leq d$ such that $w_j = 0$ for all $w \in w(\alpha + \beta) = w(\beta)$. Therefore, since each normal corresponding to a compact codimension 1 face must have positive components, $\beta$ does not lie in any compact codimension 1 face.

To show \textbf{P5}, the most important result we need is \textbf{P3}: $\alpha_j w_j = 0$ for all $w \in w(\alpha + \beta)$. For brevity, write $L$ for the line $\{s(\beta + 1) : s \in \mathbb{R}\}$. Let $v \in L \cap N(\phi)$. Without loss of generality, assume $\alpha_1, \ldots, \alpha_k \neq 0$ and the rest of the components of $\alpha$ are zero. Any $d-k+1 \leq d$ vectors in $w(\alpha+\beta)$ with exactly $k$ zero components must be linearly dependent. Assume without loss of generality that $\{w^1, \ldots, w^{d-k}\} \subseteq w(\alpha + \beta)$ is a maximal linearly independent set (it could contain less than $d - k$ vectors). Let $H = \bigcap_{i=1}^{d-k} H_{w^i}$. The set $H$ is nonempty because any intersection of hyperplanes with normals in $w(\alpha + \beta)$ contains $v$. Any $w \in w(\alpha + \beta)$ can be written as a linear combination $w = \sum a_i w^i$ and in fact $\sum a_i = 1$ since $\langle v, w^i \rangle = \langle v, w \rangle = 1$ for all $1 \leq i \leq d-k$. Therefore $H_w \cap H = H$, as the restriction $\langle \xi, w \rangle = 1$ adds no additional information than what was already encompassed in $H$, so it cannot be a normal to a codimension 1 face: the intersection of any $d - k + 1$ distinct codimension 1 faces
must be at most codimension $d - k + 1$ for $1 \leq k \leq d$ (see [21, Chapter 2]). Since the intersection $H$ is nonempty, it must be codimension at most $d - k$. We conclude $|w(\alpha + \beta)| \leq d - k$.

Finally, assume $\alpha \in N(\phi)$ and $\langle \beta, w \rangle + 1 = \langle \alpha + \beta, w(\alpha + \beta) \rangle$. Then there is some $w'$ normal to a codimension 1 face such that

$$\langle \beta, w \rangle + 1 = \langle \alpha + \beta, w' \rangle = \langle \alpha, w' \rangle + \langle \beta, w' \rangle \geq 1 + \langle \beta, w' \rangle \geq \langle \beta, w \rangle + 1.$$ 

Therefore $\langle \beta, w' \rangle = \langle \beta, w \rangle = \max_{w \in w(\beta)} \langle \beta, w \rangle$, so $w' \in w(\beta)$. Similarly, since $\langle \alpha, w' \rangle = 1$, we must have $w' \in w(\alpha)$. Therefore $w(\alpha + \beta) \subseteq w(\alpha) \cap w(\beta)$. Since the nonempty intersection of $d$ hyperplanes is a vertex, if $w(\alpha)$ and $w(\beta)$ share at least $d$ elements $w^1, \ldots, w^d$ in common, we must have $\alpha = \bigcap_{i=1}^d H_{w^i} = \beta$. \qed

These properties are required to prove the asymptotic expansion of $I(\lambda)$.

## 3.5 Back to Theorem 2

### 3.5.1 The set $C$ of exponents

The asymptotic expansion of $I(\lambda)$ of Theorem 2 has exponents that are easy to define with the help of the Newton polyhedron, and many are easy to visualize geometrically. However, there are some exponents that are harder to visualize. These exponents are of the form $n - \langle \beta, w(\beta) \rangle$ for some $n \in \mathbb{N}$ and some $\beta = \alpha^1 + \cdots + \alpha^n + 1$, where
each \( \alpha^i \in N(\phi) \). The ones not of the form \(-\langle \beta, w(\beta) \rangle\) come from elements \( \alpha + 1 \) for some \( \alpha \in \text{supp}(\phi) \) that cannot be decomposed as \( u + v \) for some \( u \in \partial N(\phi) \cap \mathbb{N}^d \) and some \( v = \alpha + 1 \). We now show this occurs naturally.

**Example 1.** Consider the 5–convenient phase

\[
\phi(x, y) = x^4 + y^5 + x^2y^3.
\]

The Newton polyhedron contains everything in the first quadrant lying above the line \(5x + 4y = 20\). This line represents a compact codimension 1 face with normal \( w = (1/4, 1/5) \). The point \((2, 3)\) lies above this face, since \( \langle (2, 3), w \rangle = 11/10 > 1 \). Also, \((2, 3) + (1, 1) = (3, 4)\) is such that \( \langle (3, 4), w \rangle = 31/20 \). In this case, \( \alpha = (2, 3) \), so \( \alpha + 1 = (3, 4) \). The vector \((3, 4)\) cannot be decomposed as \( u + v \) for \( u \in \partial N(\phi) \cap \mathbb{N}^d \) and \( v \in \mathbb{N}^d \).

Such points prevent us from writing all the exponents in Theorem \( \mathbb{B} \) as \(-\langle \beta, w(\beta) \rangle\) because to get higher order terms, we need to estimate \( \lambda \frac{d}{d\lambda} I(\lambda) \). In this case, we can split \( \lambda \frac{d}{d\lambda} I(\lambda) \) into two integrals we can easily estimate with exponent of the form \(-\langle \beta, w(\beta) \rangle\), plus one more:

\[
i\lambda \int e^{i\lambda \phi(x)} x^2y^3 \psi(x) dx.
\]

\(^{13}\)If, for example, the amplitude \( \psi \) satisfies certain decay properties, all exponents are of the form \(-\langle \beta, w(\beta) \rangle\). However, this thesis is concerned with the general expansion for arbitrary amplitudes. To learn more about how the decay of \( \psi \) affects the exponents, see \( [9] \).
Theorem 1 then guarantees we can bound this integral by \( \lambda^{1-((3,4),(1/4,1/5))} \). We know \( 1 - \langle (3,4), (1/4,1/5) \rangle < -1/t \). However, \( 1 - \langle (3,4), (1/4,1/5) \rangle \neq -\langle \beta, w(\beta) \rangle \) for any \( \beta \in \mathbb{N}^d \) because \( 11/20 \neq a/4 + b/5 \) for any positive integers \( a \) and \( b \).

Almost by definition, we know that all these bad points lie inside

\[
D = N(\phi) - \bigcup_{v \in \partial N(\phi) \cap \mathbb{N}^d} v + \mathbb{R}_+^d,
\]

so there are few of them in some sense. If \( D \cap \mathbb{N}^d = \emptyset \), we have a much more convenient way to express the exponents appearing in Theorem 2.

Using induction and the results built above, we are able to prove Theorem 2. With respect to each phase function \( \phi \), we let \( w(\alpha + 1) \) be as in Section 3.3 for \( \alpha \in \mathbb{N}^d \). Recall that \( |w(\alpha + 1)| \) is equal to the number of codimension 1 faces containing \( \alpha + 1 \). Therefore the largest codimension of any face containing alpha is equal to \( \min\{d, |w(\alpha + 1)|\} \); the minimum is necessary because it is possible for a vertex to lie in any number of codimension 1 faces. When \( |w(\alpha + 1)| \leq d \), indeed \( |w(\alpha + 1)| \) is equal to the largest codimension over all faces containing \( \alpha \). Let \( \mathcal{C} = \)

\[
\{ \langle \beta, w(\beta) \rangle - n : \beta = \alpha^1 + \cdots + \alpha^n + 1 \in \mathbb{N}^d \text{ for some } n \in \mathbb{N} \text{ and } \alpha^i \in N(\phi) \}.
\]
3.5.2 Clarifications about Theorem 2

Some statements of Theorem 2 require further clarification. First, we show that \(\{(\alpha + 1, w(\alpha + 1))\}_{\alpha \in \mathbb{N}^d}\) runs through finitely many arithmetic progressions of positive rationals. Each normal \(w\) of a codimension 1 face \(F\) of \(N(\phi)\) can be uniquely defined by \(d\) linearly independent vectors \(\alpha^i\) in \(\text{supp}(\phi) \cap F\). If \(A\) is the matrix with rows \(\alpha^i\), then \(w\) must satisfy \(Aw = 1\), by definition. Hence, \(w = A^{-1}1\). The matrix \(A^{-1}\) must have rational entries, since \(A\) has rational entries, therefore \(w \in \mathbb{Q}^d\). In fact, each component of \(w\) must be nonnegative because it is oriented towards the interior of the Newton polyhedron, so in particular it must be in \(\mathbb{R}^\geq_d\). The Newton polyhedron has finitely many codimension 1 faces, so there are finitely many such \(w\) each with \(d\) components \(w_j\). Writing each \(w_j = r_j/q_j\) over a fixed normal \(w\) where \(r_j, q_j\) are integers, let \(q_w\) be the lowest common multiple of the \(q_j\). The arithmetic progressions come from the rationals \(1/q_w\) over all normals \(w\) to codimension 1 faces of \(N(\phi)\). More generally, if \(c \in \mathcal{C}\) then \(c = \langle \beta, w(\beta) \rangle - n > 0\) for some \(n\). Writing \(c\) as a fraction, it is also easy to see that \(c = r/q_w\) for some \(r \in \mathbb{N}\) and \(w \in w(\beta)\).

Varchenko showed that the first term of the expansion (2.2.3) with nonzero coefficient is \(\lambda^{-1/t} \log^{d_t-1}(\lambda)\), where \(d_t\) is the largest codimension over all faces containing \(t\), assuming the Newton distance of \(\phi\) is larger than 1. Indeed, this is the first term guaranteed by Theorem 2 (by the discussion following Observation 2). Also by Observation 2 we see that there is an easy geometric way to describe the exponents in Theorem 2.

\(^{14}\)Going back to Example 1, \(\frac{31}{20} - 1 = \frac{11}{20}\). Here, the lowest common multiple is \(q = 4 \cdot 5 = 20\).
without parametrizing the Newton polyhedron. With our parametrization, the normals are such that \( c = \langle \alpha, w(\alpha) \rangle \) is the scaling required so that \( \alpha/c \in F = H_w \cap N(\phi) \) for any \( w \in w(\alpha) \).

### 3.5.3 Examples

*As the use of the [polyhedron] is better shown by examples than by description...* - Sir Isaac Newton\(^{15}\)

We try to illustrate how exactly to get the first few terms of the asymptotic expansion of an oscillatory integral via simple geometric considerations.

**Example 1:** Let \( \phi(x, y, z) = x^8 + y^3 - z^2 \). The analytic function \( \phi \) is certainly nondegenerate. \( N(\phi) \) has one codimension 1 face \( F \) (not lying in a coordinate hyperplane) with normal \( w = (1/8, 1/3, 1/2) \). Since \( F \) intersects each coordinate axis, every line containing both the origin and \( \beta + 1 \) passes through \( F \) for any \( \beta \in \mathbb{N}^d \). In particular, the \( j^{th} \) power of log in the expansion is \( d_j = 0 \) for all \( j \). Theorem 2 tells us that for smooth \( \psi \) supported close enough to the origin,

\[
I(\lambda) \sim \sum_{j=0}^{\infty} \lambda^{-p_j},
\]

where \( p_0 < p_1 < \cdots \) is the ordering of \( \{\langle \beta + 1, w(\beta + 1) \rangle : \beta \in \mathbb{N}^d \} \). Here the \( p_j \) contain *all* arithmetic progressions in \( 1/8, 1/3, 1/2 \), since \( \beta \) is arbitrary and there is

\(^{15}\)The Newton polyhedron originated in Newton’s *Enumeration of Lines of the Third Order, Generation of Curves by Shadows, Organic Description of Curves, and Construction of Equations by Curves*. A translation can be found in [17].
only one normal vector. In fact that Theorem 2 says we need to consider every $n/24$ for $n > 23$. Letting $\beta = 0$, we see that

$$p_0 = 1/8 + 1/3 + 1/2 = 23/24.$$ 

Letting $\beta = (3, 2, 0)$ and $n = 1$ gives $4/8 + 3/3 + 1/2 - 1 = 1$, the second highest exponent. Next, $p_2 = 3/8 + 5/3 - 1 = 25/24$, seen by taking $\beta = (2, 4, 0)$. Letting $\beta = (9, 0, 0)$ give $p_3 = 10/8 + 1/3 + 1/2 - 1 = 26/24$.

**Example 2:** Let $\phi = P_8 + R_8$ be any $C^k$ function such that $P_8 = x^8 + y^3 - z^2$, a nondegenerate 8–convenient polynomial. For $k$ large enough, the theorem tells us

$$I(\lambda) \sim \sum_{j=0}^{2} a_j(\psi)\lambda^{-p_j},$$

where $p_j$ are ordered as in the previous example. Since $p_3 = 26/24$, we also know

$$\left| I(\lambda) - \sum_{j=0}^{2} a_j(\psi)\lambda^{-p_j} \right| \lesssim \lambda^{-26/24}.$$ 

**Example 3:** Let $\phi(x, y) = y^5 - xy^3 + x^3y - x^4y$. There are three codimension 1 faces (not contained in a coordinate hyperplane) defined by vertices $(0, 5)$ and $(1, 3)$, $(1, 3)$ and $(3, 1)$, and an unbounded face generated by $(3, 1) + s(1, 0)$. We can check $\phi$ is nondegenerate. Corresponding to these faces are the three normals

$$w^1 = (2/5, 1/5), w^2 = (1/4, 1/4), w^3 = (0, 1).$$
Since $|w^2| = 1/2 < |w^1| = 3/5 < |w^3| = 1$, we see $p_0 = 1/2$. $\beta = (1, 0)$ and $(0, 1)$ give us

$$\langle \beta + 1, w(\beta + 1) \rangle = \langle \beta + 1, w^2 \rangle = 3/4.$$  

However, $\beta = (0, 5)$ gives $\langle \beta + 1, w^1 \rangle - 1 = 3/5$. Indeed $p_1 = 3/5$ and $p_2 = 3/4$. Then, we can take $\beta = (1, 2)$ to get $\langle \beta + 1, w^1 \rangle - 1 = 4/5$. This $\beta$ does not give us a log term and neither does $\beta = (2, 2)$. However,

$$\langle (1, 3), w^1 \rangle = \langle (1, 3), w^2 \rangle = \langle (3, 1), w^2 \rangle = \langle (3, 1), w^3 \rangle = 1.$$  

Therefore together with $p_3 = 1$, we have a nonzero exponent of log. In this case, the integral $I(\lambda)$ behaves like

$$I(\lambda) \sim \lambda^{-1/2} + \lambda^{-3/5} + \lambda^{-3/4} + \lambda^{-4/5} + \lambda^{-1} \log(\lambda) + \lambda^{-1} + \cdots$$  

Here the exponents can only be of the form $a/5$ or $b/4$ for arbitrary $a, b \in \mathbb{Z}_+$. When these two cannot be equal, there is no log term paired with the exponent of $\lambda$; we used this fact for $p_1 = 3/5$, $p_2 = 3/4$ and $p_3 = 4/5$. Otherwise, there is a log term. We conclude that exponents are of the form $n, n + 1/5, n + 1/4, n + 2/5, n + 1/2, n + 3/5, n + 3/4$, and $n + 4/5$; log terms only appear with integer exponents of $\lambda$. Moreover, the exponents $p_j$ are all of the form $\langle \beta + 1, w(\beta + 1) \rangle$ except $p_3 = 4/5$. 
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Chapter 4

Proof of Lemma 1

4.1 Motivation

Our motivation for Lemma 1 is for the proof of Lemma 2: we integrate the left side of (2.2.1) by parts $N$ times. Lemma 1 is certainly interesting in its own right, reminiscent of Lojasiewicz’s famous theorem [14, Theorem 17] (an English version can be found in [13]). Unfortunately, Lojasiewicz’s theorem does not imply the result we are looking for in the proof of Lemma 2 even for analytic functions: Lemma 1 has stronger assumptions, but gives a much stronger result. Greenblatt also proved a very nice version of Lemma 1 in [7], namely Lemma 3.6, under an assumption on the order of the zero of analytic functions but not on the zero set. It worked well in his setting, but unfortunately does not work in ours since we do not have an assumption on the order of the singularity.
From now on, $x$ always lies in $[1,4]^d$ and we scale by $\varepsilon$ when talking about elements outside the box $[1,4]^d$. This chapter does not involve any integrals, so we use $i \in \mathbb{N}$ as an index.

We choose to parametrize $\varepsilon$ close to the origin by normals of $N(\phi)$ for the rest of the chapter in order to better visualize how exactly the normals of the Newton polyhedron determine which elements in $\text{supp}(\phi)$ are the largest. We first prove that it is possible to parametrize elements of $\mathbb{R}^d$ close enough to the origin by normals of supporting hyperplanes.

Let $0 < \tau < 1$. We show for all $\varepsilon \in (0, \tau)^d$ there is some $S \in (0, \tau^{1/d})$ and some supporting hyperplane $H_w$ of $N(\phi)$ such that $S^w = \varepsilon$, and therefore $S = S^{(\alpha,w)} = (S^w)^\alpha = \varepsilon^\alpha$ for all $\alpha \in H_w$, and in particular $\alpha \in H_w \cap \text{supp}(\phi)$.

First note that the $d$–tuple $(1/d, \ldots, 1/d)$ lies on or below $N(\phi)$. Therefore, for all $\alpha \in N(\phi)$ there is some $1 \leq i \leq d$ such that $\alpha_i \geq 1/d$. If $H_w$ is a supporting hyperplane of $N(\phi)$ containing $\alpha$, then for some $1 \leq i \leq d$ we can write

$$1 = \langle \alpha, w \rangle \geq \alpha_i w_i \geq w_i / d,$$

since every component of $\alpha$ and $w$ are nonnegative. Hence, for every supporting hyperplane $H_w$ there is some $1 \leq i \leq d$ such that $w_i \leq d$.

Next, let $\varepsilon \in (0, \tau)^d$. Assuming that $\varepsilon_1$ is the largest, we can solve the equations $\varepsilon_1^{q_i} = \varepsilon_i$ where $q_i \geq 1$. For all $q \in \mathbb{R}^d$ with positive components there is some supporting hyperplane $H_w$ of $N(\phi)$ and positive constant $c$ such that $q = cw$: we can
just take a hyperplane with normal $q$, and translate in the direction of $q$ (or $-q$) so that the hyperplane intersects only $\partial N(\phi)$. Since $q_1 = 1 \leq q_i$, we see that $w_1 \leq w_i$ and therefore $w_1 \leq d$. Hence, $1 = q_1 = cw_1 \leq cd$. Now we can solve for $S$ in the required interval:

$$
\varepsilon_i = \varepsilon_i^{q_i} = \varepsilon_i^{cw_i} = (\varepsilon_1^c)^{w_i},
$$

so that $S = \varepsilon_i \leq \tau^c \leq \tau^{1/d}$. The first inequality holds because $\varepsilon_1 \leq \tau$ and the last inequality holds because $1 \leq cd$ and $0 < \tau < 1$. Define $\text{Hyp}(\phi) = \{w \in (0, \infty)^d : H_w \text{ is a supporting hyperplane of } N(\phi)\}$. Since $w$ and $cw$ cannot both be normals to $N(\phi)$ for $c \neq 1$, to each $\varepsilon$ corresponds a unique $S$ and $w$ such that $\varepsilon = S^w$, so this correspondence is a bijection between $(0, \tau)$ and some subset of $(0, \tau^{1/d}) \times \text{Hyp}(\phi)$. Therefore we can just think of it as a reparameterization, and state this fact as a proposition:

**Proposition 3** (Parameterization by supporting hyperplanes). Let $\phi : \mathbb{R}^d \to \mathbb{R}$ be real analytic in a neighborhood of the origin. Parametrize each supporting hyperplane $H = H_w$ of $N(\phi)$ by

$$
H_w = \{\langle \xi, w \rangle = 1 : \xi \in \mathbb{R}^d\}.
$$

Let $0 < \tau < 1$. There is a bijection between a subset of $(0, \tau^{1/d}) \times \text{Hyp}(\phi)$ and $(0, \tau)^d$ with inverse defined by

$$(S, w) \mapsto S^w \in (0, \tau)^d.$$
We now illustrate the ideas used to approach Lemma \[1\]. Write \( \phi = P_m + R_m \). By (3.2.4), for each \( 1 \leq i \leq d \) we can write \( y_i \partial^{e_i} \phi(y) \) as

\[
y_i \partial^{e_i} \phi(y) = \sum_{|\alpha| \leq m} c_{\alpha,e_i} y^\alpha + \sum_{|\alpha| = m} h_{\alpha,e_i}(y) y^\alpha.
\]

(4.1.1)

For each compact \( F \subset N(\phi) \), we can write the polynomial \( y_i \partial^{e_i} P_m(y) \) in (4.1.1) as

\[
\sum_{\alpha \in F} c_{\alpha} y^\alpha + \sum_{\alpha \notin F} c_{\alpha} y^\alpha. \tag{4.1.2}
\]

The left side of (4.1.2) equals the \( i \)th component of \( y \nabla \phi_F(y) \), which is a nonzero vector by nondegeneracy. The goal is to show for all \( y \) small enough there are \( F \) and \( 1 \leq i \leq d \) so that the significant contribution comes from some component of \( y \nabla \phi_F(y) \). If for all \( y = \varepsilon x \in [\varepsilon, 4\varepsilon] \) we can find \( F \subset N(\phi) \) compact so that the main contribution comes from the sum over \( F \), we are able to conclude that for some \( 1 \leq i \leq d \), (4.1.1) is bounded below by a uniform constant times

\[
\left| \sum_{\alpha \in F} c_{\alpha} \alpha_i y^\alpha \right| \geq S = (S^w)^\alpha \varepsilon^\alpha
\]

for all \( \alpha \in F = H_w \cap N(\phi) \), where \( \varepsilon = S^w \). Indeed, we can show this by finding a compact face \( F \) so that the terms \( \varepsilon^\alpha \) contribute most when \( \alpha \in F \), and then we conclude (4.1.1) is bounded below by \( \varepsilon^\alpha \) for all \( \alpha \in N(\phi) \). The difficulty is in showing...
the second sum of (4.1.2) is negligible for appropriate \( F \); it is much easier to show the remainder is small by \( \mathbf{P}_1 \) and because \( h_{\alpha,e_i} \to 0 \). We recursively define finitely many boxes \([b, 4b^{-1}]^d\), where \( 0 < b < 1 \), on which we apply nondegeneracy, because the right side of (4.1.2) is not always negligible if we naively try to use the logic presented above. We might need to move to lower codimension faces \( F_{d-1} \supseteq \cdots \supseteq F_0 = F \) by moving relatively large summands of the right-hand sum of (4.1.2) to the left-hand sum, checking whether all the summands in the right-hand side are negligible, and applying nondegeneracy on larger and larger boxes away from coordinate axes depending only on the polynomial \( P_m \). During this process, we may also need to switch the partial derivative under consideration. This is the content of the main proposition below: Proposition 6.

4.1.1 Example

Let \( \phi(y) = y_1^3 y_2 - y_2^2 = P_4(y) \). We can easily check that \( \phi \) is nondegenerate: \( y \nabla \phi(y) = (3y_1^2 y_2, y_1^3 y_2 - 2y_2^2) \neq 0 \) for \( y_1 y_2 \neq 0 \) because the first component cannot be zero unless \( y_1 y_2 = 0 \). Let \( \alpha^1 = (3, 1) \) and \( \alpha^2 = (0, 2) \); these are the two extreme points of \( N(\phi) \). The Newton polyhedron of \( \phi \) has two vertices \( F_1 = \{ \alpha^1 \} \) and \( F_2 = \{ \alpha^2 \} \), a compact face \( F_3 \) that is equal to the convex hull of \( \{ \alpha^1, \alpha^2 \} \), and the last face with supporting hyperplane not containing the origin is the set \( F_4 = \{ \alpha^1 + \ell(1, 0) : \ell \in \mathbb{R}_{\geq} \} \). We do not consider \( F_4 \) until the proof of Theorem 2 because unbounded faces correspond to some component of \( y \) vanishing.
Consider first the normal vector \( w_3 = (1/6, 1/2) \) of the supporting hyperplane containing \( F_3 \). Notice that we chose \( w_3 \) so that \( \langle \alpha^i, w \rangle = 1 \) for \( i = 1, 2 \) because that is how we defined normal vectors to supporting hyperplanes. Then for \( S > 0 \) small, we have

\[
(S^w x) \nabla \phi(S^w x) = (3(S^w x)\alpha^1, (S^w x)\alpha^1 - 2(S^w x)\alpha^2) = S(3x\alpha^1, x\alpha^1 - 2x\alpha^2).
\]

In this case, since the hyperplane contains both vertices \( \alpha^1 \) and \( \alpha^2 \), the scaling is identical. If the scaling is very close to \( S^w \), we choose the first component when it is larger, giving us a bound of \( 3Sx\alpha^1 \geq S \) for \( x \in [1, 4] \). Otherwise, if the second component is much larger, we get the bound \( S|\langle x\alpha^1 - 2x\alpha^2, w \rangle| \gtrsim S \) because, loosely speaking, if the second component is large, it has to be far away from zero. This gives us estimates over boxes \([\varepsilon, 4\varepsilon] = [S^w, 4S^w]\). Finally, \( \varepsilon^\alpha \) is the largest term since \( S \geq S^{(\beta, w)} \) for \( \beta \in N(\phi) \) and therefore \( \varepsilon^\alpha \geq \varepsilon^\beta \) so we can bound below by all \( \varepsilon^\beta \). If the supporting hyperplane \( H_w \) contains \( \alpha^1 \) and is far from \( \alpha^2 \), then \( \langle \alpha^2, w \rangle > 1 + \delta \), so \( 2(S^w x)\alpha^2 \) is very small if \( \delta > 0 \) is far enough from the origin, etc. The difficulty appears when \( \delta \) is very small, and this is where we need to be careful—this is the most difficult obstruction in the proof of Lemma 1 and therefore, the most difficult part of bypassing resolution of singularities in our generalization of Varchenko’s result.

In more detail, consider \( (S^w x)\alpha^1 - 2(S^w x)\alpha^2 = -2Sx\alpha^2 + S^{(\alpha^1, w)}x\alpha^1 \), when \( w \) is a normal to a supporting hyperplane of \( \alpha^2 \). It may be the case that \( S^{(\alpha^1, w)} \) is not small enough to bound this function below by \( S \), and using the first component to
bound below by $S^{(\alpha_1, w)}$ is not good enough to get us what we want. This means the supporting hyperplane is too close to $\alpha_1$. In this case, we show that there is an interval $[b, 4b^{-1}]$ depending only on the polynomials $\phi_F$ over compact faces of $N(\phi)$ so that $| -2Sx^{\alpha_2} + S^{(\alpha_1, w)}x^{\alpha_1} | = | -2Su^{\alpha_2} + Su^{\alpha_1} | \gtrsim S$, where the implicit constant is uniform, depending only on the polynomials $\phi_F$. I.e., we show that we can “move” to a hyperplane containing a face of smaller codimension on which we get the desired bound. This is a recursive process, necessarily ending when the hyperplane intersects a codimension 1 face.

4.2 Supporting hyperplanes of $N(\phi)$ and scaling

The following proposition is used to define some constants necessary for applying nondegeneracy to (4.1.1). It tells us that we can move from one hyperplane not containing all vectors from some set to a new hyperplane that does contain them and such that some scaling holds with respect to the new hyperplane. Below, one should think of $v^1, \ldots, v^n$ as vertices of a compact face of a Newton polyhedron with $\langle v^i, w \rangle$ being very close or equal to 1 in the sense that $C \leq S^{(v^i, w) - 1} \leq 1$; here we are trying to mathematically express what the example above was vaguely saying about hyperplanes being very close to some vertex. For instance, maybe the hyperplane contains $v^1, \ldots, v^{n-1}$ but not $v^n$. In this case we can move to a hyperplane that contains all $n$ vertices, at the cost of estimating over a bigger box $[b, 4b^{-1}]^d$.

**Proposition 4.** Let $S > 0$ and $0 < C \leq 1$. Let $v^1, \ldots, v^n \in \mathbb{R}^d$ be linearly independent
vectors satisfying $\langle v^i, w \rangle \geq 1$ for all $1 \leq i \leq n \leq d$. Let $\eta_i = \langle v^i, w \rangle - 1 \geq 0$ and assume that $C \leq S^{\eta_i} \leq 1$ for all $i$. Let $x \in [1, 4]^d$. There is some $b \in (0, 1)$ depending only on $v^1, \ldots, v^n$ and $C$, such that there is some $y \in [b, 4b^{-1}]^d$ satisfying the equalities

$$y^{v^i} = S^{\eta_i} x^{v^i}. \quad (4.2.1)$$

Furthermore, there is some positive constant $\rho$ depending only on $v^1, \ldots, v^n$ so that we can take $b = C^d \rho$.

**Proof.** Let $V$ be the $n \times d$ matrix with rows $v^1, \ldots, v^n$. Let $\sigma_i \in \mathbb{R}$ for $1 \leq i \leq n$ be indeterminate. Without loss of generality, assume that the first $n$ columns of $V$ are linearly independent and define the $d$–tuples $\sigma = (\sigma_1, \ldots, \sigma_n, 0, \ldots, 0)$ and $\eta = (\eta_1, \ldots, \eta_n, 0, \ldots, 0)$. Solving the equation $V\sigma = \eta$ can be reduced to solving $\tilde{V}\tilde{\sigma} = \tilde{\eta}$ where $\tilde{\sigma} = (\sigma_1, \ldots, \sigma_n)$, $\tilde{\eta} = (\eta_1, \ldots, \eta_n)$ and $\tilde{V} = \{v^i_j\}_{1 \leq i,j \leq n}$. Since $\tilde{V}$ has full rank, we can solve $\tilde{\sigma} = \tilde{V}^{-1}\tilde{\eta}$. Denoting $\|\tilde{V}^{-1}\|_\infty = \rho$, we bound

$$\|\tilde{\sigma}\|_\infty \leq \|\tilde{V}^{-1}\|_\infty \|\tilde{\eta}\|_1 = \rho \|\tilde{\eta}\|_1.$$

Since $\eta_i$ are nonnegative,

$$-\rho(\eta_1 + \cdots + \eta_n) \leq \sigma_i \leq \rho(\eta_1 + \cdots + \eta_n).$$

We can use these bounds to estimate each $S^i x_i$ and find precisely which bigger box
we are looking for. We use the inequalities \( C \leq S^\eta_i \leq 1 \) to bound

\[
C^{d_\rho} \leq (S^n \cdots S^\eta_n)^\rho \leq 1 \leq (S^n \cdots S^\eta_n)^{-\rho} \leq C^{-d_\rho}.
\]

Therefore

\[
C^{d_\rho} \leq S^\sigma_i x_i \leq 4C^{-d_\rho}.
\]

Hence, letting \( b = C^{d_\rho} \in (0, 1) \), we see that \( y \in [b, 4b^{-1}]^d \) defined by

\[
y = S^\sigma x
\]

satisfies the system of equations (4.2.1) because

\[
y^{v_i} = (S^\sigma x)^{v_i} = S^{(v_i, \sigma)} x^{v_i} = S^{\eta_i} x^{v_i}.
\]

Assume the hyperplane under consideration is close to, but not containing, some \( v^n \). The results below show there do not exist other points in \( \text{supp}(\phi) \) on the same face as \( v^n \) far away from the hyperplane.

**Proposition 5.** Let \( x \in [1, 4]^d \), let \( \eta_1, \ldots, \eta_n \in \mathbb{R} \), and let \( S > 0 \). Assume \( \eta \) is the linear combination \( \eta = \sum_{i=1}^n \lambda_i \eta_i \). If \( v^i \in \mathbb{R}^d \) satisfy \( y^{v_i} = S^{\eta_i} x^{v_i} \) for all \( 1 \leq i \leq n \), then \( y^v = S^\eta x^v \) where \( v = \sum_{i=1}^n \lambda_i v^i \).
Proof. This is simply because
\[
y^v = \prod_{i=1}^{n} y^{\lambda_i v_i} = \prod_{i=1}^{n} \left( S^\eta_i x^{v_i} \right)^{\lambda_i} = \prod_{i=1}^{n} S^{\lambda_i \eta_i x^{v_i}} = S^n x^v.
\]

In particular, the scaling holds for all \( v \) in the affine hull\(^{16} \) of \( v^1, \ldots, v^n \). Since the sum over \( F \) in (4.1.2) can contain affinely dependent vectors, we need (5).

### 4.3 The main proposition: avoiding resolution of singularities

Motivated by Proposition 4\(^4 \), we define constants required to talk about scaling over faces \( F \subset N(\phi) \) in order to apply nondegeneracy. For the rest of the chapter, we fix \( m \) such that \( \phi = P_m + R_m \) and \( N(\phi) = N(P_m) \).

For any codimension 1 face \( F \) of \( N(\phi) \) and linearly independent \( v^1, \ldots, v^n \in \text{supp}(P_m) \cap F \), define \( V \) to be the \( n \times d \) matrix with rows \( v^i \) and for each \( V \) pick a full rank \( n \times n \) submatrix \( \tilde{V} \), defined by taking \( n \) independent columns of \( V \). Define the constant
\[
\rho = \max_{V} \|V^{-1}\|_\infty \in (0, \infty),
\]

where the maximum is taken over all finitely many \( V \) (\( \text{supp}(P_m) \) is finite).

\(^{16}\)The affine hull of \( \{v^1, \ldots, v^n\} \) is the set \( \{\sum_{i=1}^{n} \lambda_i v^i : \sum_{i=1}^{n} \lambda_i = 1\} \).
Define the positive real number \( a \) to be the supremum
\[
a = 2 \sup_{1 \leq i \leq d} \sum_{x \in [1,4]^d | \alpha| \leq m} \alpha_i |c_\alpha| x^\alpha \geq 2 \sup_{x \in [1,4]^d} \| x \nabla P_m(x) \|_\infty.
\]

We define the constant \( C_0 \):
\[
C_0 = \min_{\text{compact}} \inf_{x \in [1,4]^d} \| x \nabla \phi_F(x) \|_\infty.
\]

By nondegeneracy, the infimum over \([1,4]^d\) over each compact face \( F \) defines some positive constant. Since there are finitely many compact faces, \( C_0 \) exists and is nonzero. We observe that \( C_0 < a \) because
\[
C_0 \leq \inf_{x \in [1,4]^d} \| x \nabla P_m(x) \|_\infty \leq a/2.
\]

We used that \( m \) is large enough so that \( \phi_F = (P_m)_F \). Now for \( 1 \leq j \leq d \), recursively define the constants
\[
b_j = \left( \frac{C_j - 1}{a} \right)^{d^\rho},
\]
(4.3.1)
\[
C'_j = \min_{\text{compact}} \inf_{y \in [b_j, A b_j^{-1}]^d} \| y \nabla \phi_F(y) \|_{L^\infty(\mathbb{R}^d)},
\]
and finally,

\[ C_j = \min \{ C'_j, C_{j-1}/a \}. \]  \hspace{1cm} (4.3.2)

Using the convention \( b_0 = 1 \), it is easy to see that \( C_0 > C_1 > \cdots > C_{d-1} > C_d > 0 \) and therefore \( b_0 > b_1 > \cdots > b_{d-1} > b_d > 0 \).

If \( u \in N(\phi) \) does not lie in a compact face, then we can write

\[ u = v_u + \gamma_u \]  \hspace{1cm} (4.3.3)

for some \( v_u \) lying in a compact face and \( \gamma_u \in \mathbb{R}^d \), by definition of polyhedron. Since \( \text{supp}(P_m) \) is finite, we can define

\[ p = \min_{u \in \text{supp}(P_m)} \| \gamma_u \|_\infty > 0. \]  \hspace{1cm} (4.3.4)

Note that \( p \leq 1 \). We need to define one last constant used in the proof of the main proposition. Let

\[ \delta' = \min_{\alpha, \beta \in \text{supp}(P_m)} \inf_w \left\langle \frac{\alpha^1 + \alpha^2}{2}, w \right\rangle - 1 \]

where the minimum is taken over all \( \alpha^1, \alpha^2 \) not contained in the same codimension 1 face, and the infimum is taken over all normals \( w \) of \( N(\phi) \). In the case where there exist such \( \alpha^1, \alpha^2 \), we claim that \( \delta' > 0 \). First recall all \( \alpha \in N(\phi) \) and all normals \( w \) to \( N(\phi) \) satisfy \( \langle \alpha, w \rangle \geq 1 \). Since \( N(\phi) \) is convex, \( \alpha^1 \) and \( \alpha^2 \) must lie on some nontrivial
line segment contained in \( N(\phi) \). If \( \delta' = 0 \) then \( \langle \alpha^1, w \rangle = \langle \alpha^2, w \rangle = 1 \), so any convex combination of \( \alpha^1 \) and \( \alpha^2 \) satisfies \( \langle \lambda_1 \alpha^1 + \lambda_2 \alpha^2, w \rangle = 1 \). This implies \( \alpha^1, \alpha^2 \) lie on the same codimension 1 face. The fact that \( \delta' > 0 \) is intuitive because the average of \( \alpha^1, \alpha^2 \) not lying on the same codimension 1 face lies in the interior of \( N(\phi) \), and we know all points \( \xi \) in the interior satisfy \( \langle \xi, w \rangle > 1 \). If there are no such \( \alpha^1, \alpha^2 \), use the convention \( \delta' = 1 \). Define

\[
\delta = \min\{p, \delta' p\}. \tag{4.3.5}
\]

Now we are ready to set up the main proposition required to estimate \( y \nabla \phi(y) \). We use \( \delta \) to keep track of how small are \( \langle v, w \rangle - 1 \) for \( v \in \text{supp}(\phi) - H_w \).

**Proposition 6.** Let \( P \not\equiv 0 \) be a polynomial defined on \( [0, 4]^d \) such that \( P(0) = 0 \). Let \( x \in [1, 4]^d \). In terms of \( P \), define the constants \( b_i, C_i, p \) and \( \delta \) as in (4.3.1), (4.3.2), (4.3.4), and (4.3.5) respectively, for \( 0 \leq i \leq d \). Fix a normal \( w \) of \( N(P) \) and let \( 0 < S < (C_d/a)^{\frac{1}{d}} \) be such that \( ||S^w||_\infty < (C_d/a)^{\frac{d}{d}} \). Then, there is a vector \( \sigma \in \mathbb{R}_d^d \), a compact face \( F' \supseteq F_0 \), and \( 0 \leq j' \leq d \) such that

(i) For all \( v \in F' \) we have the scaling

\[
S^{(v,w)-1} x^v = (S^\sigma x)^v, \text{ where } S^\sigma x \in [b_{j'}, 4b_{j'}^{-1}]^d, \text{ and }
\]
(ii) for all \( u \in \text{supp}(P) - F' \) we have the upper bound

\[
S^{(u,w)-1} \leq C_j'/a.
\]

Proof. Let \( F_0 = H_w \cap N(\phi) \). First, if every \( u \notin F_0 \) satisfies \( S^{(u,w)-1} \leq C_0/a \), we are done with (ii) by picking \( \sigma = 0 \) and \( j' = 0 \). In this case (i) is also easy to see since \( \langle v, w \rangle = 1 \) for all \( v \in F_0 \), with \( \sigma = 0 \). Otherwise, for \( 0 \leq j \leq d - 1 \) define

\[
\Lambda_j = \{ u \in \text{supp}(P) : S^{(u,w)-1} > C_j/a \}.
\]

Each \( \Lambda_j \) is nonempty because \( \Lambda_j \cap F_0 \neq \emptyset \). Assume \( 0 \leq j < d - 1 \) is such that \( \Lambda_j = \Lambda_{j+1} \). Let us first show that \( \Lambda_j \) is contained in a single codimension 1 face. If some \( u^1, u^2 \in \Lambda_j \) do not lie in the same codimension 1 face, we know

\[
\langle u^1 + u^2, w \rangle - 2 \geq 2\delta' \geq 2\delta/p.
\]

Therefore \( \langle u, w \rangle - 1 \geq \delta/p \) for \( i = 1 \) or 2. Since \( S^\delta/p \leq S^\delta < C_d/a < C_j/a \), we cannot have such \( u^i \) in \( \Lambda_j \); this implies \( \Lambda_j \) is contained in a single codimension 1 face of \( N(P) \).

Note that if we cannot find \( u^1, u^2 \in \text{supp}(P) \) not lying in the same codimension 1 face, \( \Lambda_j \) vacuously lies in some codimension 1 face.

Next, we show that \( \Lambda_j \) is contained in some compact face \( F_j \) of \( N(\phi) \). If not, there is some \( u \in \Lambda_j \) not lying in any compact face. By definition of polyhedron, take
\[ u = v_u + \gamma_u \] as in (4.3.3). Since \( v_u \in \partial N(P) \), there is \( 1 \leq i \leq d \) such that

\[
S^{(u,w)-1} = S^{(v,w)-1 + (\gamma,w)} \leq S^{(v,w)-1 + p\nu_i} \leq S^{p\nu_i} \leq (C_d/a)^{pd/\delta} \leq C_d/a < C_{j+1}/a.
\]

Assume \( F_j \supset F_0 \) containing \( \Lambda_j \) has maximal codimension, i.e., there is an affine basis \( \{v^1, \ldots, v^{\dim(F_j)+1}\} \subset F_j \cap \Lambda_j \) for the affine hull of \( \Lambda_j \). There is no loss of generality because a compact face cannot contain an unbounded face. By Proposition 4, we know there is some \( d \)-tuple \( \sigma^j \) so that for all \( 1 \leq i \leq \dim(F_j) + 1 \) we have the equalities

\[
S^{(v^i,w)-1}x^{v^i} = (S^{\sigma^j}x)^{v^i},
\]

where \( S^{\sigma^j}x \in [b_{j+1},4b_{j+1}^{-1}]^d \). By the definition of \( b_{j+1} \), we can apply Proposition 4 since \( S^{(v^i,w)-1} > C_j/a \). Proposition 5 tells us that for all \( v \in F_j \) we have

\[
S^{(v,w)-1}x^v = (S^{\sigma^j}x)^v.
\]

Since this holds over all \( 0 \leq j \leq d-1 \), we are left with claim \((ii)\). This claim is obvious, letting \( j' = j + 1 \) since we assumed \( \Lambda_j = \Lambda_{j+1} \), and applying Propositions 4 and 5. If there is no \( 0 < j < d - 1 \) such that \( \Lambda_j = \Lambda_{j+1} \), notice that \( \dim(F_0), \dim(F_1), \ldots \) is a strictly increasing list of natural numbers bounded strictly above by \( d \), and in particular, \( \dim(F_j) \geq j \) for all \( j \geq 0 \). In this case we see that \( \dim(F_{d-1}) = d - 1 \). Therefore \( j' = d \) satisfies property \((i)\); property \((ii)\) is obvious by definition of \( \delta' \) and
the bounds assumed on $S^w$. This completes the proof.

With Proposition 6 we can finish the proof of Lemma 1. As alluded to at the beginning of the chapter by proving Proposition 3, the scalings we consider over each face $F = H_w \cap N(\phi)$ are $S^w$ for all such $w$, all small $S$. We now return to the sums (4.1.2). For all $1 \leq i \leq d$ we can write the $i^{th}$ component of $y\nabla \phi(y)$ for $y = S^w x$ as

$$
\sum_{\alpha \in F_j} \alpha_i c_\alpha (S^w x)^\alpha + \sum_{\alpha \notin F_j} \alpha_i c_\alpha (S^w x)^\alpha + \sum_{|\alpha|=m} h_{\alpha, e_i} (S^w x) (S^w x)^\alpha
$$

$$
= \sum_{\alpha \in F_j} \alpha_i c_\alpha S^{(\alpha, w)} x^\alpha + \sum_{\alpha \notin F_j} \alpha_i c_\alpha S^{(\alpha, w)} x^\alpha + \sum_{|\alpha|=m} h_{\alpha, e_i} (S^w x) S^{(\alpha, w)} x^\alpha
$$

Propositions 4, 5 = \sum_{\alpha \in F_j} \alpha_i c_\alpha (S^{(\sigma', w)} x)^\alpha

+ \sum_{\alpha \notin F_j} \alpha_i c_\alpha S^{(\alpha, w) - 1} x^\alpha + \sum_{|\alpha|=m} h_{\alpha, e_i} (S^w x) S^{(\alpha, w) - 1} x^\alpha.
$$

(4.3.6)

For the leftmost sum in the last equality, nondegeneracy guarantees that there is some $1 \leq i \leq d$ such that

$$
\left| \sum_{\alpha \in F_j} \alpha_i c_\alpha (S^{(\sigma') x})^\alpha \right| \geq C_f',
$$

(4.3.7)

since $S^{(\sigma') x} \in [b_j', 4b_j'^{-1}]$. For the second term, Proposition 6 guarantees $S^{(\alpha, w) - 1} \leq C_f'/a$ for monomials $\alpha \notin F_j'$ appearing in $P_m$. Also, by the definition of $a$, we know

$$
\sum_{\alpha \notin F_j'} \alpha_i |c_\alpha| x^\alpha \leq a/2.
$$

(4.3.8)
To estimate the remainder term, let $\zeta > 0$ be small enough so that for all $\|\varepsilon\|_{\ell^\infty} < \zeta$ and all $|\gamma| \leq m$ we can bound

$$\sum_{|\alpha| = m - |\gamma|} |h_{\alpha, \gamma}(4\varepsilon)| \leq \frac{C_d}{4m + |\gamma|}.$$  \hfill (4.3.9)

This is possible since each $h_{\alpha, \gamma}$ and all summands of derivatives of $R_m$ up to order $m$ go to $0$ as $y \to 0$. In particular, $\zeta$ is such that $\|\varepsilon\|_{\ell^\infty} < \zeta$ implies

$$\sum_{|\alpha| = m - 1} |h_{\alpha, e_i}(4\varepsilon)| \leq \frac{C_d}{4m + 1}.$$  \hfill (4.3.10)

Assuming $S^w$ is small enough and applying the triangle inequality, along with the bounds (4.3.7), (4.3.8), and (4.3.9), we want to bound the absolute value of the sums inside the parentheses of (4.3.6), namely the quantity

$$\left| \sum_{\alpha \in F_j'} \alpha_i c_\alpha (S^{\sigma_j'} x)^\alpha + \sum_{\alpha \notin F_j'} \alpha_i c_\alpha S^{(\alpha, w)}^{-1} x^\alpha + \sum_{|\alpha| = m} h_{\alpha, e_i}(S^w x) S^{(\alpha, w)}^{-1} x^\alpha \right|.$$  \hfill (4.3.10)

Now when we apply the triangle inequality, we need to use the fact that all monomials $x^\alpha$ appearing in the remainder are such that $\alpha \in N(\phi)$. We need this assumption to guarantee $\alpha$ does not lie below any supporting hyperplane of $N(\phi)$, in particular, $\langle \alpha, w \rangle \geq 1$, so that $S^{(\alpha, w)}^{-1} \leq 1$. Here is the only piece of this proof we use either $\phi$ is analytic or $N(\phi)$ intersects each coordinate axis. Applying the (reverse)
triangle inequality to (4.3.10), we bound it below by

\[
\geq \left| \sum_{\alpha \in F_{j'}} \alpha_i c_\alpha (S^\sigma_{\alpha'}) x^\alpha \right| - C_{j'}/a \sum_{\alpha \notin F_{j'}} \alpha_i |c_\alpha| x^\alpha - \sum_{|\alpha|=m} |h_{\alpha,e_i} (S^w_{\alpha} x^\alpha)|
\]

\[
\geq C'_{j'} - \frac{C'_{j'}}{a} \cdot \frac{a}{2} - \frac{4m C_d}{4m+1}
\]

\[
= C'_{j'} - \frac{C'_{j'}}{2} - \frac{C_d}{4}
\]

By definition, \( C_d < C'_{j'} \leq C'_{j'} \), therefore \( (4.3.6) \) is bounded below by

\[
S \frac{C_d}{4} \gtrsim S. \quad (4.3.11)
\]

To complete the proof of Lemma 1, let \( s = \min \{(C_d/a)^{d/\delta}, \zeta \} \) where \( \zeta \) was defined in (4.3.9) to ensure \( h_{\alpha,e_i} \) were small enough. Let \( \varepsilon \in (0, s) \). Let \( y \in [\varepsilon, 4\varepsilon] \). For some \( x \in [1, 4]^d \), we can write \( y = \varepsilon x \). By Proposition 3, there are unique \( S \in (0, s^{1/d}) \) and \( w \) normal to \( N(\phi) \) such that \( \varepsilon = S^w \). Applying the lower bound \( (4.3.11) \), we get

\[
||y \nabla \phi(y)|| \gtrsim S = \varepsilon^\alpha
\]

for all \( \alpha \in H_w \cap N(\phi) \). Since all \( \beta \in N(\phi) \) satisfy \( \langle \beta, w \rangle \geq 1 = \langle \alpha, w \rangle \), we conclude \( S \geq \varepsilon^\beta \):

\[
S = S^{(\alpha,w)} \geq S^{(\beta,w)} = (S^w)^\beta = \varepsilon^\beta.
\]

This finishes the proof of Lemma 1 summarizing again for future use that \( \varepsilon \) small
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enough means

$$\varepsilon \in (0, s) = (0, \min\{(C_d/a)^{d/k}, \zeta\})^d. \quad (4.3.12)$$
Chapter 5

Proof of Lemma 2

5.1 Estimating an integration by parts operator

Let $\phi \in C^k$ be $m-$convenient or analytic on $[-4, 4]$ for some $m \geq 1$ and assume $\phi$ is nondegenerate. Let $\eta \in C^k$ be supported in $[1, 4]^d$. The goal of this chapter is to integrate

$$I_+(\lambda, \varepsilon) = \int_{[1, 4]^d} e^{i\lambda \phi(x)} \eta(x) dx$$

by parts $k$ times (where we integrate by parts any number of times if $\phi$ is smooth) in order to get good estimates on $I_+(\lambda, \varepsilon)$ for $\varepsilon$ small enough.

Let $f(x) = \frac{\nabla \phi(x)}{\|\nabla \phi(x)\|^2}$ for $x \in [1, 4]$. Since $\nabla \phi(x) \neq 0$ away from coordinate axes, $f(x)$ is $C^{k-1}$ in each component. We define the operator $D = D_{\varepsilon, \phi}$ on $C^1$ functions
$g : \mathbb{R}^d \to \mathbb{R}$ by

$$D(g)(x) = \frac{\nabla g(x) \cdot f(\varepsilon x)}{i\lambda}.$$  \hspace{1cm} (5.1.1)

We can check that $e^{i\lambda \phi(\varepsilon x)}$ is an eigenfunction of $D$, which is one of the main reasons we consider this operator. If $g$ is $C^k$, we can estimate $(D^t)^N(g)(x)$ for $1 \leq N \leq k$, where the adjoint $D^t$ of $D$ is given by the divergence

$$D^t(g)(x) = -\nabla \cdot \frac{g(x)f(\varepsilon x)}{i\lambda}.$$ \hspace{1cm} (5.1.2)

To estimate $(D^t)^N(g)$ we consider the components $f_n$ of $f$. The goal is to show $\partial^\beta f_n(x)$ is a linear combination of terms of the form

$$\frac{\partial^{\gamma_1} \phi(x) \cdots \partial^{\gamma_{2^r-1}} \phi(x)}{\|\nabla \phi(x)\|^{2^r}} = \frac{\partial^{\gamma_1} \phi(x)}{\|\nabla \phi(x)\|} \cdots \frac{\partial^{\gamma_{2^r-1}} \phi(x)}{\|\nabla \phi(x)\|} \cdot \frac{1}{\|\nabla \phi(x)\|},$$ \hspace{1cm} (5.1.3)

where $0 \leq |\gamma^\ell| \leq N$. If this holds, we could bound

$$|f_n(\varepsilon x)| \lesssim \varepsilon^{-\alpha}$$ \hspace{1cm} (5.1.4)

for any $\alpha \in N(\phi)$, for $\varepsilon$ small enough: (5.1.3) implies $\partial^\beta f_n(\varepsilon x)$ is a linear combination
of products of

$$\varepsilon^\gamma \partial^\gamma \phi(\varepsilon x) || \varepsilon \nabla \phi(\varepsilon x) ||^{-1}$$  \hspace{1cm} (5.1.5)$$

for \(1 \leq \ell \leq 2^r - 1\), times \(|| \varepsilon \nabla \phi(\varepsilon x) ||^{-1}\). We claim the first \(2^r - 1\) terms can be bounded above by a constant independent of \(\varepsilon\), while the last term, \(|| \varepsilon \nabla \phi(\varepsilon x) ||^{-1}\), we know is bounded above by \(\varepsilon^{-\alpha}\) for any \(\alpha \in N(\phi)\) by Lemma [1]. The claim is easy to verify by \(P2\) for any \(\varepsilon\) small enough, \(\varepsilon^\gamma \partial^\gamma \phi(\varepsilon x) = x^{-\gamma}(\varepsilon x)^\gamma \partial^\gamma \phi(\varepsilon x)\) is bounded above in absolute value by a uniform constant times \(\varepsilon^v\) for some \(v \in N(\phi)\) and \(x \in [1,4]^d\). Lemma [1] then guarantees the first \(2^r - 1\) terms of (5.1.3) evaluated at \(\varepsilon x\), namely the terms (5.1.5), are indeed bounded above by a constant independent of \(\varepsilon\) since

\[|| \varepsilon \nabla \phi(\varepsilon x) ||^{-1} \lesssim || \varepsilon x \nabla \phi(\varepsilon x) ||^{-1} \lesssim \varepsilon^{-\alpha}\] for all \(\alpha \in N(\phi)\), so in particular for \(\alpha = v\).

We proceed by examining some derivatives necessary to prove (5.1.3). Consider \(\| \nabla \phi(x) \|^{2^r}\), a sum of products of \(2 \cdot 2^{r-1} = 2^r\) functions, each of which is equal to some derivative of \(\phi\) of order no more than 1. Its partial derivative with respect to \(x_j\) is

\[\partial^\delta\partial_{x_j} \| \nabla \phi(x) \|^{2^r} = 2^r \| \nabla \phi(x) \|^{2^r-2} \sum_{\ell=1}^{d} \phi'_{x\ell}(x) \phi''_{x\ell x_j}(x),\]

which is a sum of products of \((2^r - 2) + 2 = 2^r\) functions, each equal to some partial derivative of \(\phi\) of order no more than 2, more precisely, \(2(2^r-1)\) such functions from the norm on the left and 2 more from the chain rule – the sum on the right.
Writing $\beta = \gamma^1 + \cdots + \gamma^{2^r-1}$, the function

$$\partial^e_j \sum_{\beta} a_\beta \partial^{\gamma^1} \phi(x) \cdots \partial^{\gamma^{2^r-1}} \phi(x)$$

$$= \sum_{\beta} \sum_{l=1}^{2^r-1} a_\beta \partial^{\gamma^1} \phi(x) \cdots \partial^{\gamma^l + e_j} \phi(x) \cdots \partial^{\gamma^{2^r-1}} \phi(x)$$

is again a sum of products of $2^r - 1$ functions, each equal to some partial derivative of $\phi$ of order at most one more than $|\beta|$. Therefore the numerator of

$$\partial^e_j \sum_{\beta} a_\beta \alpha_\beta \partial^{\gamma^1} \phi(x) \cdots \partial^{\gamma^{2^r-1}} \phi(x) \quad \frac{\|\nabla \phi(x)\|^{2^r}}{\|\nabla \phi(x)\|^{2^r}}$$

is equal to

$$\|\nabla \phi(x)\|^{2^r} \sum_{\beta} \sum_{l=1}^{2^r-1} a_\beta \partial^{\gamma^1} \phi(x) \cdots \partial^{\gamma^l + e_j} \phi(x) \cdots \partial^{\gamma^{2^r-1}} \phi(x)$$

$$- \sum_{\beta} a_\beta \partial^{\gamma^1} \phi(x) \cdots \partial^{\gamma^{2^r-1}} \phi(x) \cdot 2^r \|\nabla \phi(x)\|^{2^r-2} \sum_{\ell=1}^{d} \phi''_{x\ell}(x) \phi''_{x\ell x_j}(x).$$

After reorganizing, we see that we get a sum of products of $2^r + 2^r - 1 = 2^{r+1} - 1$ functions, each equal to some partial derivative of $\phi$. We are left with the denominator of the partial derivative in the $j$ direction: $\|\nabla \phi(x)\|^{2^{r+1}}$. So by induction, the proof of (5.1.4) is complete: we let $|\beta| = r > 0$ above and write $\beta = \beta^' + e_j$ for any $j$ such that $\beta_j \neq 0$ (the base case $\beta = 0$ holds trivially).

We can now compute by induction without much work that for $\beta^0, \ldots, \beta^N \in \mathbb{R}^d$
there are constants $a_\beta = a_{\beta^0,\ldots,\beta^N} \in \{0, 1\}$ such that

$$(D^t)^N(g)(x) = (i\lambda)^{-N} \sum_{1 \leq j_1, \ldots, j_N \leq d \atop |\beta^0 + \beta^1 + \cdots + \beta^N| = N} a_\beta \partial^{\beta^0} g(x)(\partial^{\beta^1} f_{j_1})(\varepsilon x) \cdots (\partial^{\beta^N} f_{j_N})(\varepsilon x).$$

By (5.1.4),

$$|(D^t)^N(g)(x)| \leq \lambda^{-N} \sum_{1 \leq j_1, \ldots, j_N \leq d \atop |\beta^0 + \beta^1 + \cdots + \beta^N| = N} a_\beta |\partial^{\beta^0} g(x)| \cdot |(\partial^{\beta^1} f_{j_1})(\varepsilon x)| \cdots |(\partial^{\beta^N} f_{j_N})(\varepsilon x)|$$

$$\lesssim \lambda^{-N} \sum_{j_1, \ldots, j_n = 1}^d |\partial^{\beta^0} g(x)| \varepsilon^{-\alpha^1} \cdots \varepsilon^{-\alpha^N} \quad (5.1.6)$$

for any $\alpha^1, \ldots, \alpha^N \in N(\phi)$. In particular, for all $\alpha \in N(\phi)$,

$$|(D^t)^N(g)(x)| \lesssim \lambda^{-N} \max_{1 \leq |\beta^0| \leq N} |\partial^{\beta^0} g(x)| \varepsilon^{-N\alpha} \quad (5.1.7)$$

for all $1 \leq N \leq k$, where the implicit constant is independent of $\varepsilon$ and $\lambda$. Note that we also trivially have an estimate for $N = 0$. All that is left to prove Lemma 2 is to integrate by parts.

### 5.2 Final estimate for Lemma 2

We now put everything together for $\varepsilon$ small enough ($||\varepsilon||_\infty \leq s$ from (4.3.12)):

$$I_+(\lambda, \varepsilon) = \int_{[\varepsilon, 4\varepsilon]} e^{i\lambda\phi(x)} x^\beta \eta_\varepsilon(x) dx = \varepsilon \int_{[1,4]^d} e^{i\lambda\phi(\varepsilon x)} (\varepsilon x)^\beta \eta(x) dx.$$
By (5.1.7), letting \( g(x) = x^\beta \eta(x) \in C^k \) in (5.1.7),

\[
\int_{[1,4]^d} |(D^\lambda)^N(x)^\beta \eta(x)| dx \lesssim \int_{[1,4]^d} \lambda^{-N} \varepsilon^{-N\alpha} dx \lesssim \lambda^{-N} \varepsilon^{-N\alpha}.
\]

Therefore we have proved Lemma 2: for all \( 1 \leq N \leq k \),

\[
|I_+(\lambda, \varepsilon)| \lesssim \lambda^{-N} \varepsilon^{-(N\alpha+\beta+1)}.
\]

### 5.3 Application of (5.1.7) to other amplitudes

In the proof of Theorem 2, we need to estimate the integrals

\[
\int e^{i\lambda \phi(x)} x^\gamma \partial^\gamma R_m(x)x^\beta \psi(x) dx,
\]

where \( \psi \) is \( C^k \) and supported close enough to the origin. In order to estimate this integral, we first estimate

\[
\int_{[\varepsilon,4\varepsilon]} e^{i\lambda \phi(x)} \partial^\gamma R_m(x)x^\beta \eta(x) dx = \varepsilon^{\beta+1} \int_{[1,4]^d} e^{i\lambda \phi(x)} \partial^\gamma R_m(\varepsilon x)x^\beta \eta(x) dx
\]

for some \( C^k \) compactly supported \( \eta : [1,4]^d \rightarrow \mathbb{R} \). We apply the same argument as in the previous section, and apply property P1 for remainders of analytic or
\( m \)-convenient \( C^k \) functions. Write \( \partial^\gamma R_m(\varepsilon x) = R_{m, \gamma, \varepsilon} \) and \( x^\beta \eta(x) = \eta'(x) \). By \ref{5.1.7}.

\[
(D^t)^N (R_{m, \gamma, \varepsilon} \eta') \lesssim \lambda^{-N} \max_{1 \leq |\beta| \leq N} |\partial^{\beta_0} (R_{m, \gamma, \varepsilon} \eta')| \varepsilon^{-N\alpha}
\]

for all \( 1 \leq N \leq k - |\gamma| \). By the Leibniz formula,

\[
\partial^\beta (R_{m, \gamma, \varepsilon} \eta') = \sum_{\alpha \leq \beta} \partial^\alpha R_{m, \gamma, \varepsilon} \partial^{\beta - \alpha} \eta' = \sum_{\alpha \leq \beta} \varepsilon^\alpha \partial^{\alpha + \gamma} R_m(\varepsilon x) \partial^{\beta - \alpha} \eta'
\]

\[= \varepsilon^{-\gamma} \sum_{\alpha \leq \beta} \varepsilon^{\alpha + \gamma} \partial^{\alpha + \gamma} R_m(\varepsilon x) \partial^{\beta - \alpha} \eta'. \]

Since \( x \in [1, 4]^d \), for some uniform constant independent of \( \varepsilon \) we can bound

\[
|\varepsilon^{\alpha + \gamma} \partial^{\alpha + \gamma} R_m(\varepsilon x)| \lesssim \sum_{|\nu| = m} \varepsilon^{\nu - \gamma}.
\]

Finally,

\[
\left| \int_{[\varepsilon, 4\varepsilon]^d} e^{i\lambda \phi(x)} x^{\gamma} \partial^\gamma R_m(x) x^\beta \eta(x) dx \right| \lesssim \sum_{|\nu| = m} \lambda^{-N} \varepsilon^{\nu + \beta + 1 - N\alpha} \tag{5.3.1}
\]

for all \( \alpha \in N(\phi) \), all \( \varepsilon \) small enough, and all \( 1 \leq N \leq k - |\gamma| \). We will go back to this formula in the next chapter to prove a corollary required for Chapter \ref{7}.
Chapter 6

Proof of Theorem 1

We now use Lemma 2 and linear programming to prove Varchenko’s upper bounds.

We can sum over positive $j_i$ to get a bound on the integral

$$I_+(\lambda) = \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx = \int_{[0,4]^d} e^{i\lambda \phi(x)} \psi(x) dx$$

where $\psi$ is supported in a sufficiently small neighborhood of the origin. This is achieved by decomposing $\psi(x) = \sum_{j_1,\ldots,j_d=0}^{\infty} \psi(x) f_j(x)$, where $f_j(x)$ is a partition of unity subordinate to the cover $\{(2^{-j}, 2^{-j+2})\}_{j \in \mathbb{N}^d}$ of $(0,4)^d$. One should choose a family $\{f_j\}$ for which there exists a uniform constant $C > 0$ such that

$$\left| \frac{\partial^\alpha f_j(x)}{\partial x^\alpha} \right| \leq C x^{-\alpha},$$
so that when one scales the support of \((\psi f_j)(x)\) to \([1, 4]^d\) by \(2^{-j}\), all derivatives of \((\psi f_j)(2^{-j}x)\) are bounded above by a uniform constant independent of \(j\). Since it is sufficient to find some \(f_0(x)\) such that the functions \(f_j(x) = f_0(2^j x)\) define our partition of unity, it is not difficult to prove that indeed we can choose a family \(\{f_j\}_{j \in \mathbb{N}}\) as required. Existence of such a partition of unity is well-known, especially for those who use Littlewood-Paley decomposition. See, for example, [3].

6.1 Easy case: when \(\beta = 0\) and \(t \in \mathbb{R}^d\) lies in a single codimension 1 face

Varchenko showed [18] that if \(\phi : \mathbb{R}^d \to \mathbb{R}\) is real analytic and nondegenerate in a neighborhood of the origin, and if \(\psi : \mathbb{R}^d \to \mathbb{R}\) is smooth and supported close enough to the origin, then

\[ |I(\lambda)| \lesssim \lambda^{-1/t} \log^{d_j-1}(\lambda) \]

where \(t\) is the Newton distance of \(\phi\) and \(d_j\) is the highest codimension over all faces containing \(t\). Moreover, he showed this result is sharp for \(t > 1\). We apply Lemma 2 to obtain a more general result at the end of the next section, although we do not prove the result is sharp. For the rest of this section, we use \(i\) as an index. Fix \(\lambda > 2\). Let \(t\) be the Newton distance of \(\phi\) and assume for simplicity that \(t\) lies in a

\[\text{[17]}\] In order to apply the result, one would define the function \(\psi\) generating the dyadic partition of unity for one variable, then multiply \(d\) many \(\psi_1 \cdots \psi_d\) to obtain a partition of unity for dyadic cubes.
codimension 1 face $F \subset N(\phi)$ and does not lie in any face of higher codimension.

This case illustrates the main ideas. By Lemma 2, it is enough to show

$$\sum_{j_1, \ldots, j_d = 0}^{\infty} \min_{N \geq 0, \alpha \in N(\phi)} \{ \lambda^{-N} 2^{(N\alpha - 1, j)} \} \lesssim \lambda^{-1/t}.$$ 

First, setting $N = 0$, we see that

$$\sum_{j_1, \ldots, j_d = 0}^{\infty} 2^{(-1, j)} \lesssim \lambda^{-1/t}.$$ 

Hence, it is enough to bound

$$\sum_{j_1, \ldots, j_d = 0}^{\log(\lambda)/t} \min_{N \geq 0, \alpha \in N(\phi)} \{ \lambda^{-N} 2^{(N\alpha - 1, j)} \}$$

above by a uniform positive constant times $\lambda^{-1/t}$. Since $t$ lies in a face of codimension 1 that cannot lie in a coordinate hyperplane ($t > 0$) there are linearly independent $\alpha^1, \ldots, \alpha^d \in F$ whose convex hull contains $t$, so we write

$$t = \sum_{i=1}^{d} \lambda_i \alpha^i.$$ 

For the rest of the proof we fix $N > 1/t$.\footnote{We can assume $N > 1/t$ only if $n > 1/t$. In particular, there is no concern if $\phi$ is analytic or smooth convenient.} For $1 \leq i \leq d$ let $\theta_i = \frac{\lambda_i}{Nt}$ and.
\( \theta_0 = 1 - \frac{1}{N} \). Then all \( \theta_i \) are positive and sum to 1. Moreover, we can check

\[
\theta_0(-1) + \sum_{i=1}^{d} \theta_i(N\alpha^i - 1) = 0.
\]

We estimate (6.1.1) by considering the sum

\[
\sum_{j_1,\ldots,j_d=0}^{\log(\lambda)/t} \min_{1 \leq i \leq d} \{ J_0 2^{(-1,j^0)} , J_i 2^{(N\alpha^i - 1,j^0)} \},
\]

(6.1.2)

where \( J_0 = 1 \) and the coefficients \( J_i \) equal \( \lambda^{-N} \) for \( 1 \leq i \leq d \); (6.1.2) clearly bounds (6.1.1) above, since we fixed \( N \). Letting \( A \) be the full rank matrix \( \{ \alpha^i \} \), we can solve \( Az = 1 \in \mathbb{R}^d \). Write the solution as \( z = (z_1, \ldots, z_d) \) (we already know \( z = w(t) \), but \( z \) is not as obvious when \( F \) is not codimension 1). Since the convex hull of \( \{ \alpha^1, \ldots, \alpha^d \} \) contains \( t \in \mathbb{R}^d \), we conclude \( \langle t, z \rangle = 1 \), hence \( \langle 1, z \rangle = 1/t \). Denoting the \( d \)-tuple \( \log(\lambda)z \) by \( j^0 \), we compute

\[
J_0 2^{(-1,j^0)} = \lambda^{-1/t} = J_i 2^{(N\alpha^i - 1,j^0)}.
\]

Hence, by reindexing and factoring out \( \lambda^{-1/t} \), we see

\[
\sum_{j_1,\ldots,j_d=0}^{\log(\lambda)/t} \min_{1 \leq i \leq d} \{ J_0 2^{(-1,j^0)} , J_i 2^{(N\alpha^i - 1,j^0)} \}
\]
\[ \lambda^{-1/t} \sum_{j_1 = -\log(\lambda) z_1}^{\log(\lambda)/t - \log(\lambda) z_1} \cdots \sum_{j_d = -\log(\lambda) z_d}^{\log(\lambda)/t - \log(\lambda) z_d} \min_{1 \leq i \leq d} \{2^{(-1,j)}, 2^{(N\alpha^i - 1,j)}\}. \tag{6.1.3} \]

Now notice that the vectors \( N\alpha^i - 1 \) and \(-1\) do not all lie in the same hyperplane: \( \langle -1, z \rangle = -1/t \) and \( \langle N\alpha^i, z \rangle = N \neq 0 \). This finishes the claim, since \( \{\xi \in \mathbb{R}^d : \langle \xi, z \rangle = 1\} \) is the unique hyperplane in \( \mathbb{R}^d \) containing the \( d \) many linearly independent vectors \( \alpha^i \). Therefore, for all \( x \in \mathbb{R}^d \),

\[ \sup_{\|x\|_\infty = 1} \min_{1 \leq i \leq d} \{\langle -1, x \rangle, \langle N\alpha^i - 1, x \rangle\} < 0. \]

By homogeneity, there is some \( c > 0 \) such that

\[ \min_{1 \leq i \leq d} \{\langle -1, x \rangle, \langle N\alpha^i - 1, x \rangle\} \leq -c\|x\|_\infty. \]

Apply this fact to bound the sum in (6.1.3) by

\[ \sum_{j_1, \ldots, j_d \in \mathbb{Z}} 2^{\min\{\langle -1, j \rangle, \langle N\alpha^i - 1, j \rangle\}} \lesssim \sum_{n=0}^{\infty} \sum_{\|j\|_\infty = n} n^{d-1} 2^{-cn} \lesssim 1 \]

to see that (6.1.1) is bounded above by a uniform constant times \( \lambda^{-1/t} \), which is exactly the estimate we were looking for.
6.2 General case

Let $F$ be some codimension 1 face intersecting the line $L = \{s(\beta + 1) : s \in \mathbb{R}\}$ and let $w$ be the normal of $F$. Since $\beta + 1$ has all positive components, the quantity $\langle \beta + 1, w \rangle$ is nonzero. Since $\beta + 1$ lies on a line intersecting $F$, we conclude that the vector $v = \frac{\beta + 1}{\langle \beta + 1, w \rangle}$ lies on $F$. Let $r - 1$ be the lowest dimension over all faces intersected by $L$. By Lemma 2, it is enough to show

$$\sum_{j_1, \ldots, j_d = 0}^{\infty} \min_{N \geq 0, \alpha \in \mathbb{N}(\phi)} \{\lambda^{-N2(\langle N\alpha - \beta - 1, j \rangle)}\} \lesssim \lambda^{-\langle \beta + 1, w \rangle} \log^{d-r}(\lambda).$$

First, setting $N = 0$, we see for any $j_i$ that

$$\sum_{j_1 = 0}^{\infty} \cdots \sum_{j_d = 0}^{\infty} 2^{\langle -\beta - 1, j \rangle} \lesssim \lambda^{-(\beta_i + 1)/v_i} = \lambda^{-\langle \beta + 1, w \rangle}.$$ 

Hence, it is enough to bound

$$\sum_{j_1 = 0}^{\log(\lambda)/v_1} \cdots \sum_{j_d = 0}^{\log(\lambda)/v_d} \min_{N \geq 0, \alpha \in \mathbb{N}(\phi)} \{\lambda^{-N2(\langle N\alpha - \beta - 1, j \rangle)}\} \quad (6.2.1)$$

above by a uniform positive constant times $\lambda^{-\langle \beta + 1, w \rangle} \log^{d-r}(\lambda)$. It is more natural to work in a continuous setting when $r \neq d$ because we need to change variables, so we bound \(6.2.1\) above by a uniform constant times

$$\int_{0}^{\log(\lambda)/v_1} \cdots \int_{0}^{\log(\lambda)/v_d} \min_{N \geq 0, \alpha \in \mathbb{N}(\phi)} \{\lambda^{-N} e^{\langle N\alpha - \beta - 1, x \rangle}\} dx, \quad (6.2.2)$$
and we estimate the integral \(6.2.2\) instead. Since \(v\) lies in a face of dimension no less than \(r - 1\) that also does not lie in a coordinate hyperplane, there are linearly independent \(\alpha^1, \ldots, \alpha^r \in F\) whose convex hull contains \(v\), so write

\[
v = \sum_{i=1}^{r} \lambda_i \alpha^i.
\]  

(6.2.3)

For the rest of the proof we assume \(N > \langle \beta + 1, w \rangle\). This is where we require that \(k > \langle \beta + 1, w \rangle\). For \(1 \leq i \leq r\) let \(\theta_i = \lambda_i \langle \beta + 1, w \rangle / N\) and \(\theta_0 = 1 - \langle \beta + 1, w \rangle / N\). All \(\theta_i\) are positive and their sum is 1 by the restriction placed on \(N\). Moreover, we can check

\[
\theta_0(-\beta - 1) + \sum_{i=1}^{r} \theta_i(N\alpha^i - \beta - 1) = 0.
\]  

(6.2.4)

The integral \(6.2.2\) can be bounded above by

\[
\int_0^{\log(\lambda)/v_1} \cdots \int_0^{\log(\lambda)/v_d} \min_{1 \leq i \leq k} \{e^{\langle -\beta - 1, x \rangle}, \lambda^{-N} e^{\langle N\alpha^i - \beta - 1, x \rangle}\} dx.
\]  

(6.2.5)

We now change variables for convenience: define the matrix \(A\) by the equalities

\[
A\alpha^i = e_i \text{ for } 1 \leq i \leq r;
\]

and

\[
A e_i = e_i \text{ for } r < i \leq d.
\]
Note that $\langle A^T x, \alpha^i \rangle = x_i$ for $1 \leq i \leq k$. Letting $x = A^T y$, up to a factor of the Jacobian of $A^{-1}$, the integral (6.2.5) equals

$$\int_{0 \leq \langle A^T y, e_i \rangle \leq \log(\lambda)/v_i, 1 \leq i \leq d} \min_{1 \leq j \leq k} \left\{ e^{\langle A(-\beta-1), y \rangle}, \lambda^{-N} e^{\langle A(N\alpha^j - \beta - 1), y \rangle} \right\} dy.$$  \hspace{1cm} (6.2.6)

We have seen that $A\alpha^i = e_i$ by definition of $A$. Moreover, by (6.2.3), since $v = \frac{\beta+1}{(\beta+1, w)}$, the vector $A(\beta + 1)$ can be written as a linear combination of vectors $A\alpha^i = e_i$ over $1 \leq i \leq r$. Therefore we can integrate over directions $r < i \leq d$

$$\int_{0 \leq \langle A^T y, e_i \rangle \leq \log(\lambda)/v_i, k < i \leq d} dy_{r+1} \cdots dy_d \lesssim \log^{d-r}(\lambda)$$

in order to bound (6.2.6) above by

$$\log^{d-k}(\lambda) \int_{\mathbb{R}^k} \left| \min_{1 \leq i \leq k} \left\{ e^{\langle A(-\beta-1), y \rangle}, \lambda^{-N} e^{\langle A(N\alpha^j - \beta - 1), y \rangle} \right\} \right| dy_1 \cdots dy_r.$$  \hspace{1cm} (6.2.7)

Since $A\alpha^i = e_i$ and $\sum_{j=1}^r \lambda_j = 1$, we see

$$\langle A(\beta + 1), \log(\lambda) 1 \rangle = \langle \beta + 1, w \rangle \log(\lambda) \sum_{j=1}^r \lambda_j \langle A\alpha^j, 1 \rangle = \langle \beta + 1, w \rangle \log(\lambda),$$

and therefore, exponentiating, we obtain $e^{\langle A(-\beta-1), \log(\lambda) 1 \rangle} = \lambda^{-\langle \beta+1, w \rangle}$. This calculation inspires the change of variables $y \rightarrow y + \log(\lambda) 1$. After changing variables, we
can factor out $\lambda^{-(\beta+1,w)}$ and bound (6.2.7) above by $\lambda^{-(\beta+1,w)} \log^{d-k}(\lambda)$ times
\[
\int_{\mathbb{R}^k} \left| \min_{1 \leq i \leq k} \{ e^{(A(-\beta - 1),y)}, e^{(A(N\alpha^i - \beta - 1),y)} \} \right| dy_r \cdots dy_1.
\]

The factors $\lambda^{-N}$ disappeared after changing variables because $\lambda^{-N} e^{N \log(\lambda)} = 1$. By (6.2.4),
\[
0 = \theta_0 A(-\beta - 1) + \sum_{i=1}^r \theta_i A(N\alpha^i - \beta - 1).
\]
Since $A(N\alpha^i - \beta - 1)$ for $1 \leq i \leq r$ and $A(-\beta - 1)$ are linearly independent in $\mathbb{R}^r$,
\[
\sup_{||y||_2 = 1 \leq i \leq r} \min \{ \langle A(-\beta - 1), y \rangle, \langle A(N\alpha^i - \beta - 1), y \rangle \} < 0.
\]

By homogeneity, there is a constant $c = c(\alpha^1, \ldots, \alpha^r, \beta) > 0$ such that
\[
\min_{1 \leq i \leq r} \{ \langle A(-\beta - 1), y \rangle, \langle A(N\alpha^i - \beta - 1), y \rangle \} < c ||y||_2.
\]

After a polar change of variables, we can bound (6.2.7) by a constant independent of $\lambda$ (but depending on $\alpha^1, \ldots, \alpha^r$, and $\beta$) times
\[
\lambda^{-(\beta+1,w)} \log^{d-k}(\lambda) \int_0^\infty e^{-\sigma} d\sigma \lesssim \lambda^{-(\beta+1,w)} \log^{d-r}(\lambda),
\]
which is exactly the bound we were looking for.
Varchenko’s upper bounds as a special case

Letting $\beta = 0$ above, the inner product $\langle \beta + 1, w(\beta + 1) \rangle = \langle 1, w(1) \rangle = 1/t$ by Observation 1. Therefore Varchenko’s upper bound in [18] is a special case of Theorem 1. In fact, the upper bound hold for all convenient nondegenerate phases $\phi \in C^k$, assuming $k > 1/t$. Since $t \geq 1/d$ holds for all $C^k$ functions, one could guarantee such an estimate for all $C^{d+1}$ convenient phases.

6.3 An estimate for remainders

Let $\phi \in C^k$ be $m-$convenient and write $\phi = P_{m'} + R_{m'}$, where we are free to choose $m \leq m' \leq n$. With the same methods used above, we want to estimate

$$I_{R,\gamma}(\lambda) = \int_{[0,4]^d} e^{i\lambda \phi(x)} x^\gamma \partial^\gamma R_{m}(x) x^\beta \psi(x) dx,$$

where $\psi$ is $C^{k-|\gamma|}$ and supported close enough to the origin. We know by (5.3.1) that for all $1 \leq N \leq k - |\gamma|$, 

$$\left| \int_{[\epsilon,4\epsilon]^d} e^{i\lambda \phi(x)} x^\gamma \partial^\gamma R_{m}(x) x^\beta \eta(x) dx \right| \lesssim \sum_{|v|=m} \lambda^{-N} \varepsilon^{v+\beta+1-N\alpha}$$

where $\eta$ is $C^{k-|\gamma|}$ and supported in $[1,4]^d$. We again use linear programming over each $v$, assuming that $k > |\gamma| + 1 + \langle \beta + 1, w(\beta + 1) \rangle$ so that $k - |\gamma| \geq N >$
\[ \langle v + \beta + 1, w(v + \beta + 1) \rangle \text{ for all } |v| = m. \] The estimate is

\[ |I_{R, \gamma}(\lambda)| \lesssim \sum_{|v|=m} \lambda^{-\langle v + \beta + 1, w(v + \beta + 1) \rangle} \log^{d-1}(\lambda) \lesssim \lambda^{-1-\langle \beta + 1, w(\beta + 1) \rangle} \log^{d-1}(\lambda). \quad (6.3.1) \]

With the same techniques, we get

**Corollary 1.** Let \( \gamma^1, \ldots, \gamma^n, \beta \in \mathbb{N}^d \). Assume \( \phi \in C^k \) is \( m-\)convenient. Assume

\[ k > \max_{1 \leq j \leq n} |\gamma^j| + \langle v^1 + \cdots + v^n + \beta + 1, w(v^1 + \cdots + v^n + \beta + 1) \rangle \]

for all \( |v^i| = m \), and let \( \psi \) be \( C^{k-\max|\gamma^i|} \) with support close enough to the origin. Let \( \mu(v^1, \ldots, v^n) = \langle v^1 + \cdots + v^n + \beta + 1, w(v^1 + \cdots + v^n + \beta + 1) \rangle \). Then

\[ \left| \int_{\mathbb{R}^d} e^{i\lambda \phi} (x^{\gamma^1} \partial^{\gamma^1} R_m) \cdots (x^{\gamma^n} \partial^{\gamma^n} R_m) x^\beta \psi \right| \lesssim \sum_{|v^1| = \cdots = |v^n| = m} \lambda^{-\mu(v^1, \ldots, v^n)} \log^{d-1}(\lambda). \]

The minimum over \( k - |\gamma^j| \) is the maximum number we can differentiate each of the terms \( x^{\gamma} \partial^{\gamma} R_m \). Note that if \( \phi \) is smooth convenient or analytic, we don’t need to worry about how large \( k \) has to be.
Chapter 7

Theorem 2: asymptotic expansion of $I(\lambda)$

We remind the reader\[19\] that if some multiple of $\beta \in \mathbb{N}^d$ lies in $N(\phi)$, we define

$$w(\beta) = \{w : \langle \beta, w \rangle \text{ is minimal}\}$$

where the minimum is taken over all finitely many normals $w$ of codimension 1 faces $F$ of $N(\phi)$. In the same section we also defined $\langle \gamma, w(\beta) \rangle$ for the scalar $\max_{w \in w(\beta)} \langle \gamma, w \rangle$.

In this chapter, we make use of the facts proven in Proposition 2 at the end of Section 3.4.

\[19\text{See Chapter 3, Section 3.3}\]
\textbf{P3} \(w(\alpha + \beta) \subseteq w(\beta)\) and \(\alpha_j w_j = 0\) for all \(w \in w(\alpha + \beta)\),

\textbf{P4} either \(w(\alpha + \beta) \subset w(\beta)\) or else \(\alpha \neq 0\) implies \(\beta\) does not lie in any compact codimension 1 face, and

\textbf{P5} If \(\alpha \neq 0\), then \(|w(\alpha + \beta)| \leq |\{j : \alpha_j \neq 0\}| \leq d - 1\).

\textbf{P6} If instead we assume \(\alpha \in N(\phi)\) and \(\langle \beta, w \rangle + 1 = \langle \alpha + \beta, w(\alpha + \beta) \rangle\), then

\(|w(\alpha + \beta)| \leq d\) with equality only if \(\alpha = \beta\).

### 7.1 Derivatives of \(I(\lambda)\)

In this section we choose \(m < m' \overset{\text{def}}{=} m + n + 1 \leq k\) and express \(\phi\) as \(P_{m'} + R_{m'}\) where \(P_{m'}\) is a degree \(m'\) polynomial and \(R_{m'} = \sum_{|\alpha| = m'} x^\alpha h_\alpha(x)\). Denote the integral \(\int_{\mathbb{R}^d} e^{i\lambda \phi(x)} \psi(x) dx\) by \(I(\lambda)\). We want to prove that \(I(\lambda)\) has asymptotic expansion for large \(\lambda\) of the form

\[
I(\lambda) \sim \sum_{j=0}^{d_j-1} \sum_{r=0} \alpha_j, r(\psi) \lambda^{-p_j} \log^{d_j-1-r}(\lambda) \quad (7.1.1)
\]

in the sense described prior to Theorem \(2\) where \(p_0 < p_1 < \cdots\) is the ordering of the countable set \(C\) of Section \(3.5\) (Chapter 3). We assume that \(k > (d_0 + \cdots + d_n)m' + d\), and \(d_j\) is the greatest codimension over all faces intersecting the lines

\[
\{s(\beta + 1) : s \in \mathbb{R}, \beta \in \mathbb{N}^d, \langle \beta + 1, w(\beta + 1) \rangle - n' = p_j \text{ some } n' \in \mathbb{N}\}.
\]
Note that we only need the Newton polyhedron to know what are each \( p_j \) and \( d_j \); no additional conditions other than being able to define \( N(\phi) \) are required of \( \phi \).

To start the proof, we need to first rewrite \( P_{m'} \) in a suggestive way and then differentiate \( I_\beta(\lambda) \).

If \( P(x) \) is a polynomial of degree at most \( m' \), note that

\[
P(x) = \sum_{|\alpha| \leq m'} c_\alpha x^\alpha = \sum_{|\alpha| \leq m'} \sum_{j=1}^d \alpha_j v_j c_\alpha x^\alpha,
\]

where we are free to choose any \( v \in \mathbb{R}_d^d \) satisfying \( \langle \alpha, v \rangle = 1 \); we suppress the dependence on \( \alpha \) for notational convenience. Let \( w \in w(\beta + 1) \) be free. Recall: geometrically, \( F = H_w \cap N(\phi) \) is a codimension 1 face hit by the line \( \{ s(\beta + 1) : s \in \mathbb{R} \} \), so in particular \( F \) does not lie in a coordinate hyperplane. We can rewrite \( P_{m'} \) as

\[
\sum_{\alpha} \sum_{j=1}^d \alpha_j (v_j - w_j) c_\alpha x^\alpha + \sum_{\alpha} \sum_{j=1}^d \alpha_j w_j c_\alpha x^\alpha. \tag{7.1.2}
\]

This expression also works for arbitrary analytic functions. Letting \( v = v(\alpha) = w \) for all \( \alpha \in F \), the quantity \( \boxed{7.1.2} \) simplifies to

\[
\sum_{\alpha \notin F} \sum_{j=1}^d \alpha_j (v_j - w_j) c_\alpha x^\alpha + \sum_{\alpha} \sum_{j=1}^d \alpha_j w_j c_\alpha x^\alpha. \tag{7.1.3}
\]

Since we are integrating over a compact set and \( e^{i\lambda \phi} \) has the same smoothness as \( \phi \),
we can write $\lambda \frac{d}{d\lambda} I_\beta(\lambda) =$

$$
\int e^{i\lambda\phi(x)} i\lambda \phi(x)x^\beta \psi(x)dx = \int e^{i\lambda\phi} i\lambda (wx \cdot \nabla \phi)x^\beta \psi + \int e^{i\lambda\phi} i\lambda (\phi - wx \cdot \nabla \phi)x^\beta \psi .
$$

We first estimate $I_1$. Integration by parts tells us

$$
I_1 = -\int e^{i\lambda\phi(x)} \nabla \cdot (x^\beta \psi(x)wx)dx.
$$

By the product rule, and the definition $\langle \beta + 1, w \rangle = \sum_{j=1}^d (\beta_j + 1)w_j$, we can rewrite the integral above as

$$
I_1 = -\langle \beta + 1, w \rangle \int e^{i\lambda\phi} x^\beta \psi - \int e^{i\lambda\phi} x^\beta (wx \cdot \nabla \psi) .
$$

Define $D_\beta$ to be the operator $\lambda \frac{d}{d\lambda} + \langle \beta + 1, w \rangle$. We have just shown

$$
D_\beta I_\beta(\lambda) = I_2 - I_{11}.
$$

We begin with the estimate of

$$
I_{11} = \sum_{j=1}^d w_j \int e^{i\lambda\phi} x^\beta + e_j \psi_{x_j}^l
$$
By Theorem 1

\[ |I_{11}(\lambda)| \lesssim \sum_{j=1}^{d} w_j \lambda^{-(\beta + e_j + 1, w(\beta + e_j + 1))} \log^{d_j-1}(\lambda). \]  

(7.1.4)

• If \( \langle \beta + e_j + 1, w(\beta + e_j + 1) \rangle > \langle \beta + 1, w \rangle \), we are done with the estimate.

• Otherwise, by property \( \mathcal{P}3 \) we can say \( w(\beta + 1 + e_j) \subseteq w(\beta + 1) \). If equality holds, \( \mathcal{P}4 \) guarantees \( w_j = 0 \); otherwise, we have a few more cases.

• If \( s(\beta + 1) \) doesn’t intersect \( N(\phi) \) at a vertex, then \( |w(\beta + 1)| \) is the highest codimension over all faces containing \( \beta + 1 \). In this case, \( |w(\beta + 1 + e_j)| < |w(\beta + 1)| \) so \( \beta + 1 + e_j \) lies in a strictly smaller codimension face.

• If \( s(\beta + 1) \) intersects in a vertex and \( s(\beta + 1 + e_j) \) does not, the power of log again must be smaller.

• Finally, \( \mathcal{P}5 \) tells us the lines \( s(\beta + 1) \) and \( s(\beta + 1 + e_j) \) cannot both intersect \( N(\phi) \) at vertices.

We have finally finished proving an estimate on (7.1.4) that are summarized succinctly at the end of the section.

In order to estimate \( I_2 \), we first rewrite

\[
I_2 = \int_{I_{21}} e^{i\lambda \phi} i \lambda (P_{m'} - wx \cdot \nabla P_{m'}) x^\beta \psi + \int_{I_{22}} e^{i\lambda \phi} i \lambda (R_{m'} - wx \cdot \nabla R_{m'}) x^\beta \psi.
\]
By (7.1.3), \( P_m'(x) - wx \cdot \nabla P_m'(x) = \sum_{\alpha \notin F} \sum_{j=1}^{d} (v_j - w_j)c_{\alpha}x^\alpha \). If this quantity is zero, we are done with the estimate. Otherwise, Theorem 1 tells us we can bound \( I_{21} \) above by

\[
|I_{21}| \lesssim \lambda \cdot \lambda^{-\langle \alpha + \beta + 1, w(\alpha + \beta + 1) \rangle} \log^{d'}(\lambda)
\]

for \( d' \) guaranteed by Theorem 1. Note that

\[
\langle \beta + 1, w \rangle + \langle \alpha, w(\alpha + \beta + 1) \rangle \leq \langle \alpha + \beta + 1, w(\alpha + \beta + 1) \rangle.
\]

Moreover, \( \langle \alpha, w(\alpha + \beta + 1) \rangle \geq 1 \) since \( \alpha \) must lie on or above \( H_{w'} \) for all \( w' \in w(\alpha + \beta + 1) \) by convexity of \( N(\phi) \). If \( 1 + \langle \beta + 1, w \rangle = \langle \alpha + \beta + 1, w(\alpha + \beta + 1) \rangle \), we apply P6. Since \( \alpha \notin F \), \( w(\alpha + \beta + 1) \subset w(\alpha + \beta + 1) \). In particular, \( \alpha \neq \beta + 1 \), so \( |w(\alpha) \cap w(\alpha + \beta + 1)| < d \) and therefore \( \alpha + \beta + 1 \) must lie on a strictly smaller codimension face than \( \beta + 1 \). Theorem 1 then guarantees that \( d' \) must be strictly smaller than the power of log in the estimate of \( I_\beta(\lambda) \) that we started with. So, the estimate in this case is strictly better because of the power of the logarithm. If equality of the inner products does not hold, the power of \( \lambda \) must be strictly smaller than in the estimate of \( I_\beta(\lambda) \).

We move on to estimating \( I_{22} \) by applying Corollary 1. We assume that \( k > 1 + \langle v + \beta + 1, w(v + \beta + 1) \rangle \) or else we cannot proceed because of the conditions in

---

20 The major obstruction here is that \( R_{m'}(x) - wx \cdot \nabla R_{m'}(x) \) does not have nice cancellation like \( P_m'(x) - wx \cdot \nabla P_m'(x) \) did above (even in one variable). There is nothing we can do with this term unless \( \phi \) is smooth convenient, or real analytic. If \( \phi \) is smooth \( m \)-convenient, we can take \( m' \) to be so large that \( \langle \alpha + 1, w(\alpha + 1) \rangle \) is much smaller than the next term in the expansion of \( I_\beta(\lambda) \) and therefore can be ignored. If \( \phi \) is real analytic, we have to use cancellation as in the estimate of \( I_{21} \).
Corollary 1. In the next steps, we assume $\beta$ satisfies this property. By the triangle inequality and Corollary 1,

$$|I_{22}| \lesssim \max_{|v| = m'} \lambda^{-\langle v + \beta + 1, w(v + \beta + 1) \rangle + 1} \log^{d-1}(\lambda).$$

The vector $v$ cannot lie on any compact face of $N(\phi)$ since we assumed $N(\phi) = N(P_m) = N(P_{m'})$ intersects each coordinate axis and $P_{m'}$ has degree at most $m'$. Although we don’t consider the case $m' = m$, we mention that in this case, if we can conclude $\langle v, w \rangle > 1$, then the exponent of $\lambda$ is strictly better. This is an assumption we need to impose if we want better estimates. Otherwise, we can only say by $P6$ that if $|w(\beta + 1)| \geq d$, then the exponent of log is smaller. If $m' > m$, for convenient phases it is easy to see that $\langle \beta + e_j, w \rangle > \langle \beta, w \rangle$ for all $\beta, j,$ and $w$, since no component of any normal $w$ can be zero. In this case we get a better estimate. If $\phi$ is real analytic, then $R_{m'}(x) - wx \cdot \nabla R_{m'}(x)$ is analytic and can be expressed as

$$\sum_{j=1}^d \sum_{|\alpha| \geq m', \alpha \notin F} \alpha_i c_\alpha (v_i - w_i) x^\alpha,$$

just like the polynomial in $I_{21}$. In this case we also get a better estimate.

Let $p_0 < p_1 < \cdots$ be the well ordering stated at the beginning of the chapter. Let $p_j = \langle \beta + 1, w \rangle$. To summarize, we have just finished proving

$$|D_\beta I_\beta(\lambda)| \lesssim \begin{cases} 
\lambda^{-p_{j+1}} \log^{d_{j+1}-1}(\lambda) & d_j = 1 \\
\lambda^{-p_j} \log^{d_j-2}(\lambda) & \text{otherwise}
\end{cases}.$$
7.2 Estimating higher derivatives of $I(\lambda)$

7.2.1 Analytic phases

In this section we use $\cdot$ to represent the dot product whenever a gradient is involved, e.g., $\nabla \cdot F$ is the divergence of $F$. In the case when $\phi$ is analytic, we simply write $\phi(x) = \sum_\alpha x^\alpha$ or else it is not as clear why the remainders do not contribute too much. We are free to exchange infinite sums and integrals in this part of the proof because of the Lebesgue Dominated Convergence Theorem; all the sums represent analytic functions, so are uniformly and absolutely convergent in the support of the amplitude.

Denote by $G_{n,r}(\lambda)$ the integral

$$
\left( \lambda \frac{d}{d\lambda} + p_n \right)^r \left( \lambda \frac{d}{d\lambda} + p_{n-1} \right)^{d_{n-1}} \cdots \left( \lambda \frac{d}{d\lambda} + p_0 \right)^{d_0} I(\lambda).
$$

The induction hypothesis for analytic phases is:

$$
G_{n,r}(\lambda) = \sum_{j=0}^{d_0 + \cdots + d_{n-1} + r} \lambda^j J_{j,n,r}(\lambda),
$$

where $J_{j,n,r}$ can be split up into finitely many integrals $J_{j,n,r,\ell}$ such that there exist

- $\beta = \beta_{n,r}$ lying in a codimension $r$, but not codimension $r + 1$, face and a normal $w \in w(\beta + 1)$ (depending on $\beta$) such that $p_n = \langle \beta + 1, w \rangle - K$ for some $K \in \mathbb{N}$,
• compactly supported $\psi_{j,n,r,\ell} \in C^\infty$,

• a countable set $\Gamma(j,n,r,\ell)$ such that \(\langle \gamma + 1, w(\gamma + 1) \rangle \geq p_n + j\) for all $\gamma \in \Gamma$.

The above are such that we can write

$$J_{j,n,r,\ell} = \int e^{i\lambda \phi(x)} \sum_{\gamma \in \Gamma(j,n,r,\ell)} b_\gamma x^\gamma \psi_{j,n,r,\ell} dx$$

If the context is clear, we suppress the indices. Applying $(\lambda \frac{d}{d\lambda} + p_n)$ to each $J = J_{j,n,r,\ell}$, we write

$$\left(\lambda \frac{d}{d\lambda} + p_n\right) J = \lambda^j \int e^{i\lambda \phi} i\lambda \phi \sum_{\gamma} b_\gamma x^\gamma \psi dx$$

$$+ (p_n + j) \lambda^j \int e^{i\lambda \phi} \sum_{\gamma \in \Gamma} b_\gamma x^\gamma \psi dx$$

$$= \lambda^j (J'(\lambda) + (p_n + j) J(\lambda))$$

We first write

$$J'_1 = \int e^{i\lambda \phi} i\lambda (w x \cdot \nabla \phi) \sum_{\gamma} b_\gamma x^\gamma \psi,$$

and

$$J'_2 = \int e^{i\lambda \phi} i\lambda (\phi - w x \cdot \nabla \phi) \sum_{\gamma} b_\gamma x^\gamma \psi.$$

To estimate $J'_1$, we integrate by parts:

$$J'_1 = - \sum_{\ell=1}^d \int e^{i\lambda \phi} \partial_{\ell} \left( \sum_{\gamma} b_\gamma w_{\ell} x^{\gamma+e_{\ell}} \psi \right)$$
\[
= - \int e^{i\lambda \phi} \sum_{\gamma} (\gamma + 1, w) b_{\gamma} x^{\gamma} \psi - \sum_{l=1}^{d} \int e^{i\lambda \phi} \sum_{\gamma} b_{\gamma} x^{\gamma + e_l} w_l \psi'_{x_l}.
\]

Now \( \lambda^j (J'_{11} + (p_n + j)J) = \)

\[
\lambda^j \int e^{i\lambda \phi} \sum_{\gamma} (p_n + j - \langle \gamma + 1, w \rangle) b_{\gamma} x^{\gamma} \psi.
\]

We assumed \( \langle \gamma + 1, w(\gamma + 1) \rangle \geq p_n + j \). If \( w \notin w(\gamma + 1) \), the estimate is strictly better because the power of \( \lambda \) is at least \( -\langle \gamma + 1, w \rangle + j < -p_n \).

\footnote{Here we could apply Taylor’s theorem to the analytic function inside the integral in order to obtain a polynomial plus remainder term. This way, we don’t need to worry about an infinite sum of remainders in \( \lambda \).} Otherwise, \( p_n + j - \langle \gamma + 1, w \rangle = 0 \) and the sum over \( \gamma \) only contains exponents outside of \( H_w \). Therefore, the power of the logarithm in the estimate is strictly better by Theorem \ref{thm:1}. Either way, we are done estimating this integral.

In \( J'_{12} \), we estimate each of the \( d \) summands. Theorem \ref{thm:1} tells us they are bounded by \( \lambda^{-\langle \gamma + e_l + 1, w(\gamma + e_l + 1) \rangle} \log^{d' - 1}(\lambda) \) for \( d' \) as in Theorem \ref{thm:1}. By property \ref{prop:4} either the power of log must be smaller or else \( \gamma + e_l + 1 \) lies in an unbounded face. In the latter case, \( w_l = 0 \) and we do not have to estimate the \( l^{th} \) summand. This completes the estimate of \( J'_{12} \).

We now move on to \( J'_{2} \). Write \( \phi(x) = \sum_{l=1}^{d} \sum_{\alpha} \alpha_i v_i b_{\alpha} x^{\alpha} \) where each \( v \) depends on the corresponding \( \alpha \) by the condition \( \langle \alpha, v \rangle = 1 \). Then \( \phi(x) - wx \cdot \nabla \phi(x) = \)
\[ \sum_{i=1}^d \sum_{\alpha} \alpha_i (v_i - w_i) b_\alpha x^\alpha. \]

Let us consider what happens if there are \( \alpha, \gamma \) such that

\[ \langle \alpha + \gamma + 1, w(\alpha + \gamma + 1) \rangle = 1 + \langle \gamma + 1, w(\gamma + 1) \rangle. \] (7.2.1)

Letting \( v_i = w_i \) for all \( \alpha \) such that \( w(\alpha) \ni w \), we see that the \( \alpha \) under consideration lie in a strictly larger codimension face than \( \beta + 1 \), guaranteed by P6 and the fact \( w(\alpha) \not\subseteq w(\beta + 1) \). In the case that equality holds in (7.2.1), we only do not get a smaller power of \( \lambda \) if in addition \( \langle \alpha + \gamma + 1, w(\alpha + \gamma + 1) \rangle = \langle \beta + 1, w(\beta + 1) \rangle - K + 1 + j \).

In this case we already concluded the power of log is better by Theorem 1 and P6. The estimate for analytic phases in finally finished.

### 7.2.2 Convenient phases

We now prove the \( m \)-convenient case.\(^{22}\) Recall that we assume

\[ k > d(2m + d)(n + 1) + d. \]

The induction hypothesis for \( m \)-convenient phases is similar to what we had in the previous section:

\[ G_{n,r}(\lambda) = \sum_{j=0}^{d_0 + \cdots + d_{n-1} + r} \lambda^j J_{j,n,r}(\lambda), \]

where \( J_{j,n,r} \) can be split up into finitely many integrals \( J_{j,n,r,\ell} \) such that there exist

\(^{22}\)The trick here is to just have the right bounds on \( m' \) and keep the previous assumptions about the structure of \( G_{n,r} \); we cannot estimate \( R_{m'} \) better than trivially.
\( \beta = \beta_{n,r} \) lying in a codimension \( r \) but not codimension \( r + 1 \) face and a normal \( w \in w(\beta + 1) \) (depending on \( \beta \)) such that \( p_n = \langle \beta + 1, w \rangle - K \) for some \( K \in \mathbb{N} \),

- compactly supported \( \psi_{j,n,r,\ell} \in C^{k-(d_0+\cdots+d_{n-1}+r)} \),

- a finite set \( \{\sigma^j\}_{1 \leq j \leq L} \subset \mathbb{N}^d \),

- and a finite set \( \Gamma \) such that for all \( \gamma \in \Gamma \),

\[
(d_0 + \cdots + d_{n-1} + r)(m + n) + d \geq \langle \gamma + 1, w(\gamma + 1) \rangle \geq p_n + j - L,
\]

where \( \gamma \) satisfies \( \gamma = \alpha^1 + \cdots + \alpha^{j-L} \) for some \( \alpha^i \in N(\phi) \).

We assume that under the above conditions, the integrals \( J_{j,n,r} \) can be written as a sum of

\[
J_{j,n,r,\ell}(\lambda) = \int_{\mathbb{R}^d} e^{i\lambda \phi(x)} (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^L} \partial^{\sigma^L} R_{m'}) \sum_{\gamma} b_{\gamma} x^{\gamma} \psi_{j,n,r,\ell}.\]

Theorem \( \square \) showed the \( n = 0 \) and \( r = 0 \) case, taking \( \psi_{0,0,0,0} = \psi \), \( R_{0,0,0,0} = 0 \), \( \beta = 0 \), and \( \Gamma = \{0\} \) with \( b_{0,0,0,0} = 1 \). The case \( n = 0, r = 1 \) was shown in the previous section:

\[
J_{0,0,1} = -\sum_{w_m \neq 0} \int e^{i\lambda \phi(x)} x_m w_m \psi'_{x_m}(x) dx + \int e^{i\lambda \phi(x)} \sum_{\gamma \notin F} b_{\gamma} x^{\gamma} \psi(x) dx
\]

\[
+ \int e^{i\lambda \phi(x)} (R_m - w x \cdot \nabla R_m) \psi(x) dx.
\]
From now on the dependence on \( j, r, n, \ell \) is suppressed.

Assuming \( 0 \leq r \leq d_n - 1 \), we apply \( (\lambda \frac{d}{d\lambda} + p_n) \) to \( G_{n,r} \). By induction hypothesis, \( G_{n,r} \) is a sum of terms \( \lambda^j J(\lambda) \) satisfying the conditions above, where \( J \) depends on \( j, r, n, \) and \( \ell \). For all \( j \) there is some \( \beta \) and \( w \) corresponding to a codimension 1 face such that \( p_n = \langle \beta + 1, w \rangle - K \). Therefore,

\[
\left(\lambda \frac{d}{d\lambda} + p_n\right) \lambda^j J(\lambda) = \lambda^j \left( \sum_{\ell} \int e^{i\lambda \phi} i\lambda \phi (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^l} \partial^{\sigma^l} R_m) \sum_{\gamma} b_{\gamma} x^\gamma \psi \\
+ (p_n + j) \sum_{\ell} \int e^{i\lambda \phi} (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^l} \partial^{\sigma^l} R_m) \sum_{\gamma} b_{\gamma} x^\gamma \psi dx \right) \\
= \lambda^j \left( J'(\lambda) + (p_n + j) J(\lambda) \right).
\]

We separately estimate each summand of \( J' \) and \( J \), and show the derivative is of the form we claimed in the induction hypothesis. For simplicity, write each summand of \( J' \) as \( J'_1 + J'_2 \), where

\[
J'_1 = \int e^{i\lambda \phi} i\lambda (wx \cdot \nabla \phi) (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^l} \partial^{\sigma^l} R_m) \sum_{\gamma} b_{\gamma} x^\gamma \psi,
\]

and

\[
J'_2 = \int e^{i\lambda \phi} i\lambda (\phi - wx \cdot \nabla \phi) (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^l} \partial^{\sigma^l} R_m) \sum_{\gamma} b_{\gamma} x^\gamma \psi.
\]
Integration by parts lets us rewrite $J'_1$ as

$$J'_1 = -\sum_{l=1}^{d} \int e^{i\lambda \phi(x)} \partial^{e_l} \left( (x^{\sigma^1} \partial^{\sigma^1} R_m) \cdots (x^{\sigma^L} \partial^{\sigma^L} R_m) \sum_{\gamma} b_{\gamma} x^{\gamma+e_l} \psi \right).$$

Now we perform some bookkeeping on where the derivatives can land inside $J'_1$. First, we discuss when we can apply Corollary [1]. We first bound $\max |\sigma^l| + \langle \sigma^1 + \cdots + \sigma^L + \gamma + 1, w(\sigma^1 + \cdots + 1) \rangle$. The terms $|\sigma^l|$ are bounded above by $d_0 + \cdots + r + 1 \leq d_0 + \cdots + d_n$ because that is the largest amount of derivatives we applied to $I(\lambda)$.

Next, each $\langle \sigma^l, w(\sigma^1 + \cdots + 1) \rangle \leq m'$ because all $w$ satisfy $w_i \leq 1$. Next, we know $\langle \gamma + 1, w(\gamma + 1) \rangle \leq (d_0 + \cdots + d_n)m' + d$. Hence, the entire quantity is bounded above by $(d_0 + \cdots + d_n)(2m + 2n + 1) + d < k$.

(1) If each partial derivative $\partial^{e_l}$ lands on $\sum_{\gamma} b_{\gamma} x^{\gamma+e_l}$, after summing over $l$ and adding the integral $(p_n + j)J(\lambda)$, we can abuse the following cancellation:

$$\sum_{\gamma} (p_n + j - \langle \gamma + 1, w \rangle) \int e^{i\lambda \phi(x)} \partial^{\gamma+\sigma^1} \cdots \partial^{\gamma+\sigma^L} \sum_{\gamma} b_{\gamma} x^{\gamma+\psi} dx.$$

If $L \neq 0$, each term inside the sum over $\gamma$ can be bounded by Corollary [1]. The power of $\lambda$ is

$$-\langle \sigma^1 + \cdots + \sigma^L + \gamma + 1, w(\sigma^1 + \cdots + 1) \rangle > -\langle \gamma + 1, w(\gamma + 1) \rangle + p_n + j$$

Every Newton polyhedron under consideration is contained in the Newton polyhedron of $x_1 + \cdots + x_d$. In particular, $\langle e_i, w \rangle \leq 1$ for all $1 \leq i \leq d$, so that each $w$ normal corresponding to a codimension 1 face satisfies $w_i \leq 1$.  
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by induction hypothesis on $\gamma \in \Gamma$ and because $\langle \sigma^1, w(\sigma^1) \rangle > 1$ for $m$-convenient phases whenever $m' > m$.\footnote{One main reason we had a separate section for analytic phases is because this argument would not hold if $\sigma^i$ was contained in an unbounded face not contained in a coordinate hyperplane.} We now assume $L = 0$. In this case, the argument is exactly the same as for analytic functions in the previous section. However, in this section we shall be very careful about the induction and smoothness. In order to apply Corollary \footnote{The exponent may not have improved, but we have the same power of $\lambda$ multiplying the integral as we started with.} the smoothness condition needs to be met; in the remarks above we showed indeed it is.

(2) If a partial derivative $\partial^{e_l}$ lands on $\psi$, we see that $\langle \gamma + e_l + 1, w(\gamma + e_l + 1) \rangle \geq p_n - L$ and equality holds iff the power of log gives a better estimate, by the induction hypothesis on $\Gamma \ni \gamma$. If equality does not hold, the inner product is greater than $p_{n+1} - L$. Again, this form for the integral matches the statement in the induction hypothesis.\footnote{In this case, the inner product bounds on the new set $\Gamma'$ also hold.} In this case, the inner product bounds on the new set $\Gamma'$ also hold.

(3) If a partial derivative lands on one of the remainder terms,

$$\partial^{e_l}(x^{\sigma+e_l} \partial^\sigma R_m) = (\sigma + 1)x^{\sigma} \partial^\sigma R_m + x^{\sigma+e_l} \partial^{\sigma+e_l} R_m.$$  

In this harder case we also apply Corollary \footnote{We require the same bound on $k$ since $r \leq d_n$. Everything in the induction still holds.} We require the same bound on $k$...
Next, we need to consider the integral $J'_2$. We handle this integral as before, breaking up $\phi - wx \cdot \nabla \phi$ into $P_m - wx \cdot \nabla P_m = \tilde{P}$ and $R_m - wx \cdot \nabla R_m = \tilde{R}$.

For the integral of $\tilde{P}$, we use the induction hypothesis to bound the exponent of $\lambda$ just as in the analytic case. If $L > 0$, we can below by

$$j - \langle \sigma^1 + \cdots + \sigma^L + \alpha + \gamma + 1, w(\sigma^1 + \cdots + 1) \rangle$$
$$\leq j - \langle \sigma^1, w(\sigma^1) \rangle - \cdots - \langle \sigma^L, w(\sigma^L) \rangle - 1 - \langle \gamma + 1, w(\gamma + 1) \rangle$$
$$< j - L - 1 - p_n - j + L + 1 = -p_n.$$

In this case we get a higher exponent of $\lambda$. If $L = 0$, then we argue as before if $p_n + j = \langle \gamma + 1, w(\gamma + 1) \rangle$, the power of log gives a better estimate.

To estimate the remainders, we note that $k > m' = m + (n + 1)d$, so we can keep differentiating. In particular, any monomial $x^\alpha$ appearing in the remainder satisfies $\langle \alpha + 1, w \rangle > 1$ because $m + (n + 1)d > m$.

This completes the induction proof of (7.1.1).

### 7.3 A differential inequality

The last thing we need to do is show (7.1.1) implies the asymptotic expansion of $I(\lambda)$ we have been trying to prove. The expansion is a corollary of the following result:

**Lemma 3.** Let $f : (2, \infty) \to \mathbb{C}$ be smooth. Assume there are positive rationals
\[ p_0 < p_1 < \cdots < p_{n+1} \text{ and positive integers } d_0, \cdots, d_{n+1} \text{ such that} \]
\[
\left| \left( \frac{\lambda}{d\lambda} + p_n \right)^{d_n} \cdots \left( \frac{\lambda}{d\lambda} + p_0 \right)^{d_0} f(\lambda) \right| \lesssim \lambda^{-p_{n+1}} \log^{d_{n+1}-1}(\lambda). \quad (7.3.1)
\]

Then, there are constants \( a_{j,r} \in \mathbb{C} \) such that
\[
f(\lambda) = \sum_{j=0}^{n} \sum_{r=0}^{d_j-1} a_{j,r} \lambda^{-p_j} \log^{d_j-1-r}(\lambda) + O(\lambda^{-p_{n+1}} \log^{d_{n+1}-1}(\lambda)).
\]

First, we require some more basic results about the differential operator we are considering. We let \( p_j \) and \( d_j \) as in Lemma 3. We assume \( f : \mathbb{R} \to \mathbb{C} \) is smooth for all statements below. Also, big-O statements are for \( \lambda \to \infty \).

**Proposition 7.** Let \( h : (2, \infty) \to \mathbb{C} \) be smooth. Assume there are positive rationals \( p_0 < p_1 < \cdots < p_n \) and positive integers \( d_0, \cdots, d_n \) such that
\[
\left( \frac{\lambda}{d\lambda} + p_n \right)^{d_n} \cdots \left( \frac{\lambda}{d\lambda} + p_0 \right)^{d_0} h(\lambda) = 0.
\]

Then, there are \( a_{j,r} \in \mathbb{C} \) such that
\[
h(\lambda) = \sum_{j=0}^{n} \sum_{r=0}^{d_j-1} a_{j,r} \lambda^{-p_j} \log^{r}(\lambda).
\]
Proposition 7 can be shown by an induction argument on $0 \leq m \leq d_0 + \cdots + d_n$.

Proof. First, if $p > 1$, we can integrate by parts to see

$$\int_{t}^{\infty} \lambda^{-p} \log^n(\lambda) = \sum_{j=0}^{n} c_j t^{-p+1} \log^j(t).$$

Next, we show $(\lambda \frac{d}{d\lambda} + p)(\lambda \frac{d}{d\lambda} + q)h = (\lambda \frac{d}{d\lambda} + q)(\lambda \frac{d}{d\lambda} + p)h$. Simply expanding both sides, we see they are both equal to

$$\frac{\lambda^2 d^2 h}{d\lambda^2} + (p + q + 1)\lambda \frac{dh}{d\lambda} + pq.$$

We now show the base case of our induction. Assume $(\lambda \frac{d}{d\lambda} + p)h = 0$. Then $0 = \lambda^{p-1}(\lambda \frac{d}{d\lambda} + p)h = \frac{d}{d\lambda}(\lambda^p h)$. Integrating both sides, we see that $h(\lambda) = c_1 \lambda^{-p}$.

Assume $(\lambda \frac{d}{d\lambda} + p_n)^{d_n} \cdots (\lambda \frac{d}{d\lambda} + p_0)^{d_0}h = 0$. The induction hypothesis states that

$$h(\lambda) = \sum_{j=0}^{n} \sum_{r=0}^{d_j-1} a_{jk} \lambda^{-pr} \log^r(\lambda).$$

Now we solve

$$\left(\lambda \frac{d}{d\lambda} + p_n\right)^{d_n} \cdots \left(\lambda \frac{d}{d\lambda} + p_0\right)^{d_0} h = 0.$$

Since each operator commutes, write $(\lambda \frac{d}{d\lambda} + p_n)^{d_n} \cdots (\lambda \frac{d}{d\lambda} + p_0)^{d_0}(\lambda \frac{d}{d\lambda} + p)h = 0$. By
induction,
\[
\left( \lambda \frac{d}{d\lambda} + p \right) h = \sum_{j=0}^{n} \sum_{r=0}^{d_j'-1} a_{j,r} \lambda^{-p_j} \log^r(\lambda).
\]

Therefore, as in the base case,
\[
\frac{d}{d\lambda}(\lambda^p h) = \sum_{j=0}^{n} \sum_{r=0}^{d_j'-1} a_{j,r} \lambda^{p-r-p_j-1} \log^r(\lambda).
\]

We integrate both sides to obtain
\[
\lambda^p h(\lambda) = \begin{cases} 
\sum_{j \neq i}^{n} \sum_{r=0}^{d_j'-1} a'_{j,r} \lambda^{p-p_j} \log^r(\lambda) + \sum_{r=1}^{d'_i} a'_{i,r} \log^r(\lambda) + C & \text{if } p = p_i \\
\sum_{j=0}^{n} \sum_{r=0}^{d_j'-1} a'_{j,r} \lambda^{p-p_j} \log^r(\lambda) + C & \text{if } p \neq p_i 
\end{cases}
\]

So if \( p = p_i \), we get an additional summand \( a'_{i,d'_i} \lambda^{-p_i} \log^{d'_i}(\lambda) \). Otherwise, we get an extra summand \( C \lambda^{-p} \). This completes the proof.

\[
\square
\]

**Proposition 8.** Let \( f : (2, \infty) \to \mathbb{C} \) be smooth. Let \( 0 < p < q \) and let \( d \in \mathbb{N} \). If
\[
| (\lambda \frac{d}{d\lambda} + p) f(\lambda) | \lesssim \lambda^{-q} \log^d(\lambda), \text{ then } | f(\lambda) | \lesssim \lambda^{-q} \log^d(\lambda).
\]

**Proof.** We multiply both sides of the inequality by \( \lambda^{p-1} \), notice the left-hand side becomes exact, and integrate:
\[
\left| \int_{\lambda}^{\infty} \frac{d}{dt}(t^p f(t)) dt \right| \leq \int_{\lambda}^{\infty} \left| \frac{d}{dt}(t^p f(t)) \right| dt \lesssim \int_{\lambda}^{\infty} t^{p-q-1} \log^d(t) dt.
\]

Since \( p - q - 1 < -1 \), the rightmost side is integrable, therefore so is the leftmost.
Integrating by parts, (differentiating the log term if $d \neq 0$), we conclude

$$|\lambda^p f(\lambda)| \lesssim \lambda^{p-q} \log^d(\lambda).$$

Proposition 8 provides the base case for the proof of Lemma 3.

**Proof.** Let $D_n$ be the differential operator $(\lambda \frac{d}{d\lambda} + p_n)^d \cdots (\lambda \frac{d}{d\lambda} + p_0)^d$. Let $h$ be the general solution to the homogeneous equation $D_n(h) = 0$ guaranteed by Proposition 7. Then to solve for $f$ in the differential inequality (7.3.1), we need to solve $|D_n(f + h)| \lesssim \lambda^{-p_n+1} \log^{d_n+1} - 1(\lambda)$. We use induction the same way as in the proof of Proposition 8, making use of $p_0 < \cdots < p_n < p_{n+1}$. We conclude

$$|f(\lambda) + h(\lambda)| \lesssim \lambda^{-p_n+1} \log^{d_n+1} - 1(\lambda).$$

Hence, there are constants $a_{j,r} \in \mathbb{C}$ such that

$$f(\lambda) = \sum_{j=0}^{n} \sum_{r=0}^{d_j-1} a_{j,r} \lambda^{-p_j} \log^r(\lambda) + O(\lambda^{-p_n+1} \log^{d_n+1} - 1(\lambda)).$$

□
Now we can conclude that for all \( n \in \mathbb{N} \), there are \( a_{j,r} \in \mathbb{C} \) such that

\[
\left| I(\lambda) - \sum_{j=0}^{n} \sum_{r=0}^{d_j-1} a_{j,r} \lambda^{-p_j} \log^{d_j-1-r}(\lambda) \right| \lesssim \lambda^{-p_n+1} \log^{d_n+1-1}(\lambda).
\]

Finally, taking \( p_j \) and \( d_j \) as in Theorem 2 the proof is complete.
Chapter 8

Future work

Varchenko\cite{18} did a great service finding counterexamples to some of Arnol’d’s conjectures about stability of estimates\footnote{See appendix for some of these examples.}. There have been relatively little progress in this direction since Varchenko’s negative results 40 years ago. Karpushkin has published some important articles studying stability of estimates, e.g., \cite{10}, \cite{11}, \cite{12} using techniques from algebraic geometry. There has also been wonderful progress by Phong-Stein-Sturm\cite{16} and Greenblatt\cite{6} with more analytic techniques. My goal is to study the stability of oscillatory integrals

\[
I(\lambda, t) = \int_{\mathbb{R}^d} e^{i\lambda\phi(x, t)} \psi(x) dx
\]

in the real parameter $t$ for suitable phases $\phi$. Some difficulties arise in the current arguments because integration by parts is only in $x$. However, with the methods in
this thesis it is already possible to study the stability if we assume something similar to nondegeneracy, e.g., if we assume for all $t$ the phase $\phi(x, t)$ is nondegenerate in $x$. I believe that the methods presented here are well-suited for studying such problems. In particular, dyadically decomposing the domain and estimating each piece is a great strategy to attack such problems, e.g., assume we have a singularity at the origin and we perturb it so that each singularity is normal crossings. It seems likely that dyadically decomposing near the origin and applying Theorem 1 should be a good strategy for approaching this problem.

Another possibility is to assume more general conditions than nondegeneracy. By Hironaka’s famous theorem on resolution of singularities guarantees there are finitely many changes of variables one can perform so that the singularity becomes normal crossings. Hironaka’s result is very abstract and is not practical for analysts. However, one could try blowing down a nondegenerate phase in order to get a degenerate phase, try to estimate the new phase, then generalize the method to new varieties. The difficulties in recycling our methods for more general singularities start at Lemma 2. We required larger and larger boxes to not contain any singularities of the polynomial components of $x\nabla\phi_F(x)$. I am not sure how to generalize this to arbitrary singularities, although it can be done for intersections of finitely many hyperplanes containing the origin.

Lechao Xiao has suggested generalizing the work of Phong-Stein-Sturm under a condition similar to nondegeneracy (consider instead phases satisfying for all $x$ there
are \(1 \leq i \neq j \leq d\) such that \(x_i x_j \phi''_{x_i x_j}(x) \neq 0\) away from coordinate hyperplanes).

This is a joint work in progress. The result is very elegant.
Appendix: counterexamples of Varchenko

Varchenko’s article had a few counterexamples to stability of estimates and the necessity of assuming nondegeneracy. Even though he introduced the following examples in the reverse order, we first focus on a polynomial $P$ with Newton distance less than one such that the estimate of $I(\lambda)$ with phase $P$ is strictly better than $\lambda^{-1/t}$. We then show the estimate obtained is predicted by some term in the asymptotic expansion of $I(\lambda)$. Next, we discuss a polynomial $Q$ such that $x \nabla Q_F(x)$ is not necessarily 0 away from coordinate axes for $x$ small enough.

A polynomial with Newton distance less than 1

Define a polynomial $P$ in five variables by

$$P(x) = x_1^2 + x_2^4 + x_3^4 + x_5^4 + x_4(x_1^2 + x_1^4 + x_2^2 + x_3^2),$$
where $p$ is an integer greater than 1. Varchenko checked for us that $P$ is nondegenerate. After distributing $x_5$ inside the parentheses, we see that the Newton polyhedron has the following extreme points coming from each monomial:

1. $v_1 = (4p, 0, 0, 0, 0)$ from $x_1^{4p}$;
2. $v_2 = (0, 4p, 0, 0, 0)$ from $x_2^{4p}$;
3. $v_3 = (0, 0, 4p, 0, 0)$ from $x_3^{4p}$;
4. $v_4 = (2, 0, 0, 0, 1)$ from $x_1^2x_5$;
5. $v_5 = (0, 2, 0, 0, 1)$ from $x_2^2x_5$;
6. $v_6 = (0, 0, 2, 0, 1)$ from $x_3^2x_5$;
7. $v_7 = (0, 0, 0, 2, 0)$ from $x_4^2$;
8. $v_8 = (0, 0, 0, 1, 1)$ from $x_4x_5$.

Note that $x_1^4x_5$ lies inside the orthant generated by $x_1^2x_5$, so it cannot be an extreme point. These extreme points give rise to two compact codimension 1 faces:

1. $F_1$ generated by $v_1, v_4, v_5, v_6,$ and $v_7$ with normal

$$w^1 = \left( \frac{1}{4p}, \frac{1}{4p}, \frac{1}{2}, \frac{1}{2}, 1 - \frac{1}{2p} \right).$$

Note that this face also contains $v_2, v_3,$ and notice that $v_8$ lies above the hyperplane with normal $w^1$.  
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(2) \( F_2 \) generated by \( v_4 \) through \( v_8 \) with normal

\[
w^2 = \left( \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{2}, \frac{1}{2} \right).
\]

Each of the vectors \( v_1, v_2, v_3 \) lie above the hyperplane with normal \( w^2 \).

Since \( \langle v_i, w^j \rangle \geq 1 \) must be satisfied for all \( i, j \), we can check that these are the only two compact codimension 1 faces (e.g., if one replaces \( v_1 \) with \( v_4 \) when defining a hyperplane, one sees the hyperplane intersects the interior of \( N(P) \)).

Since \( | w^1 | = \frac{1}{4p} + \frac{3}{2} > 1 \), we conclude that the Newton distance of \( P \) must be less than 1, since we know \( \min | w^i | = \frac{1}{t} \) where \( t \) is the Newton distance. However, Varchenko computes that

\[
\left| \int_{\mathbb{R}^5} e^{i\lambda P(x)} \psi(x) dx \right| \lesssim \lambda^{-7/4} \log^4(\lambda)
\]

whenever \( \psi \) is smooth and supported close enough to the origin. Clearly \( -\frac{7}{4} < -\frac{3}{2} - \frac{1}{4p} \) for all \( p > 1 \). Theorem 2 guarantees that \( -\frac{7}{4} = \langle \beta + 1, w(\beta + 1) \rangle - n > 1/t \) for some \( \beta \in \mathbb{N}^d \) and \( n \in \mathbb{N} \) Let \( \beta = (4p - 1, 0, 0, 0, 0) \) and \( n = 0 \). Then \( \langle \beta, w^1 \rangle = \frac{4p-1}{4p} \), so \( \langle \beta + 1, w^1 \rangle = \frac{7}{4} \). We need to check \( w^1 \in w(\beta + 1) \). Let \( \lambda_1 = \frac{2p-1}{2p} \), \( \lambda_2 = \lambda_3 = \frac{1}{4p} \), \( \lambda_4 = 1 \), and \( \lambda_5 = \frac{1}{2} \). Then

\[
\lambda_1 v_1 + \lambda_2 v_2 + \lambda_3 v_3 + \lambda_4 v_5 + \lambda_5 v_7 = \beta + 1.
\]
Let $\eta_i = 2\lambda_i/5$. Then $\sum \eta_i = 2\sum \lambda_i/5 = 1$. We conclude $2(\beta + 1)/5 \in F_1$, since it’s a convex combination of vectors in $F_1$, so $w^1 \in w(\beta + 1)$.

**A polynomial not satisfying Varchenko’s condition**

Let $Q_s$ be the polynomial in 3 variables with positive parameter $s$ defined by

$$Q_s(x, y, z) = (-sx^2 + x^4 + y^2 + z^2)^2 + x^{4p} + y^{4p} + z^{4p}$$

for $p > 1$. There is a normal vector $w_1 = (1/4, 1/4, 1/4)$ corresponding to the codimension one face containing $(4, 0, 0), (0, 4, 0)$, and $(0, 0, 4)$. Since this face contains $(4/3, 4/3, 4/3)$, the Newton distance is $4/3$ and therefore $1/t = 3/4$. Let $F$ be the codimension 2 face containing $(4, 0, 0), (2, 2, 0)$ and $(0, 4, 0)$, i.e., let $Q_F(x, y, z) = s^2x^4 - 2sx^2y^2 + y^4 = (sx^2 - y^2)^2$. We can check $\nabla Q_F = 0$ if $y = \sqrt{sx}$, so Varchenko’s condition is not satisfied. Varchenko proved that in this case

$$\left| \int e^{i\lambda Q} \psi \right| \gtrsim \lambda^{-1/2 - \gamma(p)}$$

for some amplitude $\psi$ and some function $\gamma(p) \to 0$ as $p \to \infty$, giving a much worse estimate than $\lambda^{-1/t} = \lambda^{-3/4}$. 

105
Bibliography


