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Abstract

Energy systems are experiencing a gradual but substantial change in moving away from being non-interactive and manually-controlled systems to utilizing tight integration of both cyber (computation, communications, and control) and physical representations guided by first principles based models, at all scales and levels.

Furthermore, peak power reduction programs like demand response (DR) are becoming increasingly important as the volatility on the grid continues to increase due to regulation, integration of renewables and extreme weather conditions.

In order to shield themselves from the risk of price volatility, end-user electricity consumers must monitor electricity prices and be flexible in the ways they choose to use electricity.

This requires the use of control-oriented predictive models of an energy system's dynamics and energy consumption. Such models are needed for understanding and improving the overall energy efficiency and operating costs.

However, learning dynamical models using grey/white box approaches is very cost and time prohibitive since it often requires significant financial investments in retrofitting the system with several sensors and hiring domain experts for building the model.

We present the use of data-driven methods for making model capture easy and efficient for cyber-physical energy systems.

We develop Model-IQ, a methodology for analysis of uncertainty propagation for building inverse modeling and controls.

Given a grey-box model structure and real input data from a temporary set of sensors, Model-IQ evaluates the effect of the uncertainty propagation from sensor data to model accuracy and to closed-loop control performance.

We also developed a statistical method to quantify the bias in the sensor measurement and to determine near optimal sensor placement and density for accurate data collection for model training and control.

Using a real building test-bed, we show how performing an uncertainty analysis can reveal trends about inverse model accuracy and control performance, which can be used to make informed decisions about sensor requirements and data accuracy.

We also present DR-Advisor, a data-driven demand response recommender system for the building’s facilities manager which provides suitable control actions to meet the desired load curtailment while maintaining operations and maximizing the economic reward.

We develop a model based control with regression trees algorithm (mbCRT), which allows us to perform closed-loop control for DR strategy synthesis for large commercial buildings.
Our data-driven control synthesis algorithm outperforms rule-based demand response methods for a large DoE commercial reference building and leads to a significant amount of load curtailment (of 380kW) and over $45,000 in savings which is 37.9% of the summer energy bill for the building.

The performance of DR-Advisor is also evaluated for 8 buildings on Penn's campus; where it achieves 92.8% to 98.9% prediction accuracy.

We also compare DR-Advisor with other data driven methods and rank 2nd on ASHRAE's benchmarking data-set for energy prediction.
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ABSTRACT

DATA-DRIVEN MODELING, CONTROL AND TOOLS FOR CYBER-PHYSICAL ENERGY SYSTEMS

Madhur Behl
Rahul Mangharam

Energy systems are experiencing a gradual but substantial change in moving away from being non-interactive and manually-controlled systems to utilizing tight integration of both cyber (computation, communications, and control) and physical representations guided by first principles based models, at all scales and levels. Furthermore, peak power reduction programs like demand response (DR) are becoming increasingly important as the volatility on the grid continues to increase due to regulation, integration of renewables and extreme weather conditions. In order to shield themselves from the risk of price volatility, end-user electricity consumers must monitor electricity prices and be flexible in the ways they choose to use electricity.

This requires the use of control-oriented predictive models of an energy systems dynamics and energy consumption. Such models are needed for understanding and improving the overall energy efficiency and operating costs. However, learning dynamical models using grey/white box approaches is very cost and time prohibitive since it often requires significant financial investments in retrofitting the system with several sensors and hiring domain experts for building the model. We present the use of data-driven methods for making model capture easy and efficient for cyber-physical energy systems.

We develop Model-IQ, a methodology for analysis of uncertainty propagation for building inverse modeling and controls. Given a grey-box model structure and real input data from a temporary set of sensors, Model-IQ evaluates the effect of the uncertainty propagation from sensor data to model accuracy and to closed-loop control performance. We also developed a statistical method to quantify the bias in the sensor measurement and to determine near optimal sensor placement and density for accurate data collection for model training and control. Using a real building test-bed, we show how performing an uncertainty analysis can reveal trends about inverse model accuracy and control performance, which can be used to make informed decisions about sensor requirements and data accuracy.

We also present DR-Advisor, a data-driven demand response recommender system for the building’s facilities manager which provides suitable control actions to meet the desired load curtailment while maintaining operations and maximizing the economic reward. We develop a model based control with regression trees algorithm (mbCRT), which allows us to perform closed-loop control for DR strategy synthesis for large commercial buildings. Our data-driven control synthesis algorithm outperforms rule-based demand response methods for a large DoE commercial reference building and leads to a significant amount of load curtailment (of 380kW) and over...
$45,000 in savings which is 37.9% of the summer energy bill for the building. The performance of DR-Advisor is also evaluated for 8 buildings on Penn's campus; where it achieves 92.8% to 98.9% prediction accuracy. We also compare DR-Advisor with other data driven methods and rank 2\textsuperscript{nd} on ASHRAE’s benchmarking data-set for energy prediction.
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Chapter 1

Introduction

1.1 Motivation

In 2013, a report by the U.S. National Climate Assessment provided evidence that the most recent decade was the nation’s warmest on record [Melillo et al. 2014] and experts predict that temperatures are only going to rise. In fact, the year 2015 is likely to become the hottest year on record since the beginning of weather recording in 1880 [NOAA 2015]. Heat waves in summer and polar vortexes in winter are growing longer and pose increasing challenges to an already over-stressed electric grid. With the increasing penetration of renewable generation, the electricity grid is experiencing a shift from predictable and dispatchable electricity generation to variable and non-dispatchable generation. This adds another level of uncertainty and volatility to the electricity grid as the relative proportion of variable generation vs. traditional dispatchable generation increases. The volatility due to the mismatch between electricity generation and supply further leads to volatility in the wholesale price of electricity. An example of such price volatility is shown in Figure 1.1 where the fluctuations in electricity price from a single day in January, 2014th are shown for the PJM independent system operator (ISO); one of the largest grid operators in the world. In another example the polar vortex triggered extreme weather events in the U.S. in January 2014, which caused many electricity customers to experience increased costs. Parts of the PJM electricity grid experienced a 86 fold increase in the price of electricity from $31/MW h to $2,680/MW h in a matter of a few minutes [Michael J. Kormos 2014]. Similarly, the summer price spiked 32 fold from an average of $25/MW h to $800/MW h in July of 2015 as shown in Figure 1.2. Such events show how unforeseen and uncontrollable circumstances can greatly affect electricity prices that impact (independent system operators) ISOs, suppliers, and customers. Energy industry experts are now considering the concept that extreme weather, more renewables and resulting electricity price volatility, could become the new norm.

Across the United States, electric utilities and ISOs are devoting increasing attention and resources to demand response [Goldman 2010]. While energy efficiency
is a prominent component of growing efforts to supply affordable, reliable and clean electric power; most utilities and system operators are increasingly turning to demand response as a cost effective and environmentally responsible way to serve peak load. The potential demand response resource contribution from all U.S. demand response programs is estimated to be nearly 72,000 megawatts, or about 9.2 percent of U.S. peak demand [Commission et al. 2012] making DR the largest virtual generator in the U.S. national grid. The revenue to end-users from DR markets with PJM ISO alone is about $700 million [Interconnection 2014]. A recent report [Research 2015] estimates that the global commercial and industrial (C&I) DR revenue is expected to reach nearly $40 billion from 2014 through 2023.

Buildings consume more than one third of the world’s total primary energy [in Buildings and Programme 2013]. They account for 40% of all energy use in the U.S and for 72% of total U.S. electricity consumption [Construction 2010]. Large commercial and industrial buildings, are the biggest consumers of electricity and a significant contributor to peak load conditions on the grid. The largest use of energy consumption in buildings is attributed to the heating, ventilation and air-conditioning (HVAC) systems (Figure 1.3). Therefore, measures directed at the HVAC systems are attractive for load curtailment and energy-efficient building operation. Energy efficiency measures for large buildings refer to permanent changes to electricity usage through installation of, or replacement with, more efficient end-use devices and control systems that reduce the total quantity of energy needed to condition a building. Therefore, a large part of improving energy-efficiency entails infrastructure upgrading and retrofitting expenses. Demand response, on the other hand, refers to intentional changes in electricity usage by end-use customers from their normal consumption patterns in response to real-time changes in the price of electricity, or to incentive
payments designed to induce lower electricity use at times of high market prices or when system reliability is jeopardized. Demand response programs are designed to elicit changes in customers electric usage patterns. Many DR programs vary the price of electricity over time to motivate customers to change their consumption patterns; this approach is termed price-based demand response. Other DR programs reward customers for reducing their electric loads upon request or for giving the electric utility some level of direct control over the customers electricity-using equipment. These are termed incentive or event-based demand response.

The organized electricity markets in the United States all use some variant of real-time locational marginal price for wholesale electricity. For e.g. PJMs real-time market is a spot market where electricity prices are calculated at five-minute intervals based on the grid operating conditions. Electricity costs are the single largest component of a large commercial and industrial building’s operating budget. This is because, such customers are often subject to peak-demand based electricity pricing. In this pricing policy, a customer is charged not only for the amount of electricity it has consumed but also for its peak demand over the billing cycle. High peak loads also lead to a higher cost of production and distribution of electricity. Therefore, these peaks are not only operationally inefficient but also extremely expensive for both the utilities and the end-users. The volatility in real-time electricity prices poses the biggest operational and financial risk for large scale end-users of electricity such as large commercial buildings, industries and institutions [Mul 2014]; often referred to as C/I/I consumers. In order to shield themselves from the volatility and risk of high prices, such consumers must be more flexible in their electricity demand. Consequently, large C/I/I customers are increasingly looking to demand response

Figure 1.2: Steep increase of 32 fold in the wholesale electricity prices in July 2015.
programs to help manage their electricity costs. Such customers are increasingly looking to DR programs to help manage their electric utility costs.

However, to take advantage of real-time pricing and DR programs, the C/I/I consumers must monitor electricity prices and be flexible in the ways they choose to use electricity.

1.1.1 Modeling challenges for cyber-physical energy systems

Energy systems are experiencing a gradual but substantial change in moving away from being non-interactive and manually-controlled systems to utilizing tight integration of both cyber (computation, communications, and control) and physical representations guided by first principles, at all scales and levels. These cyber-physical energy systems are characterized by multiple coordinated controllers (spread across a large building or a campus), the inter-working of different energy types (natural gas, electricity, steam & hot water), the interaction with real-time energy pricing markets, integration of renewable energy sources (solar, wind and on-site generation), automated and grid-friendly building operations, knowledge about the system operations due to sensors and data analytics, information technology and security challenges.

A major challenge with such systems is in accurately modeling the dynamics of the underlying physical system. Dynamic models of such systems can help to design for robustness and stability, to estimate and anticipate problems and to optimize the system for performance and efficiency. Models for energy systems serve as problem solving tools that may have different objectives, such as design, energy performance assessment, optimization, development of controls or simply a better insight of the
system. Consequently, the modeling effort should be tailored to suit the needs of a given application.

Control-oriented predictive models of an energy system’s dynamics and energy consumption, are needed for understanding and improving the overall energy efficiency and operating costs. Combining different aspects like physical infrastructure, communication systems, electricity markets, operations and people leads to a heterogeneous system that is complex to model. The complexity arises due to the interaction between a large number of subsystems and their very different nature with respect to physical dynamics, uncertain behavior, timing and size. System identification techniques are usually used to identify parameters of a physics based white-box or grey-box model which attempt to model the system behavior. The preference for building first principles based models, arises due to the fact that the parameters of these models have a physical meaning and that the model structure is suitable for control synthesis. However, the major barrier in modeling energy systems with white box and grey box approaches, is the user expertise, time, and associated high costs required to develop a mathematical model that accurately reflects reality. This includes the installation cost of retrofitting the building with additional sensors, costs related to the training of the engineering, commissioning and service personnel to implement model-based control and the cost of the necessary engineering effort required for constructing a model.

In the context of buildings and their energy systems, an alternative to traditional rule-based building control is model-based control. In rule-based control the operation of the mechanical and electrical systems is purely “reactive” i.e. it is continuously adjusted in response to weather variations and the thermal load due to building occupants. With a reasonably accurate forecast of future weather and building operating conditions, dynamical models can be used to predict the energy needs of the building over a prediction horizon. Once such a model is made available, it can be used to design an optimal controller that balances comfort and energy usage. To achieve building-level energy-optimality, the model should be able to capture the interaction between physically connected spaces in the building, occupancy schedules, and the state and control input constraints. Such model-based control techniques for building operations require high-fidelity white-box or grey-box models of the building’s thermal envelope and equipment.

Learning dynamical models for buildings using grey/white box approaches is very cost and time prohibitive and requires retrofitting the building with several expensive sensors [Sturzenegger et al. 2015]. This is because buildings are dynamical systems with uncertain and time-varying plant and occupant characteristics. The heat transfer characteristics of a building are highly dependent on the ambient conditions. For instance, thermal properties such as convective heat transfer coefficient of peripheral walls is dependent on outside temperature, wind speed and direction. Also, the dynamics of a building is a function of external factors: ambient weather conditions such as radiative heat flux into the walls and windows, outside humidity and internal fac-
tors: such as occupancy level, internal heat generation from lighting, and computers. These quantities are highly time-varying and therefore the dynamics of the building and, consequently, parameters of the mathematical model describing the dynamics of the buildings are constantly changing with time.

The modeling difficulty is compounded due to the fact that each building is designed and used in a different way and thus, has to be uniquely modeled, i.e. there is a lot of heterogeneity in buildings (Figure 1.4). Unlike the automobiles and aircraft industry, buildings are generally manufactured on the basis of one-off designs and with operational lifetimes of 50 – 100 years. Their operation changes over their long lifetimes and requires remaking the model every-time there is a significant change (Figure 1.4). Even if using white or grey-box models is adequate, there is a tedious task to identify/estimate model parameters from measured data for each subsystem; in other words, to calibrate every subsystem model and its interactions. Another major downside with physics-based modeling is that building construction and materials data is often not easily available and guesses have to be made for nominal parameter values which requires expert know how. Usually a building modeling domain expert will use a software tool (e.g. EnergyPlus [Crawley et al. 2001] and TRNSYS [Klein et al. 2004]) to create the geometry of a building from the building design, add detailed information about material properties, about equipment, operational schedules and then calibrate model parameters to describe the data from the real building.

Figure 1.4: Electricity and natural gas consumption breakdown for commercial buildings in the United States.
Furthermore, to attain energy efficiency, control algorithms need to be tailored to the physical properties of the building at hand. Successful experience with one building is usually not repeatable on other buildings, until the domain expert has conducted a few rounds of physical experiments with the new buildings.

The alternative is to use black-box, or completely data-driven modeling approaches, to obtain a realization of the system’s input-output behavior. The primary advantage of using data-driven methods is that it has the potential to eliminate the time and effort required to build white and grey box building models. Listening to real-time data, from existing systems and interfaces, is far cheaper than unleashing hoards of on-site engineers to physically measure and model the building. The key is to identify the key dynamics that help describe the building and its behavior at the macro level. Development of data-driven models for long-term energy consumption prediction, building equipment modeling and occupancy modeling by applying machine learning algorithms such as neural networks and regression has been investigated by several researchers [Edwards et al. 2012, Kialashaki and Reisel 2013b, Vaghefi et al. 2014, Yin et al. 2012, Hong et al. 2013]. However, the benefit obtained from the simplicity of model capture comes at the cost of having non-physical parameters and incapacity for control design and synthesis.

Improved building technology and better sensing is fundamentally redefining the opportunities around smart buildings. Decisions on how best to optimize today’s building operations are becoming so complex, so conflicting and so continuous that advanced algorithms must play a role. But with complexity, comes opportunity. As complex as it can be, it is always best to start simple and learn by listening. Unprecedented amounts of data from millions of smart meters and thermostats installed in recent years has opened the door for systems engineers and data scientists to analyze and use the insights that data can provide, about the dynamics and power consumption patterns of these systems. The challenge now, with using data-driven approaches, is to close the loop for real-time control and decision making in large scale cyber-physical energy systems. Furthermore, providing a technological solution alone is not enough, the solution must provide interpretability and guidance to the system’s facilities managers and domain experts.

### 1.2 Research Goals

The focus of this research is to use data-driven approaches for making model capture easy and efficient for cyber-physical energy systems. The cost and time prohibitive process of grey/white box model capture can be made simpler or eliminated altogether by: (a) reducing the need for sensor retrofits required for estimating the parameters of first principle based models, and (b) relying more on readily available data rather than domain experts for building control-oriented models.

Figure 1.5 shows the comparison between white-box, grey-box and black-box modeling methods for cyber-physical energy systems on the basis of their modeling com-
plexity and their suitability for model based control. As discussed in Section 1.1.1, white box models are extremely cost and time prohibitive to learn and are largely unsuitable for model based control. Therefore, they are in the top right of the comparison chart of Figure 1.5. Although, grey-box models are suitable for model-based control design of buildings they are still expensive to learn and pose significant difficulties in model capture both in terms of modeling time and modeling cost due to additional sensors and domain experts. Lastly, on the bottom right of the comparison chart we have, black-box models. While black-box models are easier to learn, since they only require historical data and the modeling process can be automated, they are not well suited for model-based control design and synthesis. Their use, in the context of buildings and other cyber-physical energy systems is limited to only prediction. Consequently, the goal of this thesis is to devise methods which can make grey-box modeling much easier and low-cost and make black-box modeling more suitable for model-based control synthesis.

Specifically, this thesis answers the following questions:

1. **Low-cost building model capture:** Using a temporary sensor deployment,
   
   (a) *Can we determine the benefit obtained from adding additional sensors to a building, on model accuracy and thus, on control performance of a model-based controller?*

   (b) *Can we identify the important sensors to be installed and their associated placements for obtaining the best data quality?*
2. Data-driven modeling and control for demand response:

(a) *Can we develop data-driven methods for building model capture which are suitable for control synthesis?*

(b) *Can we provide interpretable energy consumption models for buildings?*

Small and medium sized buildings constitute more than 90% of the commercial buildings stock in the Unites States, but only about 10% of such buildings are equipped with a building automation system [Katipamula et al. 2012] and enough sensors to learn first principles based models. The sheer cost of building energy modeling makes it something that is primarily done by researchers and for large projects [Záčeková et al. 2014]. It is not a cost that the retrofit market or most use cases would absorb in the foreseeable future without drastic reductions in the cost of having cheaper, yet accurate model generation. It is the main hurdle towards adopting model-based control design approaches for cyber-physical energy systems and the goal of this thesis is to remove this hurdle.

The goal of this dissertation is to develop data-driven methods of model capture and control for cyber-physical energy systems, in particular for commercial buildings which are subject to time varying electricity prices and demand response tariffs by the electric utility companies. The proposed methods are integrated into ready to use and deployable tools. Several comprehensive case studies in data-driven building modeling, model-based design and demand response for buildings have been conducted to show the potential of the approach. The challenges associated with answering each research question are briefly described below:

### 1.2.1 Low-cost building model capture

Learning mathematical models of buildings from sensor data has a fundamental property that the model can only be as accurate and reliable as the data on which it was trained. Any measurement exhibits some difference between the measured value and the true value and, therefore, has an associated uncertainty. Non-uniform measurement conditions, limited sensor calibration, the amount of sensor data and the amount of excitation of the plant make the measurements in the field vulnerable to errors.

A major challenge to the use of models for buildings controls lies in understanding the impact of uncertainty in the model structure, the estimation algorithm, and the quality of the training data. It is known that the quality of the training data, characterized by uncertainty, depends on factors such as the accuracy of sensors, sensor placement and density, and the assumption that air is well mixed. It is intuitive to assume that installing additional sensors to obtain higher quality training data should result in more accurate models, which will further result in better performance of a model-based controller (e.g., Model Predictive Control (MPC)).

In the case of using sensor data for training inverse models (e.g., grey box or black box), the goal is to provide maximum benefit, in terms of model accuracy, for
the least sensor cost. One approach to obtaining the necessary data for generating a high-fidelity building model involves installing low-cost temporary wireless sensors and measuring the necessary model inputs and outputs for a sufficient period of time to enable training and testing of the building model.

However an understanding of the cost-benefit associated with adding additional sensors to a building is either limited or missing altogether.

1.2.2 Data-driven control oriented modeling for demand response

On the surface demand response may seem simple. Reduce your power when asked to and get paid. However, in practice, one of the biggest challenges with end-user demand response for large scale consumers of electricity is the following: Upon receiving the notification for a DR event, what actions must the end-user take in order to achieve an adequate and a sustained DR curtailment? This is a hard question to answer because of the following reasons:

1. **Modeling complexity and heterogeneity**: Unlike the automobile or the aircraft industry, each building is designed and used in a different way and therefore, it must be uniquely modeled. Learning predictive models of building’s dynamics using first principles based approaches (e.g. with EnergyPlus [Crawley et al. 2001]) is very cost and time prohibitive and requires retrofitting the building with several sensors [Sturzenegger et al. 2015];

2. **Limitations of rule-based DR**: The building’s operating conditions, internal thermal disturbances and environmental conditions must all be taken into account to make appropriate DR control decisions, which is not possible with using rule-based and pre-determined DR strategies since they do not account for the state of the building but are instead based on best practices and rules of thumb.

3. **Control complexity and scalability**: Upon receiving a notification for a DR event, the building’s facilities manager must determine an appropriate DR strategy to achieve the required load curtailment. These control strategies can include adjusting zone temperature set-points, supply air temperature and chilled water temperature set-point, dimming or turning off lights, decreasing duct static pressure set-points and restricting the supply fan operation etc. In a large building, it is difficult to assess the effect of one control action on other sub-systems and on the building’s overall power consumption because the building sub-systems are tightly coupled.

4. **Interpretability of modeling and control**: Predictive models for buildings, regardless how sophisticated, lose their effectiveness unless they can be inter-
preted by human experts and facilities managers in the field. Therefore, the required solution must be transparent, human centric and highly interpretable.

Regardless of the specific DR program, upon receiving a notification for a demand response event, the building’s facilities manager must determine an appropriate or optimal control strategy to achieve the required power curtailment level. These control strategies can include adjusting zone temperature set-points, increasing supply air temperature and chilled water temperature set-point, dimming or turning off lights, decreasing duct static pressure set-points and restricting the supply fan operation etc. In a large building, it is difficult to assess the effect of one control action on other sub-systems and on the building’s overall power consumption because the building sub-systems are tightly coupled. Moreover, the performance of any DR strategy will vary due to the outside weather conditions, during the DR event.

The goal with data-driven demand response is to make the best of both worlds; i.e. keep the simplicity of rule based approaches and the predictive capability of model based strategies, but without the expense of first principle or grey-box model development.

1.3 Contributions

The contributions of this dissertation, are summarized below:

- **Sensor data quality vs model accuracy:** We have developed, Model-IQ, a method to quantify how the quality of the data from sensors affects the accuracy of a building model. This is based upon our input uncertainty propagation and analysis algorithm. This was published in [Behl et al. 2014b]

- **Model accuracy vs control performance:** Using Model-IQ we empirically establish the effect of model accuracy on the performance of a model-based closed-loop controller for buildings, such as mode-predictive control.

- **Sensor placement and density:** Using non-parametric statistical methods and temporary sensors, we have a developed method to quantify the bias in a sensor measurement due to the location and density of sensors with applications to determine the near optimal sensor positions. This work has been published in [Behl et al. 2014a]

- **DR Baseline Prediction:** We demonstrate the benefit of using regression trees based approaches for estimating the demand response baseline power consumption. Using regression tree-based algorithms eliminates the cost of time and effort required to build and tune first principles based models of buildings for DR. DR-Advisor achieves a prediction accuracy of 92.8% to 98.9% for baseline estimates of eight buildings on the Penn campus.
• **DR Strategy Evaluation**: We present an approach for building auto-regressive trees and apply it for demand response strategy evaluation. Our models takes into account the state of the building and weather forecasts to help choose the best DR strategy among several pre-determined strategies.

• **DR Control Synthesis**: We introduce a novel model based control with regression trees (mbCRT) algorithm to enable control with regression trees use it for real-time DR synthesis. Using the mbCRT algorithm, we can optimally trade off thermal comfort inside the building against the amount of load curtailment. While regression trees are a popular choice for prediction based models, this is the first time regression tree based algorithms have been used for controller synthesis with applications in demand response.

• **DR-Advisor (Demand Response-Advisor)**, Our methods have been integrated into a MATLAB based tool called DR-Advisor, which acts as a recommender system for the building’s facilities manager and provides the power consumption prediction and control actions for meeting the required load curtailment and maximizing the economic reward. Using historical meter and weather data along with set-point and schedule information, DR-Advisor builds a family of interpretable regression trees to learn non-parametric data-driven models for predicting the power consumption of the building. This work has resulted in a series of publications [Behl et al. 2016, Behl and Mangharam 2015a,b, Behl et al. 2015, Behl and Mangharam 2015c].

• **Energy analytics with regression trees**: We present a methodology to preserve interpretability of ensemble regression trees based methods and use the ensembles for providing energy analytics, beyond demand response, to the facilities manager based on data.

### 1.4 Organization

The remaining chapters of this dissertation are organized as follows:

**Chapter 2: Building modeling with first principles**

We start by describing the different types of modeling methods used for building modeling, namely white-box, grey-box and black-box modeling. We then present in detail each of the modeling methods and the limitations and challenges associated with each method. We then present the basics of a grey-box modeling method called the RC model of the heat transfer and use it to create a state-space dynamical model of a single zone. This chapter provides the reader with the background of building energy modeling and describes why the modeling techniques are time consuming and expensive.

**Chapter 3: Low-Cost Building Model Capture**
This chapter uses the modeling principles described in chapter 2 to address the first research goal of this dissertation i.e. how can we lower the cost of additional sensors required to tune grey-box building models. We begin this chapter with a description of the input uncertainty analysis algorithm in Section 3.2. Given a model structure and a input-output data-set, the algorithm analyzes the trade-off between sensor data quality and model accuracy. This is the basis of the Model-IQ toolbox. We next, describe how we can use empirical methods to evaluate the trade-off between model accuracy and the performance of a closed loop model based controller such as model predictive control in Section 3.4. Section 3.5 then describes a non-parametric statistical approach for computing sensor bias and for sensor placement and density insights. We present a comprehensive case study in Section 3.6 using data from a real office building and show how Model-IQ can be used for understanding sensor deployment trade-offs for grey-box modeling of this building. We conclude the chapter with a summary of related work in Section 3.7 and a short discussion in Section 3.8.

Chapter 4: Data-driven modeling with regression trees

Chapter 4 presents an overview of data-driven modeling using regression tree based algorithms. In this chapter, we formally introduce the principles of data-driven approaches and provide illustrative examples of how regression trees are constructed. The methods described in this chapter form the basis of the data-driven modeling and control approaches described later in Chapter 5. In this chapter we cover the seminal algorithm to construct regression trees, CART, followed by brief descriptions about extensions of that algorithm in the form of cross-validated trees, boosted regression trees, random forests and the M5 model based regression trees.

Chapter 5: Data-Driven Modeling and Control for DR

This chapter covers the methods which fulfill the second research goal of this dissertation i.e. making data-driven model suitable for close loop control synthesis and apply them to the problem demand response of cyber-physical energy systems. We first present a description of the three challenging problems in demand response in Section 5.1. This is followed by Section 5.2, which presents a description of how the regression trees algorithms presented in Chapter 4 can be utilized to solve the DR challenges. Section 5.3, presents a new algorithm to perform real-time control with regression trees and applied to the DR synthesis problem. Section 5.4 makes a compelling case for regression trees being a suitable choice of data-driven models for real-time DR. Section 5.5 describes the MATLAB based DR-Advisor toolbox. Section 5.6 presents a comprehensive case study with DR-Advisor on data from 8 real buildings on Penn’s campus, a large office building, a virtual test-best and evaluation of the tool on bench-marking data from ASHRAE’s energy prediction competition. In Section 5.7, a detailed survey of related work has been presented. We conclude this chapter in Section 5.8 with a summary of our results.

Chapter 6: Energy Analytics
This chapter describes how the regression trees based models described in Chapters 4 and 5 can also be used for energy analytics in order to assist a facilities manager understand more about the energy usage of his building/campus. In this chapter, we describe the extension to regression trees which allows us to build data-structures which can be searched to provide answers to open ended queries about the system from the facilities manager. At the core of the chapter is the idea of converting the regression tree models into a searchable and interpretable knowledge database. We demonstrate this idea using data from a real building on Penn’s campus.

Finally, Chapter 7 draws the conclusion of the dissertation with a discussion on the possible directions for future work.
Chapter 2
Building modeling with first principles

For the simulation and control of buildings, models of appropriate accuracy and complexity are essential. A variety of simulation tools that have been developed for building energy analysis, simulation, control design and building design automation. In this chapter, we present an overview of different techniques for building modeling using first principles of physics and heat transfer. We will present examples and describe tools which are often used for building such models.

The main objective of an HVAC system for air temperature control is to reject disturbances due to outside weather condition and internal heat gain/loss caused by occupants, lighting and plug-in appliances.

Therefore, the building model must accurately capture the thermal response of the building to the different disturbances and due to the HVAC control. Building models for cyber-physical energy systems can be broadly classified into three categories as shown in Figure 2.1:

1. White-box models are based on the laws of physics and permit accurate and microscopic modeling of the building system. High fidelity building simulation programs like EnergyPlus and TRNSYS [Crawley et al. 2008] fall into this category. Although such models provide a high degree of accuracy they are unsuitable for control design due to their high level of complexity and a large number of parameters. Furthermore, the process of constructing the model and tuning the parameters with limited data is very time consuming and not cost effective.

2. Black-box models are not based on physical behaviors of the system but rely on the available data to identify the model structure. These models are often purely statistical and have a simple structure.

3. Grey-box models fall in between the above two categories. A reduced order model structure is chosen loosely based on the physics of the underlying system
Figure 2.1: Modeling categories for cyber-physical energy systems

and the available data is used to estimate the values of the model parameters. These models are suitable for model-based control design and rely on first principles based modeling.

We now describe white-box and grey-box modeling methods for buildings in detail:

### 2.1 White-box modeling

The white-box approach for modeling whole building energy consumption and thermal dynamics involves a domain expert or a building modeler using the software tool they have most experience with to create the geometry of a building, layer it with detailed metrics encoding material properties, adding equipment currently or expected to be in the building, with anticipated operational schedules. For instance, an EnergyPlus building model has ~3,000 inputs for a normal residential building with very specific details that most energy modelers do not have the sources of data for. As shown in Figure 2.2, the domain expert must import all the available data about the building’s geometry, construction materials and operation into a building energy simulation software in the form of values of the parameters of the building. Often, all the information required to initialize all the parameters of a model is not available, which leads to the domain expert guessing the values of certain model parameters. This process is further compounded by the fact that there is always a gap between the as-designed and as-built structure. Due to the sources of variance involved in the input process, white-box building models must often be painstakingly tuned manually to
match the measured data from the building. This tuning process is highly subjective and repeatable across neither modelers nor software packages.

Furthermore, tuning such a software model also requires that the building be retrofitted with enough sensors which can generate high resolution spatial and temporal data which can be used to tune the parameters of the building model. The two most popular softwares for building energy modeling are EnergyPlus and TRNSYS. We briefly describe them next.

### 2.1.1 EnergyPlus

EnergyPlus is the U.S. Department Of Energy (DOE) whole building energy simulation software for modeling building heating, cooling, lighting, ventilation, other energy flows, and water use [Crawley et al. 2001]. Modeling the performance of a building with EnergyPlus enables building professionals to optimize the building design for energy and water usage. EnergyPlus is typically used by engineers, architects, and researchers to perform building energy analysis. EnergyPlus handles integrated, simultaneous solution where the building response and the primary and secondary systems are tightly coupled and performs iteration when necessary. It also supports sub-hourly, user-definable time steps for the interaction between the thermal zones and the environment, and variable time steps for interactions between the thermal zones and the HVAC systems. EnergyPlus supports ASCII text-based weather, in-
put, and output files including hourly or sub-hourly environmental conditions, and standard and user definable reports. It leverages heat balance-based techniques for building thermal loads that allow for simultaneous calculation of radiant and convective effects at both interior and exterior surface during each time step. Transient heat conduction through building elements such as walls, roofs, floors, etc. using conduction transfer functions are also supported. EnergyPlus also features combined heat and mass transfer model that accounts for moisture absorption/desorption. Thermal comfort models based on activity, inside dry bulb, and humidity as well as anisotropic sky model for improved calculation of diffuse solar on tilted surfaces are available. Detailed and advanced fenestration calculations in EnergyPlus includes controllable window blinds, electrochromic glazings, layer-by-layer heat balances that allow proper assignment of solar energy absorbed by window panes, and a performance library for numerous commercially available windows. Daylighting controls including interior illuminance calculations, glare simulation and control, luminaire controls, and the effect of reduced artificial lighting on heating and cooling are the other features supported by EnergyPlus. EnergyPlus is regarded as a very detailed and high-fidelity whole building simulation tool. This makes EnergyPlus a good choice if the objective of the study is to analyze and compare the effects of some building features. On the other hand, being a very detailed modeling tool, EnergyPlus is not a program of choice if the task is model-based control design.

2.1.2 TRNSYS

TRNSYS, is a TRaNsient SYstems Simulation Program with a modular structure [Crawley et al. 2008]. It recognizes a system description language in which the user specifies the components that constitute the system and the manner in which they are connected. The TRNSYS library includes many of the components commonly found in thermal and electrical energy systems, as well as component routines to handle input of weather data or other time-dependent forcing functions and output of simulation results. The modular nature of TRNSYS gives the program tremendous flexibility, and facilitates the addition to the program of mathematical models not included in the standard TRNSYS library. TRNSYS is well suited to detailed analyses of any system whose behavior is dependent on the passage of time. Main applications include: solar installations (solar thermal and photovoltaic systems), renewable energy systems, co-generation, and fuel cells. However, much like EnergyPlus, even a TRNSYS model has thousands of parameters whose nominal values must be provided by the domain expert based on the design, construction and operation of a the real building.

As stated, earlier, there is always a gap between the modeled and the real building and the domain expert must manually tune the model to match the measured data from the building. Recently, there has been efforts, like in [R et al. 2012], to automate the parameter tuning process with white-box building models built in EnergyPlus. The development of an such an autotuning capability to adapt building models to building performance data would significantly facilitate market adoption of
energy modeling software. However, it would still require one to build the EnergyPlus model first from the building design, construction and operation information. Such approaches are also limited in their impact on reducing the cost of additional sensor retrofits required to tune the models.

2.2 Grey-box models

The grey-box building modeling approach is very similar to the white-box modeling approach except for two key differences:

- Firstly, the domain expert or the building modeler does not need to consider the design, construction details and operation of the building as much detail as the white box model. Certain details are aggregated or ‘lumped’ together to reduce model complexity; and

- Secondly, instead of using a software simulation to add parameter values, in grey-box modeling, the model structure itself is built from scratch, using first principles, by the domain expert as shown in Figure 2.3.

However, similar to the case of white-box approaches, the domain expert must manually tune the parameters of the grey-box model to match real data from the building. This process is described in detail next.
Figure 2.4: RC lumped-parameter model representation for a thermal zone obtained from information about the zone geometry and usage.

The American Society of Heating, Refrigerating, and Air Conditioning (ASHRAE) has established extensive methodologies for calculation of heating and cooling loads in [ASHRAE 2009]. Such methodologies involve heat balance analysis. It is a straightforward physics-based and comprehensive methodology that involves calculating a node-to-node heat balance of a room through consideration of conductive, convective, and radiative heat transfer mechanisms, a node can either be wall or air in the room. A commonly used grey-box representation of the thermal response of a building due, which uses this ASHRAE methodology, is based on a lumped parameter Resistive-Capacitative (RC) network. This approach for modeling buildings represents has been used widely, e.g. in [Braun and Chaturvedi 2002, McKinley and Alleyne 2008, Dewson et al. 1993]. Figure 2.4 shows an example of such a model for a single zone, as used in [Braun and Chaturvedi 2002]. In this representation, the central node of the RC network represents the zone temperature $T_z$ ($^\circ C$). The geometry of the zone is divided into different kinds of surfaces, each of which is modeled using a ‘lumped-parameter’ branch of the network. For instance, all the external walls of the zone are lumped into a single wall with 3R2C (3 resistances and 2 capacitance) parameters. The same process is applied to the ceiling, the floor and the internal (or adjacent) walls of the zone. The zone is subject to several (heat) disturbances which are applied at different nodes in the network in the following manner:

(a) solar irradiation on the external wall $\dot{Q}_{sol,e}(W)$ and the ceiling $\dot{Q}_{sol,c}(W)$ is applied on the exterior node of the lumped wall,

(b) incident solar radiation transmitted through the windows $\dot{Q}_{solt}(W)$ is assumed to be absorbed by the internal and adjacent walls,

(c) radiative internal heat gain $\dot{Q}_{rad}(W)$ which is distributed with an even flux to the walls and the ceiling,
The heat balance equation for zone and internal wall network. The law of conservation of energy gives us the following:

\( \frac{d}{dt} \) the convective internal heat gain \( \dot{Q}_{\text{conv}}(W) \) and the sensible cooling rate \( \dot{Q}_{\text{sens}}(W) \) is applied directly to the zone air,

\( \dot{Q}_{\text{conv}}(W) \)

\( \dot{Q}_{\text{sens}}(W) \)

(e) the zone is also subject to heat gains due to the ambient temperature \( T_a(\degree C) \), ground temperature \( T_g(\degree C) \) and temperatures in other zones which are accounted for by adding boundary condition nodes to each branch of the network.

The list of all parameters in the model and their descriptions is given in Table 2.1. Given this model, the nodal equations for the lumped external wall and the ceiling network are:

\[
\begin{align*}
C_{eo} \dot{T}_{eo}(t) &= U_{eo}(T_a(t) - T_{eo}(t)) + U_{ew}(T_{ei}(t) - T_{eo}(t)) + \dot{Q}_{\text{sol},e}(t) \\
C_{ei} \dot{T}_{ei}(t) &= U_{ew}(T_{eo}(t) - T_{ei}(t)) + U_{ei}(T_z(t) - T_{ei}(t)) + \dot{Q}_{\text{rad},e}(t) \\
C_{co} \dot{T}_{co}(t) &= U_{co}(T_a(t) - T_{co}(t)) + U_{cw}(T_{ci}(t) - T_{co}(t)) + \dot{Q}_{\text{sol},c}(t) \\
C_{ci} \dot{T}_{ci}(t) &= U_{cw}(T_{co}(t) - T_{ci}(t)) + U_{ci}(T_z(t) - T_{ci}(t)) + \dot{Q}_{\text{rad},c}(t)
\end{align*}
\]

(2.1)

\[
\begin{align*}
C_{eo} \dot{T}_{eo}(t) &= U_{eo}(T_a(t) - T_{eo}(t)) + U_{ew}(T_{ei}(t) - T_{eo}(t)) \\
&\quad + \dot{Q}_{\text{sol},e}(t) \\
C_{ei} \dot{T}_{ei}(t) &= U_{ew}(T_{eo}(t) - T_{ei}(t)) + U_{ei}(T_z(t) - T_{ei}(t)) \\
&\quad + \dot{Q}_{\text{rad},e}(t) \\
C_{co} \dot{T}_{co}(t) &= U_{co}(T_a(t) - T_{co}(t)) + U_{cw}(T_{ci}(t) - T_{co}(t)) \\
&\quad + \dot{Q}_{\text{sol},c}(t) \\
C_{ci} \dot{T}_{ci}(t) &= U_{cw}(T_{co}(t) - T_{ci}(t)) + U_{ci}(T_z(t) - T_{ci}(t)) \\
&\quad + \dot{Q}_{\text{rad},c}(t)
\end{align*}
\]

(2.2a) (2.2b) (2.2c) (2.2d)

Similarly, one can write the equations for the dynamics of the nodes of the floor and internal wall network. The law of conservation of energy gives us the following heat balance equation for zone

\[
C_z \dot{T}_z(t) = U_{ei}(T_{ei}(t) - T_z(t)) + U_{ci}(T_{ci}(t) - T_z(t)) \\
+ U_{ii}(T_{ii}(t) - T_z(t)) + U_{gi}(T_{gi}(t) - T_z(t)) \\
+ U_{\text{win}}(T_a(t) - T_z(t)) + \dot{Q}_{\text{conv}}(t) + \dot{Q}_{\text{sens}}(t)
\]

(2.3)
Differential equations in 2.1 and 2.3 can be combined to give a state space model of the system. Define \( x = [T_{eo}, T_{ei}, T_{co}, T_{ci}, T_{go}, T_{gi}, T_{io}, T_{ii}, T_z]^T \) to be the state vector of all node temperatures. The input \( u \) is a vector of all the inputs to the systems, i.e. \( u = [T_a, T_g, T_i, \dot{Q}_{sol,e}, \dot{Q}_{sol,c}, \dot{Q}_{rad,e}, \dot{Q}_{rad,c}, \dot{Q}_{solt}, \dot{Q}_{conv}, \dot{Q}_{sens}]^T \). The control input to the zone is the sensible cooling rate \( \dot{Q}_{sens} \). The cooling rate can be controlled by changing the mass flow rate of cold air which enters the zone (in case of cooling) or by changing the set point of the supply air temperature. The rest of the inputs are disturbances to the zone or non-manipulated inputs. The elements of the system matrices depend nonlinearly on the \( U \) and \( C \) parameters.

Let us consider \( \theta = [U_{eo}, U_{ew}, U_{ei}, \ldots, C_{io}, C_{ii}]^T \) as a vector of all the parameters of the model. Then the state space equations have the following representation which emphasizes the parameterization of the system matrices.

\[
\begin{align*}
\dot{x}(t) &= A_\theta x(t) + B_\theta u(t) \\
y(t) &= C_\theta x(t) + D_\theta u(t)
\end{align*}
\] (2.4)

The output matrix \( C_\theta \) and the feed-forward matrix \( D_\theta \) depend on the outputs of interest. For instance, if the output of the model is the zone temperature then \( C_\theta = [0, 0, \ldots, 0, 1] \), which is a row vector with all entries equal to zero except the last entry corresponding to the zone temperature \( T_z \) equal to one. In this case \( D_\theta = 0 \), the null matrix.

This model structure is based on the underlying assumption that the air inside the zone is well mixed and hence it can be represented by a single node. Furthermore, only one-dimensional heat transfer is assumed for the walls and there is no lateral temperature difference. The parameters of the model are assumed to be time invariant.

### 2.2.1 Parameter Estimation (Model Training)

We discretize the continuous-time model in equation 2.4 with the measurement sampling time to obtain a discrete-time state space model:

\[
\begin{align*}
x(k+1) &= \hat{A}_\theta x(k) + \hat{B}_\theta u(k) \\
y(k) &= \hat{C}_\theta x(k) + \hat{D}_\theta u(k)
\end{align*}
\] (2.5)

The goal of parameter estimation is to obtain estimates of the parameter vector \( \theta \) of the model from input-output time series measurement data. The parameter search space is constrained both above and below by \( \theta_l \leq \theta \leq \theta_u \). For a given parameter vector \( \theta \), the model, given by equation 2.5, can be used to generate a time series of the zone air temperature \( T_{z\theta} \) using the measured time series data for the inputs \( u(k) \). The subscript \( \theta \) denotes that the temperature value \( T_{z\theta} \) is the predicted value using the model with parameters \( \theta \) and the inputs \( u \). This model generated time series \( T_{z\theta} \) may then be compared with the corresponding observed values of the zone temperature.
and the difference between the two is quantified by a statistical metric. The metric usually chosen is the sum of the squares of the differences between the two time series. The parameter estimation problem is to find the parameters $\theta^*$, subject to $\theta_l \leq \theta \leq \theta_u$, which result in the least square error between the predicted and the measured temperature values, i.e.

$$\theta^* = \arg \min_{\theta_l \leq \theta \leq \theta_u} \sum_{k=1}^{N} (T_{zm}(k) - T_{z\theta}(k))^2$$ (2.6)

where the summation is over the N data points of the input-output time series under investigation.

The least square optimization of equation 2.6 is a constrained minimization of a non-linear objective. It is numerically solved using a trust region reflective algorithm [Coleman and Li 1996] such as the Levenberg-Marquardt [Moré 1978] algorithm.

A well known problem with non-linear search algorithms is the problem of the solution getting stuck at a local minima. It is desirable that the initial parameter estimates $\theta_0$ are as close as practicable to their (unknown) optimal (true) values. The initial values of the parameters can be estimated from the details of the constructions and materials used for the building. Generally speaking, the further the initial guess of the parameters is away from the true values, the bigger the search region is for the optimization. As search region grows, it becomes more likely that the estimation process will converge to a local optimum.

2.3 Concluding remarks

The grey-box modeling framework is suitable for model-based control design due to the reduced model complexity and less number of model parameters. However, the model development process is not easily scalable. From one building to another, one needs to repeat all the training and calibration. Much like, white-box modeling, the modeling cost and time required to build accurate grey-box models is very high.
Chapter 3

Low-Cost Building Model Capture

One of the biggest challenges in the domain of cyber-physical energy systems is in accurately capturing the dynamics of the underlying physical system. In the context of buildings, the modeling difficulty arises due to the fact that each building is designed and used in a different way and therefore, it has to be uniquely modeled. Furthermore, each building system consists of a large number of interconnected subsystems which interact in a complex manner and are subjected to time varying environmental conditions.

Control-oriented models are needed to enable optimal control in buildings. Models for building load requirements and temperature dynamics are particularly important and often the existing sensor measurements available from the building heating ventilation and air conditioning (HVAC) system are not sufficient for use in training and testing a model. Learning mathematical models of buildings from sensor data has a fundamental property that the model can only be as accurate and reliable as the data on which it was trained. Any measurement exhibits some difference between the measured value and the true value and, therefore, has an associated uncertainty. Non-uniform measurement conditions, limited sensor calibration, the amount of sensor data and the amount of excitation of the plant make the measurements in the field vulnerable to errors. With appropriate understanding of the sources of errors and their effect on the operating cost of the controller, the errors associated with some of these sources can be minimized. In the case of using sensor data for building first principles based models (e.g. grey box or white box), the goal is to provide maximum benefit, in terms of model accuracy, for the least sensor cost.

Small and medium sized buildings constitute more than 90% of the commercial buildings stock, but only about 10% of such buildings are equipped with a building automation system [Katipamula et al. 2012]. A proposed approach to obtaining the necessary data for generating a high-fidelity building models involves installing temporary sensors and measuring the necessary model inputs and outputs to enable training and testing of the building model. A recent report by the Department of Energy (DoE)[Butters et al. 2011] also emphasizes a program focused on adapting wireless sensor technology into an inexpensive system for energy-efficiency optimiza-
tion of selected zones in commercial buildings. Therefore, there is economic value in performing an uncertainty analysis for such installations in order to better access the tradeoffs involved in sensor installation cost and building performance.

However, a major challenge to the use of models for buildings controls lies in understanding the impact of uncertainty in the model structure, the estimation algorithm, and the quality of the training data. It is known that the quality of the training data, characterized by uncertainty, depends on factors such as the accuracy of sensors, sensor placement and density, and the assumption that air is well mixed. It is intuitive to assume that installing additional sensors to obtain higher quality training data should result in more accurate models, which will further result in better performance of a model based controller (e.g. Model Predictive Control (MPC)). However, an understanding of the cost-benefit associated with adding additional sensors to a building is either limited or missing altogether. The reason for this is twofold:

a) It is not clear how the quality of the data from sensors affects the accuracy of a building model. This is because data quality is only one of several factors that may affect model accuracy.

b) It is hard to analytically establish the effect of model accuracy on the performance of a model based closed-loop controller for buildings.

The goal of this work is to study the cost-benefit effect of adding temporary low cost wireless sensors to a zone to improve model accuracy and subsequently enable low-cost implementation of advanced control schemes such as Model Predictive Control (MPC) (see 3.1). We first perform an input uncertainty analysis to classify the effect of the quality of training data on the accuracy of a “grey-box” building inverse model. We show how additional sensors can affect the training data quality. We empirically evaluate the tradeoff between model accuracy and MPC performance, i.e. all things being the same, for different model accuracies how MPC performance varies.

### 3.1 Uncertainty in Building Modeling

Uncertainty in modeling the dynamics of the underlying physical system is largely due to (a) the model structure, (b) the performance of the parameter estimation
algorithm and (c) the uncertainty in the training data. In this effort, we assume the first two are fixed and focus on understanding the effect of uncertainty of the training data from the building and environment sensors on the overall performance of a model-based controller for the buildings HVAC systems.

The uncertainty in training data can be characterized in two ways: bias error or random error. Biases are essentially offsets in the observations from the true values. Bias error can also be referred to as the systematic error, precision or fixed error. The bias in the sensor measurement is due to a combination of two reasons. The first reason is the sensor precision. The best corrective action in this case is to ascertain the extent of the bias (using the data-sheet or by re-calibration) and to correct the observations accordingly. The sensor may also exhibit bias due to its placement, especially if it is measuring a physical quantity which has a spatial distribution, e.g. air temperature in a zone. In this case, it is hard to detect or estimate the bias unless additional spatially distributed measurements are obtained. Random error is an error due to the unpredictable (e.g. measurement noise) and unknown extraneous conditions that can cause the sensor reading to take some random values distributed about a mean.

The density and location of sensors in a zone affects the deviation of the measured value from the true value. For instance, a zone thermostat sensor placed too close to the wall, window, supply or return air duct can introduce a bias in the zone temperature measurement. A bias in the zone temperature value can lead to wastage of energy and discomfort with simple zone air control schemes like On-Off and PID control. Both the controllers are model-independent i.e. they only used the measurement of the process variable (which is the room temperature in this case) to compute the control signal that will either track the set-point (PID) or keep the temperature bounded around the set-point (On-Off). As we proceed to apply model-based control schemes for building retrofits, the bias or the uncertainty in the measured data will also influence the accuracy of the model itself which in turn affects the performance of the model based controller.

### 3.2 Model-IQ approach

In this section, we describe the Model-IQ approach for analyzing uncertainty propagation for building grey-box models. The accuracy of the grey-box building model, described in Section 2.2, depends primarily on the following three factors:

(a) **The structure of the model** which depends on the extent to which the model respects the physics of the underlying physical system,

(b) **The performance of the estimation algorithm.** As discussed previously, in the case of non-linear estimation the performance of the algorithm depends heavily on the nominal values of the parameters, and
The main premise of the input uncertainty propagation is that once the model structure and the parameter algorithm are fixed, one can study the influence of the uncertainty in the training data on the accuracy of the model using virtual simulations which utilize artificial data-sets. Figure 3.2 shows an overview of the Model-IQ approach. We introduce an uncertainty bias in each of the training data streams in form of bounded perturbations around the unperturbed (nominal) values. This results in the creation of artificial training data sets each of which is similar to the original unperturbed data-set except for one input data stream. For each artificial data-set, we train a new grey-box model and calculate its test error. A common test data set allows us to fairly compare the accuracy of the models in terms of their test root mean square error (RMSE). This allows us to quantify the effect of uncertainty bias in each input stream on the accuracy of the grey-box model. For the remaining part of the section we will use an example of a building modeled in TRNSYS for conducting the input uncertainty propagation analysis.

3.2.1 Example with TRNSYS Model

The virtual test-bed used for the input uncertainty analysis is a single zone building modeled in TRNSYS as shown in Figure 3.4. The building is north facing, has 4 external brick walls each of which contains a large window, a concrete ceiling and a floor. For the simulation we use the Philadelphia – TMY2 weather file which provides the ambient temperature and solar irradiation data for modeling. The building is assumed to be equipped with a HVAC system with a maximum cooling power of 3.5kW. In addition to the heat gains due to outside temperature and incident irradiation, the building is also subject to internal heat gains from occupants, appliances and lighting fixtures. Without lack of generality we only consider the case when the building is being cooled. The operation of the heating system would be similar.
Figure 3.3: Inputs sampled at 2 minutes during the month of June were used for training the single zone model.
The objective is to construct a grey-box building model for the thermal response of the building which can be used for model based control. A lumped parameter RC model was constructed for the building. The model contains 12 RC parameters which need to be estimated. The grey-box model contains a total of seven inputs and an output. The six disturbance inputs are: the ambient temperature \( T_a \), the ground temperature \( T_g \), the external incident solar irradiation \( Q_{sole} \), the solar irradiation transmitted through the windows \( Q_{soltr} \), radiative heat gain \( Q_{grad} \) and convective internal heat gain \( Q_{conv} \). The output of the model is the temperature of the zone while the control input is the sensible cooling rate \( Q_{sen} \). The training data for the model is in the form of time-series data for each of the inputs and the output. The training period is the month of June. The input-output time-series data is generated at a sampling rate of 2 minutes for the entire training period. All the different training inputs used for grey-box modeling are shown in 3.3. For this example, the nominal values of the RC parameters of the model were estimated from the construction details of the building, obtained from TRNSYS. Figure 3.5 (top) shows the result of non-linear parameter estimation problem for the training period. The comparison between the predicted zone temperature values from the model and the actual zone temperature is shown. The RMSE of the fit was 0.187 and the \( R^2 \) value is 0.971. The \( R^2 \) coefficient of determination is a statistical measure of the goodness of fit of a model. Its value lies between [0, 1] with a value of 1 indicating that the model perfectly fits the data. The \( R^2 \) coefficient also indicates how much of the variance of the data can be described by the model. Measuring the fit on the training period alone is never sufficient, since the model may be over-fitting the data. Therefore, the
Figure 3.5: The fit between the predicted and actual values of the zone temperature for the training period in June (top figure) and for the testing period during the first week of July (bottom figure).
accuracy of the grey-box model was also tested on a test data-set. The test data-set is the time of the year corresponding to the first week of July. The time-series of inputs for the test period were used with the learned model and the results of the comparison between the predicted model output and the actual zone temperature is shown in 3.5 (bottom). The grey-box model is able to predict the zone temperature with good accuracy for the testing period as well. The RMSE for the testing period was 0.292 with a $R^2$ value of 0.961. These stats are a better indicator of the accuracy of the model since during the testing period the model is subject to an input data-set that it was not trained on.

### 3.3 Input Uncertainty Analysis

The aim of this analysis is to determine the influence of bias in the training data inputs on the accuracy of the grey-box model and then, to quantify the relative importance of the inputs. First, some notation is introduced for brevity. We consider a model with $m > 0$ training input data sets denoted by $U = \{u_1, \ldots, u_m\}$. Note that these are inputs for model training, not the inputs for the model itself, e.g. even though zone temperature is a model output, it is still a required data-set (hence, an input) for model training. $U_{i,\delta} = \{u_i = u_i + \delta, u_j = u_j \mid i, j \leq m, j \neq i\}$ denotes the artificial data-set obtained by perturbing input $u_i$ by an amount $\delta$ while keeping all other inputs data sets unperturbed. $U_0$ denotes the data-set in which all the inputs are unperturbed. Now, $\hat{M}_{U_{i,\delta}}$ is the grey-box model with obtained by training on the data-set $U_{i,\delta}$ and $\hat{M}_{U_0}$ is the model obtained by training on a completely unperturbed data-set. We denote the RMSE of the model $\hat{M}_{U_{i,\delta}}$ by $r(\hat{M}_{U_{i,\delta}})$. The Model-IQ approach for conducting an input uncertainty analysis consists of the following steps:

(a) Establish a baseline (reference) model: The baseline model, $\hat{M}_{U_0}$, is the grey-box model obtained by training on the unperturbed data set $U_0$, which is considered as the ground truth.

(b) Determine which model outputs will be investigated for their accuracy and what are their practical implications.

(c) Each of the input data streams are then perturbed within some bounds. There are a total of $N$ perturbations $\delta_1, \ldots, \delta_N$ for each input stream $u_i, i \leq m$. This results in $N$ artificial data-sets $U_{i,\delta_1}, \ldots, U_{i,\delta_N}$ for each input stream $i$.

(d) Corresponding to every perturbation, the grey-box modeling process is run again and a new model $\hat{M}_{U_{i,\delta_k}}$ is obtained.

(e) The prediction accuracy of each of the trained model is evaluated on a common input data stream $U_T$. The accuracy of the model $\hat{M}_{U_{i,\delta_k}}$ is measured by the RMSE $r(\hat{M}_{U_{i,\delta_k}})$ between the predicted and the actual model output values for the common input stream $U_T$. 
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Figure 3.6: Input uncertainty analysis results for a single zone TRNSYS model. The x-axis shows the magnitude of the perturbation in percent change from the unperturbed data. The y-axis is the percent change in model accuracy wrt. the RMSE for the model trained on unperturbed data. Inputs shown: (a) ambient temperature ($^\circ$C); (b) incident solar irradiation on the external walls (W); (c) radiative internal heat gain (W); (d) convective internal heat gain (W); (e) sensible cooling rate (W); (f) solar irradiation transmitted through the windows (W); and, (g) floor (ground) temperature ($^\circ$C).
(f) Using the RMSE of the fit and the magnitude of the perturbation, determine the sensitivity coefficient for each input training stream.

An overview of the steps for the input uncertainty analysis is shown in 3.2.

For our example, the baseline model is the model trained on unperturbed training data-set, i.e. the original input data-set corresponding to the month of June. The RMSE for the baseline model is denoted by \( r(M_U^0) \). The artificial data-sets are created in a normalized manner by adding (and subtracting) a bounded bias to the unperturbed data in the form of the per-cent change from the unperturbed (baseline) value i.e the perturbations \( \delta_k \)'s are in form of per-cent changes around the unperturbed data point. Therefore, each data-point \( x_i \) belonging to the unperturbed input \( u_i \) gets perturbed to a new value of \( \tilde{x}_i = x_i(1 + \delta_k/100) \). This is done so that every input is treated in the same manner regardless of the scale of the input. One can relate the per-cent change to the absolute value of the change, simply through the mean of the data-set. For e.g. if the mean of unperturbed ambient temperature was 20\(^\circ\)C, then the mean of data which was perturbed \( \delta = +10\% \) would be 22\(^\circ\)C which is equivalent to a mean absolute bias of 2\(^\circ\) degrees in the ambient temperature. Each of the 7 training input data streams (3.2) are perturbed one at a time within \([-20\%, 20\%]\] around the unperturbed nominal value with increments of 1\%. Every perturbation for each of the inputs creates an artificial training set for the grey-box model. Therefore for each of the 7 input streams, \( N = 40 \) additional artificial data-sets \( U_{i,\delta_1}, \ldots, U_{i,\delta_{40}} \) were created resulting in a total 280 different training data-sets. The grey-box model for the single zone building was trained on each of the artificial data-sets and the accuracy of the model was evaluated in terms of the RMSE on the test data-set. The use of a common test data-set for evaluating the accuracy of the model ensures a fairness in the comparison of the influence of the uncertainty among different inputs on the model accuracy.

Finally the model accuracy sensitivity coefficient is calculated as follows:

\[
\gamma_i = \frac{\text{mean}}{k=1,\ldots,N} \left( \frac{r(M_{U_i,\delta_k}) - r(M_U^0)}{r(M_U^0)/|\delta_k|} \right) \quad (3.1)
\]

It is the mean of the ratio of the normalized change in the model accuracy to that of the normalized change in the magnitude of the input data stream. Both normalization’s are with respect to the baseline case. The magnitude of the sensitivity coefficient \( \gamma_i \) can be interpreted as the mean value of the change in the RMSE of the model due to 1% bias uncertainty in the training data stream \( i \). The sensitivity coefficient is sometimes also referred to as the influence coefficient or point elasticity. The results for the input uncertainty analysis for the TRNSYS building are shown in 3.6. These results align well with the intuition that as the magnitude of the uncertainty bias increases in the input data stream the grey-box model becomes worse and its prediction error increases. This is the case for all the input data streams and it results in the parabolic trend. The shape of the curve varies from input to input, due
to a different sensitivity coefficient value, and is an indicator of the extend to which a particular input influences the model accuracy.

The model accuracy sensitivity coefficients were calculated for every input data stream and their comparison is shown in 3.7. For the building under consideration, it is clear that the sensible cooling rate, ambient temperature, transmitted solar gain and convective heat gains should be measured accurately in order to learn an accurate grey-box model. One limitation of the input uncertainty analysis is that it assumes independence between training inputs and analyzes them one by one. It may be the case that the model training inputs are not independent. This will require better sampling methods (factorial sampling, latin hypercube sampling) for perturbing multiple inputs at the same time. Although the results presented here assume a particular building and a specific model structure, the Model-IQ approach is general and works for any building inverse model.

### 3.4 Model Accuracy vs MPC Performance

Input uncertainty analysis reveals important insights about the relationship between data quality and model accuracy. It is also necessary to examine if the model accuracy has any direct control performance impact, especially when energy-efficient control algorithms rely on the accuracy of the underlying mathematical model of the building in order to determine optimal control inputs. Installation of additional sensors in a building can yield better quality of data for model training. However there is a trade-off between the accuracy of an inverse model and the cost to obtain it. The trade-offs can be better understood if an end-to-end relationship between the data uncertainty, model accuracy and control performance are known. For model-based control for buildings such as MPC, the accuracy of the building model affects the operation efficiency and cost of the control system. There is significant value in knowing how much the cost of a model predictive controller changes with the model accuracy. This information can be used to provide “target” accuracy levels for the inverse model, which in turn specify the degree of accuracy required on the sensing.
However, analytically determining the impact of the model accuracy on the MPC performance is a hard problem, due to the complexity of the model structure and the MPC formulation itself. For this reason, to quantify this effect of model accuracy on the performance of a MPC controller, we make use of an empirical analysis with the same single zone TRNSYS model used in Section 3.2. First, a model predictive controller was designed for the single zone TRNSYS building. The MPC simulation is then run for models of different accuracy and the outputs are compared to reveal the trend of the model accuracy’s effect on the MPC cost. We now describe the MPC formulation followed by the results of this analysis.

### 3.4.1 MPC Formulation

The MPC formulation involves optimizing a cost function subject to the dynamics of the system and the constraints on the zone temperature, over a finite horizon of time. After an optimal sequence of control inputs are computed, the first input is applied, then at the next step the optimization is solved again as shown in Figure 3.8.

The model in equation 2.5 can also be written as

\[
\begin{align*}
    x(k+1) & = \hat{A}_\theta x(k) + \hat{B}_\theta u(k) + \hat{E}_\theta d(k) \\
    y(k) & = \hat{C}_\theta x(k) + \hat{D}_\theta u(k)
\end{align*}
\]  

(3.2)  

(3.3)

where the control input \( u(k) \) is the cooling rate \( \dot{Q}_{\text{sens}} \) to the zone, and \( d(k) \) is the vector of all the disturbances to the zone (ambient temperature, heat gains, etc.). To reduce the number of optimization variables we use the move-blocking technique. During each move-blocking window of length \( l \), the control \( u \) is held constant. So \( u(0) = u(1) = \cdots = u(l-1), \ u(l) = u(l+1) = \cdots = u(2l-1) \) and in general
\[ u(il) = u(il + 1) = \cdots = u((i + 1)l - 1), \text{i.e. MPC re-optimizes at integral multiples of the window length } il \text{ only.} \]

Let us consider a control horizon \( H \) in terms of move-blocking windows, so the number of time steps is \( Hl \). At time \( t = il \), the MPC problem is to minimize

\[
\sum_{k=0}^{H-1} \sum_{\sigma=t+kl}^{t+(k+1)l-1} \left( P_U(\sigma)u(k) + P_T(\sigma)(y(\sigma) - y_{sp}(\sigma))^2 \right)
\]

subject to

\[
x(t) = x_0
\]

\[
\begin{bmatrix}
    x(t+kl+1) \\
    \vdots \\
    x(t+(k+1)l)
\end{bmatrix} = \text{diag}(A) \begin{bmatrix}
    x(t+kl) \\
    \vdots \\
    x(t+(k+1)l-1)
\end{bmatrix}
\]

\[
+ \text{col}(B)u(k) + \text{diag}(E) \begin{bmatrix}
    d(t+kl) \\
    \vdots \\
    d(t+(k+1)l-1)
\end{bmatrix}
\]

\[ u_{\text{min}}(\sigma) \leq u(k) \leq u_{\text{max}}(\sigma) \]

where the last two constraints hold for all \( k = 0, \ldots, H - 1 \) and \( \sigma = t + kl, \ldots, t + (k+1)l-1 \), \( \text{diag}(\cdot) \) represents a block diagonal matrix of appropriate dimensions, and \( \text{col}(B) \) is the column vector constructed by stacking the columns of matrix \( B \). \( P_U(\sigma) \) is the price of electricity at time \( \sigma \) and \( P_T(\sigma) \) is the penalty for errors in tracking the desired zone temperature trajectory \( y_{sp}(\sigma) \). Both the cost and penalty functions vary throughout the day, e.g. the price of electricity can be high during the peak hours of the day as compared to the off peak hours. Similarly, the temperature set-point can change during the day depending on the zone occupancy. Note that in our MPC formulation we only consider soft constraints on the zone temperature. The initial state of the system is \( x_0 \), while \( u_{\text{min}}(\sigma) \) and \( u_{\text{max}}(\sigma) \) are the lower and upper bounds on the cooling rate which can vary during the day to account for equipment schedules. In order to use the state space model of equation 2.5 for MPC, we also need to design a state observer, which provides estimates \( \hat{x}(k|k) \) of the state of the plant model at every time step.

### 3.4.2 State Observer

In order for us to use the state space model eq. 2.5 for model predictive control, we also need to design a state observer. The state observer is designed to provide the estimates of \( \hat{x}(k|k) \), the state of the plant model at every MPC time step. The estimates are computed from the measured output \( y_m(k) \) by the linear state observer. The reason for estimating the states of the plant is that the states \( x_1, \ldots, x_{n-1} \) are lumped parameter temperatures which are hard (and almost impossible) to measure.
Given the discrete plant model

\[
x(k + 1) = Ax(k) + Bu(k) + Gw(k) \tag{3.9}
\]
\[
y(k) = Cx(k) + Du(k) + Hw(k) + v(k) \tag{3.10}
\]

where, \(w(k)\) is white process noise and \(v(k)\) is white measurement noise satisfying \(E(w(k)) = E(v) = 0, E(ww^T) = Q, E(vv^T) = R, E(wv^T) = N\). The estimator has the following state equation:

\[
\hat{x}(k + 1|k) = A\hat{x}(n|n - 1) + Bu(k) + L(y(k) - C\hat{x}(k|k - 1)) \tag{3.11}
\]

The gain matrix \(L\) is derived by solving a discrete Riccati equation:

\[
L = (APC^T + \bar{N})(CPC^T + \bar{R})^{-1} \tag{3.12}
\]

where,

\[
\bar{R} = R + HN + N^TH^T + HQH^T \tag{3.13}
\]
\[
\bar{N} = G(QH^T + N) \tag{3.14}
\]

The prediction \(\hat{x}(k|k - 1)\) is updated using the new measurement \(y(k)\) as:

\[
\hat{x}(k|k) = \hat{x}(k|k - 1) + M(y(k) - C\hat{x}(k|k - 1) - Du(k)) \tag{3.15}
\]

where the innovation gain \(M\) is defined as:

\[
M = PC^T(CPC^T + \bar{R})^{-1} \tag{3.16}
\]

For the simple case, \(E(wv^T) = N = 0\), \(D_d = D_u = 0\), \(H = 0\), and \(G = B\).

### 3.4.3 Single zone example

The MPC described above was implemented for the single zone TRNSYS model. The cooling system of the building is always switched on during the occupancy period from 8 AM to 6 PM on weekdays and remains off during the weekend. The maximum and minimum constraints on the cooling rate were \(u_{max} = 3500\, \text{W}\) and \(u_{min} = 0\, \text{W}\). The temperature set-point of the zone was kept at 24°C for the occupancy period. The zone temperature is allowed to float during the weekend. The simulation was run for a part of the first week of July. The building is also subject to peak demand pricing: the price of electricity is 10 times the nominal price during the on-peak hours, which are from 1 PM to 5 PM. We compare two different cases. The first is the comparison of the building operation with and without an MPC controller. Without MPC control, the cooling switches on at 8 AM and then tries to supply exactly the amount of cooling energy required to keep the temperature at 24°C for the occupancy period.
Figure 3.9: Top: comparison between the performance of an MPC controller with the default case without MPC. The peak-pricing period for each day is highlighted in red. Bottom: zone temperature values for both the controllers.
The total energy consumption for the simulation period is 93.71kWh. In this case, the power consumption remains high even during the peak pricing hours, resulting in a total cost of 511.83 units.

The baseline model for MPC is the model with the best RMSE (0.187) for the testing data. This model was trained on unperturbed data and was also used as the baseline for the input uncertainty analysis. The move-blocking step of MPC is 5 minutes and the MPC horizon is 2 hours. Figure 3.9 compares the performance of the MPC controller and the case without MPC. The MPC controller rapidly pre-cools the zone just before the peak pricing period begins at 1 p.m. (regions shown in red in Figure 3.9). This can be seen in both the cooling rate and the zone temperature plots. Consequently, the energy consumption during the peak hours is reduced, which results in an overall lower energy cost. The total energy consumption for this case was 87.29kWh and the total energy cost was reduced to 442.06 units. So there is a 13.63% reduction in the energy cost and a 6.85% reduction in the total energy consumption. The primary reason for the reduction in cost is the pre-cooling of the zone, which shifted part of the cooling demand from on-peak hours to off-peak hours. Another reason for the lower energy consumption is that because the MPC has soft temperature constraints, the zone temperature is slightly above the temperature set-point, requiring it to use less cooling energy.

Having implemented MPC for the baseline model, we now use models trained on perturbed data and compare their performance with the baseline case. This allows us to observe the trend between MPC performance and model accuracy. An example of such a simulation run is shown in Figure 3.10, which compares the baseline model with a relatively inaccurate model (with a much higher RMSE of 0.538 compared to 0.187 for the baseline model). Obviously an inaccurate model performs poorly compared to the “good” baseline case. The total energy consumption was 91.68kWh, a 2.2% saving from the case without MPC. The total energy cost was 492.53 units, only 3.77% reduction compared to 13.63% for the baseline case. Several inverse models with different degrees of accuracy, in terms of their testing RMSE, were run with the MPC controller. Their savings, measured against the case when no MPC was used, are shown in Figure 3.11. The trend of the plot aligns with intuition and shows that MPC performance deteriorates as the underlying model becomes less accurate. It can also be seen that the potential savings of MPC deteriorates quite rapidly as the model accuracy decreases (i.e. test RMSE increases). In the left region of the plot there is a positive cost benefit associated with adding additional sensors to improve the model accuracy from RMSE of 0.331 to 0.187. However, if the model accuracy is in the right region of the plot then there is no cost benefit associated with adding additional sensors to obtain improved models upto a certain RMSE threshold (0.331), beyond which the MPC savings are significant.

We have seen that models can lose their predictive performance if they are trained on uncertain (biased) data. The input uncertainty analysis reveals the extent to which different inputs are responsible for the accuracy of the inverse model. By empirically
Figure 3.10: Top: comparison of the fit on the test data between the baseline model RMSE (0.187) and an inaccurate model (RMSE 0.538). Bottom: comparison between the MPC performance of the models. The red-regions indicated the peak pricing period for the day.

Figure 3.11: MPC performance for models of different degrees of accuracy.
establishing a relationship between model accuracy and MPC performance, one can take informed decisions about the investment on additional sensors and the associated cost benefit for improving the data quality. In the next section we apply the Model-IQ toolbox on a model for a real building using real sensor data.

### 3.5 Sensor Placement and Data Quality

So far, we have shown the adverse effects of having uncertainty in the training data on the accuracy of the building inverse model which in turn influences the performance of a model predictive controller. We now show how the location of a sensor can affect the quality of measured data and also present a statistical method to determine the optimal sensor placement and density for obtaining high quality data. We compared the thermostat measurement of suite 210 in building 101 with the mean of several temperature measurements made in the same zone but at different locations. A single point temperature measurement of a zone is based on the assumption that the air inside the zone is well mixed. Our aim was to analyze the temperature data from suite 210 to determine if there is any significant location bias in the thermostat reading and to study how adding additional temporary sensors to a location changes the accuracy of the data.

Suite 210 at building 101 contains several sensors which log air temperature at different locations in the zone. The layout of the zone and the location of the tem-
temperature sensors is shown in Figure 3.12. There are a total of six different locations ($S_1, S_2, S_3, S_4, S_5$ and $Tstat$) in suite 210 where air temperature is logged, as shown in Figure 3.13. The zone thermostat ($Tstat$) is placed on the south wall. There are 4 indoor air quality (IAQ) sensors which also measure zone temperature placed on the west, north and the east wall. An additional source of temperature measurement is a portable cart which measures temperatures at 8 different height levels. The location of the cart was not changed for almost an entire year therefore its data can be treated as data measured form the same location. Figure 3.15 shows the plot of air temperature at each location from January 2013 to August 2013 for suite 210. The true value of the temperature of a zone (air volume) is extremely hard to determine. Since the different temperature sensors are located around the zone in a uniform manner, the mean of all six temperature measurements is a better representation of the zone temperature and is regarded as the true temperature (denoted by $T_{tr}$).

The mean temperature value is compared with the thermostat measurement in Figure 3.15. The values of the residuals are plotted. It can be seen that the difference between the thermostat and the mean temperature can be up to 4$^\circ$. This suggests that the reading of the thermostat may be biased due to its location.

Another way to compare the two data-sets is through a scatter plot between the mean temperature and the thermostat reading. Figure 3.16 shows such a comparison along with a histogram plot for each axis. Two main inferences can be drawn from this plot. First, the spread of the data reveals how much the thermostat reading deviates from the mean temperature. A lower spread indicates that the two measurements are
Figure 3.14: All the temperature measurements from different locations in suite 210.
Figure 3.15: Comparison of thermostat reading and the mean temperature reading for suite 210. The bottom figure plots residuals between the two data-sets.
in agreement and that the well mixed assumption holds well for the zone. Second, the histogram of the data-sets reveals that the thermostat data has a much larger variance than the mean temperature measurement.

It should be pointed out that the thermostat reading is the one which is used for controlling the zone temperature so any biases/errors in the temperature measurement are not desired.

We wanted to estimate the bias due to sensor location and to determine the best sensor placement and density. For this, we select \( k \) sensors \((k = 1, 2, \cdots, 5)\) out of the six available sensors and compare the average temperature \( T_k \) of the selected \( k \) sensors with the true temperature \( T_{tr} \) through hypothesis testing.

We first check the normality of the temperature data from each sensor using a quantile-quantile (Q-Q) plot. The Q-Q plot is used to check the validity of a distributional assumption for a data-set. The idea is to compute the theoretically expected value for each sample based on the distribution in question. If the temperature data follow a normal distribution, then the points on the normal Q-Q plot will fall on a straight line. Figure 3.17 shows the Q-Q plot for the data from all six sensors against the theoretical samples obtained from normal distribution. The plots suggest that the temperature data is not normally distributed and is likely to follow a distribution with thicker tails than the normal distribution. This implies that the t-test is no longer the best test for comparing any two data-sets as it assumes that the data is normally distributed.

To overcome this problem, we use non-parametric statistics for comparing temperature data-sets against each other. In particular, we use the Wilcoxon rank-sum statistic. The Wilcoxon test is valid for data from any distribution, whether normal
Figure 3.17: Q-Q plot for the temperature data from all the locations show that the temperature data is not likely to be normally distributed.

Figure 3.18: Bland-Altman plots for all 6 sensors i.e $k = 1$. The solid red line indicates the mean difference between the true temperature and the data-set. The estimated bias is obtained through the Wilcoxon’s test.
Table 3.1: Wilcoxon’s test results for all values of \( k \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>Min. bias subset ( T_k )</th>
<th>Bias Estimate ( \mu_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( S_4 )</td>
<td>0.0275</td>
</tr>
<tr>
<td>2</td>
<td>( S_3, S_4 )</td>
<td>-0.0106</td>
</tr>
<tr>
<td>3</td>
<td>( S_1, S_2, T_{\text{stat}} )</td>
<td>0.00708</td>
</tr>
<tr>
<td>4</td>
<td>( S_1, S_3, S_4, T_{\text{stat}} )</td>
<td>0.22</td>
</tr>
<tr>
<td>5</td>
<td>( S_1, S_3, S_4, S_2, T_{\text{stat}} )</td>
<td>-</td>
</tr>
</tbody>
</table>

or not, and is much less sensitive to outliers than the t-test. It is suitable for testing differences between paired data-sets, for e.g. comparing the air temperature measurements from two different sensors sampling at the same rate. While comparing any data-set \( T_k \) to the true temperature \( T_{\text{tr}} \), we check the hypothesis that the two data-sets are originating from the same distribution and that the median difference between pairs of observations is zero. The Wilcoxon’s test provides an estimate \( \mu_k \) (Hodges-Lehmann estimate) and the 95% confidence interval (C.I.) of the bias between the two data-sets.

An intuitive, but informal, method of comparing the true temperature with another data-set by visual inspection is through the Bland-Altman plot also known as Tukey’s mean difference plot. In this method, the difference of the two paired data-sets is plotted against their mean. Figure 3.18 shows Bland-Altman plots for the case \( k = 1 \), i.e. each sensor measurement \( (T_{S_1}, T_{S_2}, T_{S_3}, T_{S_4}, T_{S_5}, T_{\text{stat}}) \) is compared with the true temperature \( T_{\text{tr}} \). The estimate of the bias \( \mu_k \) between the data-sets and the true temperature obtained through the Wilcoxon’s test is also indicated for each data-set. For the case \( k = 1 \), there are 6 possible comparisons with the true temperature. It turns out that the sensor location \( S_4 \) is the closest to the true temperature with an estimated bias of only 0.027°C. The thermostat measurement \( T_{\text{stat}} \) has an estimated bias of 0.588°C with respect to the true temperature. This means that if we were to place just one sensor in the zone to estimate the true temperature, it should be placed at the location of \( S_4 \). The next section evaluates whether the bias in the zone thermostat is enough to affect the model accuracy.

The same method is repeated for each value of \( k = (1, 2, \cdots, 5) \). For each \( k \), all \( \binom{5}{k} \) sensor combinations are enumerated and the mean temperature \( T_k \) of the \( k \) selected sensors is compared with the true temperature using the same techniques as described above. The combination with the minimum bias estimate \( \mu_k \) is selected as the best sensor subset for each value of \( k \). The results of these comparisons are summarized in Table 3.1.

The results indicate that adding multiple sensors to a zone tends to improve the accuracy of the quantity being measured. However, it is not always the case that adding additional sensor will always lead to an improvement in data accuracy. This can be seen from Table 3.1 where the bias in the combined measurement of the data obtained from 3 sensors is much less than the bias due to the combined measurement obtained from 4 different sensors. The minimum bias sensor subset for \( k = 3 \) and
Case Study With Real Building Data

In this section we present the results of applying the Model-IQ approach, described in Section 3.2, to real sensor data. First, we calculate the bias in the input data due to sensor placement. We then perform an input uncertainty analysis on the training data and the building inverse model.

The Model-IQ approach described in Section 3.2 was applied to real sensor data. The site chosen for analysis is called Building 101. Building 101, located in the Navy Yard in Philadelphia, is the temporary headquarters of the U.S. Department of Energy’s Energy Efficient Building Hub [US Department of Energy 2013]. It is a highly instrumented commercial building where the acquired data is continuously stored and is made available to Hub researchers. The building (see Figure 3.19, top), is comprised of offices, a lunchroom, mechanical spaces, and miscellaneous spaces. For the case study, we focus on suite 210, a large office space on the second floor of the north-wing of the building as shown in Figure 3.19 (bottom). This zone has a single external wall on the east side with 8 windows, a large interior wall on the west side which is adjacent to the porch area on the north-wing and two more adjacent walls on the north and the south side. In July 2013, functional tests were run from
to 22:29, 20-07-2013, on the air handling unit serving suite 210 as a part of an ongoing Hub project. During a functional test, the supply air temperature is changed rapidly so there is enough thermal excitation in the zone to generate a rich data-set for learning its dynamical model.

3.6.1 Model-IQ implementation for Suite 210

We first created the lumped parameter RC-network model for suite 210. The model has 9 states, 9 inputs and 1 output. There are a total of 22 RC parameters in the model structure for this zone.

The temperature inputs to the model were the ambient temperature $T_{a}(\degree C)$, boundary condition for the floor $T_{f}(\degree C)$ given by the temperature of the zone on the first floor underneath suite 210, boundary condition for the ceiling $T_{c}(\degree C)$ given by the temperature of the zone on the third floor above suite 210 and temperature of the adjacent porch area $T_{p}(\degree C)$. The external solar irradiation $Q_{solar}$ incident on the east wall is logged by a pyranometer. For the internal heat gain calculation, we consider 3 different heat sources: occupants, lighting and appliances. The number of people in the zone at different times during the functional test period was estimated using data from the people counter. We assume, using ISO standard 7730, that in a typical office environment the occupants are seated, involved in light activity and emit 75 (W) of total heat gain, 30% of which is convective and 70% is radiative gain. Using the power rating of the lighting fixtures and their efficiency, one can calculate the heat gain due to lighting. In this zone, lights contribute about 13 (W/m$^2$) with a 40% − 60% split between the convective and the radiative part. A constant heat gain due to the electrical appliances and computers is also assumed. The total internal convective heat gain $Q_{conv}$ was obtained by adding the convective gain contributions from the three different heat gain sources. The total internal radiative heat gain was obtained in a similar way. The total internal radiative gain is further split into the radiative gain on the external wall $Q_{qgrade}$ and the radiative gain on the ceiling $Q_{qgradc}$ and applied as two separate inputs. The sensible cooling rate $Q_{sen}$ was calculated using the temperature and mass flow rate measurements for the supply and the return air.

The sampling rate of the data was 1 minute. The total available data was split into a training set (80% of the data) and a test set (remaining 20% data). All the inputs for training the inverse model are shown in Figure 3.20. The output of the inverse model is the zone temperature $T_{z}$. After completion of the training process, the zone temperature predicted by the model is compared with the actual value of the zone temperature for both the training and the test period. The results of the inverse model training are shown in Figure 3.21. The RMSE for the training data-set was 0.062 with $R^{2}$ equal to 0.983 (Figure 3.21, top) while the RMSE and $R^{2}$ values for the test set were 0.091 and 0.948 respectively (Figure 3.21, bottom).

After successfully training the inverse model, we conducted an input uncertainty analysis on the input-output training data-set. The model trained on unperturbed
Figure 3.20: Training data for suite 210 of Building 101. The data obtained by running a functional test on the zone’s air handling unit from 20-07-2013 00:00 to 20-07-2013 22:29
Figure 3.21: Fit between the predicted and actual zone temperature in suite 210. Top: for the training period, with RMSE = 0.062 and $R^2 = 0.983$. Bottom: for the test period with RMSE = 0.091 and $R^2 = 0.948$.

data serves as the baseline model for the uncertainty analysis. Similar to the case of the single-zone TRNSYS model, we created artificial data-set form the training data by perturbing each input data stream within $[-20\%, 20\%]$ of the unperturbed values in increments of 1%. For this case study, we also wanted to characterize the influence of uncertainty in the output of the model, the zone temperature, on the accuracy of the model. Therefore, in addition to the 9 aforementioned model inputs, perturbations were also introduced in the output training data-set i.e. in $T_z$. With 40 additional data-sets each, there were a total of 400 artificial data-sets. Each of these data-sets were used again for model training and the resulting model was evaluated for its accuracy in terms of the RMSE on the test-set.

### 3.6.2 Results

The results of the input uncertainty analysis for suite 210 in Building 101 are shown in Figure 3.22. Yet, again we see the parabolic trend obtained as a result of “artificial” uncertainty in the training data for each of the training data-sets. The sensitivity coefficients for the different training inputs were calculated. Figure 3.23 shows the comparison of the model accuracy sensitivity coefficients for the inverse model for suite 210. It is seen that the zone temperature has the largest model accuracy sensitivity coefficient suggesting that the accuracy of the model is quite sensitive to the zone temperature measurement. We saw earlier in Section 3.5 that the thermostat
Figure 3.22: Input uncertainty analysis results for Building 101 inverse model. The x axis shows the magnitude of the perturbation in percent change from the unperturbed data while the y axis is the percent change in the model accuracy compared to the RMSE for the model trained on unperturbed data. The following inputs are shown: (a) ambient temperature (°C); (b) porch temperature (°C); (c) incident solar irradiation on the external walls (W); (d) and (e) radiative internal heat gain on external wall and ceiling (W); (f) convective internal heat gain (W); (g) sensible cooling rate (W); (h) floor temperature (°C); (i) ceiling temperature (°C), and (j) zone temperature (°C).
measurement has an uncertainty bias of about 1%. We see that this can effect the model accuracy by up to 20%.

This suggests that for this zone, it would be better to deploy additional low-cost wireless sensors just during the model training phase and get a better estimate of the zone temperature for training the inverse model. Also, the mean value obtained by adding more sensors could be used to re-calibrate or correct the thermostat reading for location bias, resulting in data which can yield an inverse model which can better represent the dynamics of the zone.

3.7 Related Work

3.7.1 Model predictive control related

The treatment and analysis of the implementation of model based control schemes like MPC and optimal control for buildings have been very thorough. [Gyalistras et al. 2010, Ma et al. 2012] describe the implementation of MPC for energy efficient operation of buildings, supported by strong case studies. In [Oldewurtel et al. 2010] the authors consider uncertainty in the prediction of disturbances and propose a stochastic version of MPC. In [Kim and Braun 2012], a reduced order model has been used for MPC. [Prívara et al. 2012] advocates the use of simpler building models based on the physical description of the building. The authors highlight the building modeling process as a crucial part for building predictive control.

3.7.2 Sensitivity analysis related

Parametric sensitivity analysis of a model reveals the important parameters of the model which most significantly affect the model output. In [Lam and Hui 1996], important input design parameters are identified and analyzed from points of view of annual building energy consumption, peak design loads and building load profiles.
In [Eisenhower et al. 2012], the authors extend traditional sensitivity analysis and increase the size of analysis by studying the influence of about 1000 parameters.

### 3.7.3 Uncertainty related

It is only recently in [Bengea et al. 2011, Candanedo et al. 2013] and [Slaven Peles 2012], that researchers have analyzed the uncertainty in modeling for close loop control. In [Bengea et al. 2011], the authors acknowledge that the performance of advanced control algorithms depends on the estimation accuracy of the parameters of the model. They design an MPC algorithm using a control model that is structurally identical to the plant model but has perturbed parameters. The closed loop system is simulated and the impact of the parameter perturbations on the energy cost is evaluated. Although, this methodology bears some similarity with the Model-IQ approach, there are some key differences. First, for a fixed model structure, the model parameters can change either due to the estimation process or due to the quality of data. The cause of the parameter change has not been addressed in their work. So although one can identify which parameters should be estimated well, it is not clear how can one get a good estimate for that parameter. Second, the use of the same model as the control and the plant model is debatable. Realistically, the control model can only be an approximation of the plant dynamics but can never be exactly the same as the plant model. Which is why we used the TRNSYS building as the plant model in our MPC simulation to make it more realistic. In [Candanedo et al. 2013], the authors discuss the development of a control-oriented simplified modeling strategy for MPC in buildings using virtual simulations. [Slaven Peles 2012] presents a methodology to automate building model calibration and uncertainty quantification using large scale parallel simulation runs. The method considers global sensitivity analysis using probabilistic data while we consider a fixed bias error.

### 3.8 Concluding remarks

We introduced Model-IQ, a methodology for analysis of uncertainty propagation for building inverse modeling and controls. Model-IQ enables the modeling framework to incorporate uncertainty to a level that enables end-users understanding of the limits of their models and controls. Given a plant model and real input data, Model-IQ evaluates the effect of the uncertainty propagation from sensor data to model accuracy to controller performance. Through analysis with a high fidelity virtual building modeled in TRNSYS and a case study with real measurements from an office building, we show:

(a) Uncertainty bias present in the training input adversely effects the accuracy of the building inverse model. The extent of the influence of uncertainty in each training data stream on the model accuracy can be quantified through an input uncertainty analysis.
(b) We evaluate the relationship between model accuracy and performance of a MPC controller. Our empirical treatment of this analytically hard problem is both new and realistic compared to related work. We demonstrate that an accurate building inverse model can result in a MPC cost reduction of more than 13% while a bad model will barely reduce the cost (3%).

(c) We run the Model-IQ toolbox on a data-set obtained from a real building. We show that the density and placement of sensors are responsible for introducing a location-based bias in the measured data. We observe that a bias of 1% degrades the model accuracy by 20%.

(d) We also present a statistical method to quantify the bias in the sensor measurement (if any) and to determine near optimal sensor placement and density for accurate data measurements.
Chapter 4

Data-driven modeling with regression trees

Techniques and algorithms that have stemmed from the field of machine learning have indeed now become a powerful tool for the analysis of complex and large data, successfully assisting scientists in numerous breakthroughs of various fields of science and technology. Public and famous examples include the use of boosted decision trees in the statistical analysis that led to the detection of the Higgs boson at CERN [Chatrchyan et al. 2012], the use of random forests for human pose detection in the Microsoft Kinect [Criminisi and Shotton 2013] or the implementation of various machine learning techniques for building the IBM Watson system [Ferrucci et al. 2010], capable to compete at the human champion level on the American TV quiz show Jeopardy.

Formally, machine learning can be defined as the study of systems that can learn from data without being explicitly programmed. However, the goal of machine learning is not only to produce algorithms making accurate predictions, it is also to provide insights on the predictive structure of the data [Breiman et al. 1984]. For practitioners, which are not experts in machine learning, interpretability is indeed often as important as prediction accuracy. It allows for a better understanding of the phenomenon under study, a finer exploration of the data and an easier self-appropriation of the results. By contrast, when an algorithm is used completely as a black box, yielding results seemingly out of nowhere, it may indeed be difficult to trust or accept if it cannot be understood how and why the procedure came to them.

Unfortunately, the current state-of-the-art in machine learning often makes it difficult for non-experts to understand and interpret the results of an algorithm. Likewise, few of them actually provide clear and insightful explanations about the results they generate. In this context, the goal with data-driven building modeling is to provide an interpretable model of the building’s dynamics which is also suitable for model based control. Our choice of machine learning algorithms to achieve this goal is based on regression trees. While regression trees based methods have proven to be a robust, accurate and successful tool for solving countless of machine learning tasks,
including classification, regression, density estimation, manifold learning or semi-supervised learning their use for fine-grained building modeling and their extension for close loop control synthesis is new.

4.1 Learning from data

The objective of any data-driven modeling method is to find a systematic way of predicting a phenomenon given a set of measurements. In machine learning terms, this goal is formulated as the supervised learning task of inferring from collected data a model that predicts the value of an output variable based on the observed values of input variables. As such, finding an appropriate model is based on the assumption that the output variable does not take its value at random and that there exists a relation between the inputs and the output (i.e. the problem is well-posed).

To give a more precise formulation, let us assume as set of cases or objects taken from a universe or sample space \( \Omega \). Let us arrange the set of measurements on a case in a pre-assigned order, i.e., take the input values to be \( x_1, x_2, \ldots, x_p \), where \( x_j \in \chi_j \) (for \( j = 1, \ldots, p \)) corresponds to the value of the input variable \( X_j \). Together, the input values \( (x_1, x_2, \ldots, x_p) \) form a \( p \)-dimensional input vector \( \mathbf{X} \) taking its values in \( \chi_1 \times \cdots \times \chi_p = \chi \), where \( \chi \) is defined as the input space. Similarly, let us define \( y \in \mathbb{Y} \) the value of the output variable \( Y \), where \( \mathbb{Y} \) is defined as the output or the response space. By definition, both the input and the output spaces are assumed to respectively contain all possible input vectors and all possible output values. Note that input variables are sometimes known as features, input vectors as instances or samples and the output variables as target or response variable.

Among different variables, we distinguish between two general types. The first correspond to quantitative variables whose values are integer or real numbers, such as temperature, humidity, wind speed, power consumption etc.. The other correspond to qualitative variables whose values are symbolic, day of the week, month etc..

**Definition 4.1.** A variable \( X_j \) is ordered if \( \chi_j \) is a totally ordered set. In particular, \( X_j \) is said to be numerical if \( \chi_j = \mathbb{R} \).

**Definition 4.2.** A variable \( X_j \), is categorical if \( \chi_j \) is a finite set of values without any natural order.

In a typical supervised learning task, past observations are summarized by a dataset called the learning or training set. It consists of the set of observed input vectors together with their actual output value and formally defined as follows:

**Definition 4.3.** A learning set \( \mathcal{L} \) is a set of \( N \) pairs of input vectors and output values \( (x_1, y_1), \ldots, (x_N, y_N) \), where \( x_i \in \chi \) and \( y_i \in \mathbb{Y} \).

Equivalently, a set of \( p \)-input vectors \( x_i \) (for \( i = 1, \ldots, N \)) can be denoted by a \( N \times p \) matrix \( \mathbf{X} \) whose rows \( i = 1, \ldots, N \) correspond to input vectors \( x_i \) and columns
\( j = 1, \cdots, p \) to input variables \( X_j \). Similarly, the corresponding output values can be written as a vector \( y = (y_1, \cdots, y_N) \).

In this framework, the supervised learning task can be stated as a learning function \( \phi : \chi \mapsto Y \) from a learning set \( L = (X, y) \). The objective is to find a model such that its prediction \( \phi(x) \), also denoted by the variable \( \hat{Y} \), are as accurate as possible. When \( Y \) is a numerical variable, the the learning task is a regression problem i.e.:

**Definition 4.4.** A regressor is a function \( \phi : \chi \mapsto Y \), where \( Y = \mathbb{R} \).

### 4.2 Regression trees

Building regression trees based models has always been driven by the ambition to understand and uncover complex relations in data. That is, to find models that can not only produce accurate predictions, but also be used to extract knowledge in an intelligible way. Tree-based methods stand as one of the most effective and useful method, capable to produce both reliable and understandable results, on mostly any kind of data.

Historically, the appearance of decision trees is due to [Morgan and Sonquist 1963], who first proposed a tree-based method called automatic interaction detector (AID) for handling multi-variate non-additive effects in the context of survey data. Building upon AID, methodological improvements and computer programs for exploratory analysis were then proposed in the following years by several authors [Sonquist 1970, Messenger and Mandell 1972, Gillo 1972, Sonquist et al. 1974]. Without contest however, the principal investigators that have driven research on the modern methodological principles are [Breiman et al. 1984], [Friedman 1977, 1979] and [Quinlan et al. 1979, Quinlan 1986] who simultaneously and independently proposed very close algorithms for the induction of tree-based models. Most notably, the unifying work of [Breiman et al. 1984], later complemented with the work of [Quinlan 1996], have set decision trees into a simple and consistent methodological framework, which largely contributed in making them easy to understand and easy to use by a large audience in a variety of applications.

Linear regression is one of the most widely used statistical techniques. The problem of regression consists of obtaining a functional model that relates the value of a target continuous variable \( Y \) with the values of the predictor variables \( X_1, X_2, \cdots, X_m \). A linear form is assumed for the unknown regression function and the parameters of the model are estimated using a least squares criterion. Predictors like linear or polynomial regression are global models, where a single predictive formula is assumed to hold over the entire data space. When the data has lots of features which interact in complicated, nonlinear ways, assembling a single global model can be difficult, and hopelessly confusing when you do succeed. Global parametric approaches, like regression, are widely used and give good predictive results when the assumed model correctly fits the data.
An alternative approach to nonlinear regression is to sub-divide, or partition, the data space into smaller regions, where the interactions are more manageable. We then partition the subdivisions again; this is called recursive partitioning, until finally we get to chunks of the data space which are so tame that we can fit simple models to them. Therefore, in this case, the global model has two parts: one is just the recursive partition, the other is a simple model for each cell of the partition. Regression trees belong to the class of recursive partitioning algorithms. The seminal algorithm for learning regression trees from data is the CART algorithm as described in [Breiman et al. 1984]. We first provide a brief overview of how trees are learned, using a conceptual example adapted from [Hastie et al. 2009].

Tree-based methods partition the feature space into a set of rectangles (more formally, hyper-rectangles) and then fit a simple model (e.g., like a constant) in each one. They are conceptually simple yet powerful. Let us consider a regression problem with continuous response $Y$ and inputs $X_1$ and $X_2$, each taking values in the unit interval. The top left plot of Figure 4.1 shows a partition of the feature space by lines that are parallel to the coordinate axes. In each partition element we can model $Y$ with a different constant. However, there is a problem: although each partitioning line has a simple description like $X_1 = k$, some of the resulting regions are complicated to describe. To simplify things, we can restrict matters to only consider recursive binary partitions, like the ones shown in the top right plot of Figure 4.1. We first split the space into two regions, and model the response by the mean of $Y$ in each region. We choose the variable and split-point to achieve the best prediction of $Y$. Then one or both of these regions are split into two more regions, and this process is continued, until some stopping rule is applied. This is the recursive partitioning part of the algorithm. For example, in the top right plot of Figure 4.1, we first split at $X_1 = t_1$. Then the region $X_1 \leq t_1$ is split at $X_2 = t_2$ and the region $X_1 > t_1$ is split at $X_1 = t_3$. Finally, the region $X_1 > t_3$ is split at $X_2 = t_4$. The result of this process is a partition of the original data-space into the five regions $R_1, R_2, \cdots, R_5$ shown in the figure. The corresponding regression tree model predicts $Y$ with a constant $c_i$ in region $R_i$, that is,

$$
\hat{T}(X) = \sum_{i=1}^{5} c_i I \{(X_1, X_2) \in R_i\} \quad (4.1)
$$

**Definition 4.5.** A tree is a graph $G = (V, E)$ in which any two vertices (or nodes) are connected by exactly one path.

**Definition 4.6.** A rooted tree is a tree in which one of the nodes has been designated as the root. We additionally assume that a rooted tree is a directed graph, where all the edges are directed away from the root.

**Definition 4.7.** If there exists an edge from $t_1$ to $t_2$ (i.e., if $(t_1, t_2) \in E$) then node $t_1$ is said to be the parent of node $t_2$ while node $t_2$ is said to be a child of node $t_1$.

**Definition 4.8.** In a rooted tree, a node is said to be internal if it has one or more children and terminal if it has no children. Terminal nodes are also known as leaves.
Figure 4.1: Recursive partitioning and regression trees. Top right image shows a partition of a two-dimensional feature space by recursive binary splitting, as used in CART, applied to some conceptual data. Top left figure shows a general partition that cannot be obtained from recursive binary splitting. Bottom left image shows the tree corresponding to the partition in the top right partition, and a perspective plot of the prediction surface appears in the bottom right image. Example adapted from [Hastie et al. 2009]
**Definition 4.9.** A binary tree is a rooted tree where all internal nodes have exactly two children.

This data partitioning model described earlier can be represented by the binary tree shown in the bottom left of Figure 4.1. The full dataset sits at the top or the root of the tree. Observations satisfying the condition at each junction are assigned to the left branch, and the others to the right branch. The terminal nodes or leaves of the tree correspond to the regions $R_1, R_2, ..., R_5$. The bottom right plot of Figure 4.1 shows the perspective plot of the regression surface obtained as a result of building a regression tree.

### 4.2.1 Node Splitting Criteria

For regression trees we adopt the sum of squares as our splitting criteria i.e a variable at a node will be split if it minimizes the following sum of squares between the predicted response and the actual output variable.

$$\sum (y_i - \hat{T}(x_i))^2$$

(4.2)

For this criteria it is easy to see that the best response $c_i$ (from equation 4.1 for $y_i$ from partition $R_i$ is just the average of output samples in the region $R_i$ i.e

$$c_i = \text{avg}(y_i|x_i \in R_i)$$

(4.3)

Finding the best binary partition in terms of minimum sum of squares is generally computationally infeasible. Therefore, a greedy algorithm is used instead. Starting with all of the data, consider a splitting variable $j$ and split point $s$, and define the following pair of left ($R_L$) and right ($R_R$) half-planes

$$R_L(j, s) = \{X|X_j \leq s\},$$

$$R_R(j, s) = \{X|X_j > s\}$$

(4.4)

The splitting variable $j$ and the split point $s$ is obtained by solving the following minimization:

$$\min_{j,s} \left[ \min_{c_L} \sum_{x_i \in R_L(j,s)} (y_i - c_L)^2 + \min_{c_R} \sum_{x_i \in R_R(j,s)} (y_i - c_R)^2 \right]$$

(4.5)

where, for any choice of $j$ and $s$, the inner minimization in equation 4.5 is solved using

$$c_L = \text{avg}(y_i|x_i \in R_L(j, s))$$

$$c_R = \text{avg}(y_i|x_i \in R_R(j, s))$$

(4.6)

For each splitting variable $X_j$, the determination of the split point $s$ can be done very quickly and hence by scanning through all of the inputs ($X_i$'s), the determination of
the best pair \((j, s)\) is feasible. Having found the best split, we partition the data into the two resulting regions and repeat the splitting process on each of the two regions. Then this process is repeated on all of the resulting regions.

Rather than splitting each node into just two regions at each stage, we might consider multiway splits into more than two groups. While this can sometimes be useful, it is not a good general strategy. The problem is that multiway splits fragment the data too quickly, leaving insufficient data at the next level down. Hence we would want to use such splits only when needed. Since multiway splits can be achieved by a series of binary splits, the latter are preferred.

4.2.2 Stopping Criteria and Pruning

Every recursive algorithm needs to know when its done, i.e. it requires a stopping criteria. For regression trees this means when to stop splitting the nodes. Obviously nodes which contain only one data point cannot be split further, but giving each observation its own leaf is unlikely to generalize well. Clearly a very large tree might overfit the data, while a small tree might not capture the important structure. Tree size is a tuning parameter governing the models complexity, and the optimal tree size should be adaptively chosen from the data. One approach would be to split tree nodes only if the decrease in sum-of-squares due to the split exceeds some threshold. This strategy is too short-sighted, however, since a seemingly worthless split might lead to a very good split below it. A better and preferred strategy is to grow a large tree, stopping the splitting process only when some minimum number of data points at a node (\texttt{MinLeaf}) is reached. Then this large tree is pruned using cost-complexity pruning methods, described next.

Define a subtree \(T \subset T_0\) to be any tree that can be obtained by pruning \(T_0\), i.e. collapsing any number of its non-terminal nodes. Let node \(i\) corresponding to the partition \(R_i\). \(|T|\) denotes the number of terminal nodes in \(T\). Define,

\[
N_i = \# \{ x_i \in R_i \},
\]

\[
\hat{c}_i = \frac{1}{N_i} \sum_{x_i \in R_i} y_i,
\]

\[
Q_i(T) = \frac{1}{N_i} \sum_{x_i \in R_i} (y_i - \hat{c}_i)^2
\]

where \(N_i\) is the number of samples in the partition \(R_i\), \(\hat{c}_i\) is the estimate of \(y\) within \(R_i\) and \(Q_i(T)\) is the mean square error of the estimate \(\hat{c}_i\). The cost complexity criteria is then defined as:

\[
C_\alpha(T) = \sum_{i=1}^{\lvert T \rvert} N_i Q_i(T) + \alpha \lvert T \rvert
\]

The goal is to find, for each \(\alpha\), the subtree \(T_\alpha \subset T_0\) to minimize \(C_\alpha(T)\). The tuning parameter \(\alpha \geq 0\) governs the trade off between tree size and its goodness of fit to
the data. For each $\alpha$ one can show that there is a unique smallest subtree $T_\alpha$ that minimizes $C_\alpha(T)$ [Ripley 1996]. Estimation of $\alpha$ is achieved by cross-validation.

4.3 Ensemble Methods

Regression trees obtain good predictive accuracy in many domains. However, the simple models used in their leaves have some limitations regarding the kind of functions they are able to approximate. The problem with trees is their high variance and that they can over fit the data. It is the price to be paid for estimating a simple, tree-based structure from the data. Often a small change in the data can result in a different series of splits. The main reason for this instability is the hierarchical nature of the process: the effect of an error in the top split is propagated down to all of the splits below it. While pruning and cross validation can help reduce over fitting, we use ensemble methods for growing more stable trees.

The goal of ensemble methods is to combine the predictions of several base estimators built with a given learning algorithm in order to improve generalizability and robustness over a single estimator. Two families of ensemble methods are usually distinguished:

(a) In averaging methods, the driving principle is to build several estimators independently and then to average their predictions. On average, the combined estimator is usually better than any of the single base estimator because its variance is reduced.

(b) By contrast, in boosting methods, base estimators are built sequentially and one tries to reduce the bias of the combined estimator. The motivation is to combine several weak models to produce a powerful ensemble.

Random Forests

Random forests or tree-bagging are a type of ensemble method which makes predictions by averaging over the predictions of several independent base models. The essential idea is to average many noisy but approximately unbiased trees, and hence reduce the variance. Injecting randomness into the tree construction can happen in many ways. The choice of which dimensions to use as split candidates at each leaf can be randomized, as well as the choice of coefficients for random combinations of features. Another common method for introducing randomness is to build each tree using a bootstrapped or sub-sampled data set. In this way, each tree in the forest is trained on slightly different data, which introduces differences between the trees. Not all estimators can be improved by shaking up the data like this. However, highly nonlinear estimators, such as trees, benefit the most. For a more comprehensive review we refer the reader to [Breiman 2001].
Boosted Regression Trees

In boosting, trees are fitted iteratively to the training data, using appropriate methods gradually to increase emphasis on observations modeled poorly by the existing collection of trees. A boosted regression tree (BRT) model can be understood as an additive regression model in which individual terms are simple trees, fitted in a forward, stage-wise fashion [Elith et al. 2008]. Stage-wise implies that existing trees are left unchanged as the model is enlarged. Only the fitted value for each observation is re-estimated at each step to reflect the contribution of the newly added tree.

4.4 Model Based Regression Trees

One of the key aspects of the previously described algorithms for growing trees is that they make the use of point predictions in the leaves of the tree i.e. the prediction of the response variable is simply obtained by averaging the samples in the partition corresponding to the leaf e.g. shown in 4.3. In model based regression trees, the definition of the leaf of a tree is extended to allow for simple functions, other than averaging, in the leaves which predict the response. The use of linear regression functions in the leaves of the tree, or local linear regression, has been presented in [Quinlan et al. 1992] in an algorithm called M5. [Friedman 1991] describes another variant of this idea, where instead of linear regression in the leaves one can fit regression splines over the predictor variables. This is called the multivariate adaptive regression splines (or MARS) algorithm for growing a regression tree.

4.5 Comparison with k-means

One of the most comprehensible non-parametric methods is k-nearest-neighbors or k-means clustering: find the points which are most similar to you, and do what, on average, they do. There are two big drawbacks to it: first, ”similar” is defined entirely in terms of the inputs, not the response; second, k is constant everywhere, when some points just might have more very-similar neighbors than others. Trees get around both problems: leaves correspond to regions of the input space (a neighborhood), but one where the responses are similar, as well as the inputs being nearby; and their size can vary arbitrarily. Regression trees are adaptive nearest-neighbor methods.
Chapter 5

Data-Driven Modeling and Control for DR

To take advantage of real-time pricing and DR programs, the commercial, industrial and institutional C/I/I consumers must monitor electricity prices and be flexible in the ways they choose to use electricity. The challenge for these large consumers of electricity is to be able to predict their aggregate power consumption accurately and at a fast time scale in order to take suitable load curtailment control actions.

On the surface demand response may seem simple. Reduce your power when asked to and get paid. However, in practice, one of the biggest challenges with end-user demand response for large scale consumers of electricity is the following: Upon receiving the notification for a DR event, what actions must the end-user take in order to achieve an adequate and a sustained DR curtailment? This is a hard question to answer because of the following reasons:

1. **Modeling complexity and heterogeneity**: Unlike the automobile or the aircraft industry, each building is designed and used in a different way and therefore, it must be uniquely modeled. Learning predictive models of building’s dynamics using first principles based approaches (e.g. with EnergyPlus [Crawley et al. 2001]) is very cost and time prohibitive and requires retrofitting the building with several sensors [Sturzenegger et al. 2015]; The user expertise, time, and associated sensor costs required to develop a model of a single building is very high. This is because usually a building modeling domain expert typically uses a software tool to create the geometry of a building from the building design and equipment layout plans, add detailed information about material properties, about equipment and operational schedules. There is always a gap between the modeled and the real building and the domain expert must then manually tune the model to match the measured data from the building [R et al. 2012].

2. **Limitations of rule-based DR**: The building’s operating conditions, internal thermal disturbances and environmental conditions must all be taken into
Figure 5.1: Majority of DR today is manual and rule-based. (a) The fixed rule based DR is inconsistent and could under-perform compared to the required curtailment, resulting in DR penalties. (b) Using data-driven models DR-Advisor uses DR strategy evaluation and DR strategy synthesis for a sustained and sufficient curtailment.

account to make appropriate DR control decisions, which is not possible with using rule-based and pre-determined DR strategies since they do not account for the state of the building but are instead based on best practices and rules of thumb. As shown in Fig. 5.1(a), the performance of a rule-based DR strategy is inconsistent and can lead to reduced amount of curtailment which could result in penalties to the end-user. In our work, we show how a data-driven DR algorithm outperforms a rule-based strategy by 17% while accounting for thermal comfort. Rule based DR strategies have the advantage of being simple but they do not account for the state of the building and weather conditions during a DR event. Despite this lack of predictability, rule-based DR strategies account for the majority of DR approaches. The challenge is the increasing complexity of possible scenarios. There is a limit as to what can be pre-programmed and only a finite number of operations can be managed using this approach. There are also some operations that cannot be fully managed with a rules-based approach.

3. **Control complexity and scalability**: Upon receiving a notification for a DR event, the building’s facilities manager must determine an appropriate DR strategy to achieve the required load curtailment. These control strategies can include adjusting zone temperature set-points, supply air temperature and chilled water temperature set-point, dimming or turning off lights, decreasing duct static pressure set-points and restricting the supply fan operation etc.
In a large building, it is difficult to assess the effect of one control action on other sub-systems and on the building’s overall power consumption because the building sub-systems are tightly coupled. Consider the case of the University of Pennsylvania’s campus, which has over a hundred different buildings and centralized chiller plants. In order to perform campus wide DR, the facilities manager must account for several hundred thousand set-points and their impact on the different buildings. Therefore, it is extremely difficult for a human operator to accurately gauge the building’s or a campus’s response.

4. **Interpretability of modeling and control**: Predictive models for buildings, regardless how sophisticated, lose their effectiveness unless they can be interpreted by human experts and facilities managers in the field. For e.g. artificial neural networks (ANN) obscure physical control knobs and interactions and hence, are difficult to interpret by building facilities managers. Therefore, the required solution must be transparent, human centric and highly interpretable.

The problem for the C/I/I consumers is further compounded by the fact that there are thousands of different rate plans provided by the utilities. For comparison, in the United States, there are only 5 major telecoms carriers which serve 99.999% of the
entire market with 62 different rate plans, as opposed to over 3,100 utility companies serving the commercial and industrial consumers with 18,300 rate classes. Therefore, any DR curtailment strategy must also account for the utility tariff structure and financial reward while responding to a demand response request.

Regardless of the specific DR program, upon receiving a notification for a demand response event, the building’s facilities manager must determine an appropriate or optimal control strategy to achieve the required power curtailment level. These control strategies can include adjusting zone temperature set-points, increasing supply air temperature and chilled water temperature set-point, dimming or turning off lights, decreasing duct static pressure set-points and restricting the supply fan operation etc. In a large building, it is difficult to assess the effect of one control action on other sub-systems and on the building’s overall power consumption because the building sub-systems are tightly coupled. Moreover, the performance of any DR strategy will vary due to the outside weather conditions, during the DR event.

The goal with data-driven demand response is to make the best of both worlds; i.e. keep the simplicity of rule based approaches and the predictive capability of model based strategies, but without the expense of first principle or grey-box model development.

We present a method called DR-Advisor (Demand Response-Advisor), which acts as a recommender system for the building’s facilities manager and provides the power consumption prediction and control actions for meeting the required load curtailment and maximizing the economic reward. Using historical meter and weather data along with set-point and schedule information, DR-Advisor builds a family of interpretable regression trees to learn non-parametric data-driven models for predicting the power consumption of the building (Figure 5.2). DR-Advisor can be used for real-time demand response baseline prediction, strategy evaluation and control synthesis, without having to learn first principles based models of the building. By using modified model based regression trees, we can also determine good demand response control policies for the duration of the DR event that achieve the required curtailment, without adversely affecting the system and causing any kick-backs.

This chapter is organized as follows: Section 5.1 describes the three big challenges with real-time demand response. In Section 5.2, we describe how regression trees based data-driven methods can be used for the DR challenges. Section 5.3, presents a new algorithm to perform real-time control with regression trees and applied to the DR synthesis problem. Section 5.4 makes a compelling case for regression trees being a suitable choice of data-driven models for real-time DR. Section 5.5 describes the MATLAB based DR-Advisor toolbox. Section 5.6 presents a comprehensive case study with DR-Advisor on data from 8 real buildings on Penn’s campus, a large office building, a virtual test-best and evaluation of the tool on bench-marking data from ASHRAE’s energy prediction competition. In Section 5.7, a detailed survey of related work has been presented. We conclude this chapter in Section 5.8 with a summary of our results and a few concluding remarks.
5.1 Problem definition

The time line of a typical DR event consists of three periods (Figure 5.3). The main period during which the demand needs to be curtailed is the sustained response period. The start of this period, i.e. the time by which the target reduction must be achieved, is the reduction deadline. Prior to that deadline, an event notification will be issued, at the notification time. The period between this time and the reduction deadline is the ramp period, during which the demand transitions from the normal level to the reduced level. The end of the sustained response period – the release time – is when the main curtailment is released. It would take the demand side some time to resume the normal operation, during the recovery period. A possible phenomenon during this period is the DR rebound, when loads consume more electricity than normal to recover. Large DR rebound is undesirable, and DR strategies should be designed to mitigate this rebound. The DR event ends at the end of the recovery period.

We focus on three challenging problems of demand response

(i) Demand response baseline prediction,

(ii) Demand response strategy evaluation, and

(iii) Demand response strategy synthesis.

Each of these problems is described below:

5.1.1 DR Baseline Prediction

A baseline is an estimate of the electricity that would have been consumed by a customer in the absence of a demand response event. Typical demand response programs rely upon financial incentive for customers based on the extent to which they reduce
their energy consumption and therefore require a reliable system to measure the energy reduction. For this reason the measurement and verification of demand response is the most critical component of any DR program. The baseline is the primary tool for measuring curtailment during a DR event. Baselines enable grid operators and utilities to measure performance of DR resources and determine financial paybacks. Baselines are established in form of estimates of what the customer did not do, but would have done, had there not been a DR event. As shown in Figure 5.3, actual meter data is compared with the baseline demand to determine the curtailment achieved by the customer. The goal is to learn a predictive model \( g() \) which relates the baseline power consumption estimate \( \hat{Y}_{\text{base}} \) to the forecast of the weather conditions and building schedule for the duration of the DR-event i.e. \( \hat{Y}_{\text{base}} = g(\text{weather, schedule}) \)

### 5.1.2 DR Strategy Evaluation

During a DR event notification, there are several options available to a buildings manager in the form of control actions. These include setbacks in the zone temperature set-point, increasing supply air temperature and chilled water temperature set-point, dimming or turning off lights, decreasing duct static pressure set-points and restricting the supply fan operation and switching off large electrical systems like elevators, if required. A DR strategy refers to what control actions, and at what times, a system (lighting, HVAC or plug loads) will actuate. A strategy has one or more steps (control actions at times relative to the onset), and a time validity window for when it can be used. Furthermore, there could be several of such fixed DR strategies, but only one specific strategy can be used at a time. This brings us to our question, how can we choose good DR strategies from a pre-determined set of strategies?

This is the problem of demand response strategy evaluation. Instead of predicting the baseline power consumption \( \hat{Y}_{\text{base}} \), in this case we want the ability to predict the actual response of the building \( \hat{Y}_{\text{kW}} \) due to any given strategy. For example, in Fig. 5.4, there are \( N \) different strategies available to choose from. DR-Advisor predicts the power consumption of the building due to each strategy and chooses the DR strategy \( (\in \{i,j,\ldots,k\ldots,N\}) \) which leads to the largest load curtailment. The resulting strategy could be a combination of switching between the available set of strategies.

### 5.1.3 DR Strategy Synthesis

Instead of choosing a DR strategy from a pre-determined set of strategies, a harder challenge is to synthesize new DR strategies and obtain optimal operating points for the different control variables. We can cast this problem as an optimization over the
set of control variables, $X_c$, such that

$$\begin{align*}
\min_{X_c} & \quad f(Y_{kW}) \\
\text{subject to} & \quad Y_{kW} = h(X_c) \\
& \quad X_c \in X_{safe}
\end{align*}$$

we want to minimize the predicted power response of the building $Y_{kW}$, subject to a predictive model which relates the response to the control variables and subject to the constraints on the control variables.

Unlike rule-base DR, which does not account for building state and external factors, in DR synthesis the optimal control actions are derived based on the current state of the building, forecast of outside weather and electricity prices.

In all the three problems, a common recurring theme is the ability to predict the power consumption of the building. Any data driven approach which intends to solve these problems must have the capability to predict the power consumption of the building under different circumstances and due to different control actions.

### 5.2 Data-driven demand response

Our goal is to find data-driven functional models that relates the value of the response variable, say power consumption, $Y_{kW}$ with the values of the predictor variables or features $[X_1, X_2, \ldots, X_m]$ which can include weather data, set-point information and building schedules. When the data has lots of features, as is the case in large buildings, which interact in complicated, nonlinear ways, assembling a single global model, such as linear or polynomial regression, can be difficult, and lead to poor response
predictions. An approach to non-linear regression is to partition the data space into smaller regions, where the interactions are more manageable. We then partition the partitions again; this is called recursive partitioning, until finally we get to chunks of the data space which are so tame that we can fit simple models to them. Regression trees is an example of an algorithm which belongs to the class of recursive partitioning algorithms. The seminal algorithm for learning regression trees is CART as described in [Breiman et al. 1984] and in Chapter 4, Section 4.2.

Regression trees based approaches are our choice of data-driven models for DR-Advisor. The primary reason for this modeling choice is that regression trees are highly interpretable, by design. Interpretability is a fundamental desirable quality in any predictive model. Complex predictive models like neural-networks, support vector regression etc. go through a long calculation routine and involve too many factors. It is not easy for a human engineer to judge if the operation/decision is correct or not or how it was generated in the first place. Building operators are used to operating a system with fixed logic and rules. They tend to prefer models that are more transparent, where it is clear exactly which factors were used to make a particular prediction. At each node in a regression tree a simple, if this then that, human readable, plain text rule is applied to generate a prediction at the leaves, which anyone can easily understand and interpret. Making machine learning algorithms more interpretable is an active area of research [Giraud-Carrier 1998], one that is essential for incorporating human centric models in cyber-physical energy systems. Additional advantages of using regression trees for solving these Dr challenges is presented in Section 5.4.

5.2.1 Data-Description

In order to build a regression tree which can predict the power consumption of the building, we need to train on time-stamped historical data. The data that we use can be divided into three different categories as described below:

5.2.2 Weather Data

First and foremost, we need historical data which describes the weather. Weather data includes measurements of the dry bulb temperature, wet bulb temperature, relative humidity and wind characteristics. Sometimes, solar irradiation information can also be included, if available. Figure 5.5 shows the weather data from 2012 used for training the regression tree. Fig 5.5a shows the dry and the wet bulb temperature measurements, Fig 5.5b shows the relative humidity and Fig 5.5c shows a wind rose plot of the wind data. A wind rose plot gives a very succinct but information laden view of how wind speed and direction are distributed at the location of the building. Presented in a circular format, the wind rose shows the distribution of winds blowing from different directions. The length of each ”spoke” around the circle is the frequency
Figure 5.5: Actual meteorological weather data used for building the regression tree. Fig 5.5a shows the dry and the wet bulb temperature measurements, Fig 5.5b shows the relative humidity and Fig 5.5c shows a wind rose plot which depicts the distribution of wind speed (m/s) and wind direction.
of time that the wind blows from that direction. In addition to that each spoke is broken down into discrete categories that show the speed of the wind (in m/s).

5.2.3 Schedule Data

Using time-stamp information in the building power consumption data, we can create proxy predictor variables which can capture patterns of electricity consumption for e.g. due to occupancy or electrical equipment schedules. No direct measurement of the occupancy is required. Specifically, we use the following three proxy predictors:

1. **Day of Week:** This is a categorical predictor which takes values from 1 – 5 depending on the day of the week. This variable can partition the data space on patterns which occur on specific days of the week. For instance, there could be a big auditorium which is only used for fixed days of the week.

2. **Weekends and Holidays:** For most buildings the equipment schedule and occupancy patterns change significantly over weekends and holidays. For our virtual test-bed, weekends, special days and holidays are treated equivalently therefore they can be represented by a single binary predictor which takes the values \{1, -1\}. In case, weekend operations are different from holiday/vacation operations, one could simply use more binary predictors for each type of special days.

3. **Time of Day:** This is quite an important predictor as it can adequately capture daily patterns in power consumption due to occupancy, lighting and appliance use without directly measuring any one of them. It can also capture changes in set-points throughout the day and the correlation between these changes and the overall power consumption. For example, the building may have a pre-cooling schedule during the early morning, or a set-point reset schedule for the evening which can be accounted for using the time of day proxy predictor.

Besides using proxy schedule predictors, sometimes, actual building schedules can also be used as training data for building the trees. The prime candidate for obtaining actual schedules, if possible, are temperature set-points schedules of chilled water supply, supply air temperature and zone air temperature on the HVAC side and lighting schedules. Using actual schedule information can greatly improve the accuracy of the power consumption prediction. While using schedule information is not necessary for demand response baselining, it is necessary for performing DR strategy evaluation, since a fixed strategy involves changing all or a few of these set-points.

5.2.4 Building Data

Lastly, since we are trying to predict the power consumption of the building, we require historical time-stamped power consumption (or meter) data. The power consumption is the response variable of the regression tree. For DR baselining, the
knowledge of the state of the building is not necessary. This is because the baseline problem is to estimate what the building *would have done*, rather than predict what the building will do. The state of the building is required for DR strategy evaluation and synthesis. The state of the building includes

(i) Chilled Water Supply Temperature

(ii) Hot Water Supply Temperature

(iii) Zone Air Temperature

(iv) Supply Air Temperature

(v) Lighting power or fraction of peak lighting use.

A measurement of all, or a subset of these predictors is necessary if we are to learn and predict the actual power response of the building.

### 5.2.5 Data-Driven DR Baseline

DR-Advisor uses a mix of several algorithms to learn a reliable baseline prediction model. For each algorithm, we train the model on historical power consumption data and then validate the predictive capability of the model against a test data-set which the model has never seen before. In addition to building a single regression tree, we also learn cross-validated regression trees, boosted regression trees (BRT) and random forests (RF). The ensemble methods like BRT and RF help in reducing any over-fitting over the training data. They achieve this by combining the predictions of several base estimators built with a given learning algorithm in order to improve generalizability and robustness over a single estimator. For a more comprehensive review of random forests we refer the reader to [Breiman 2001]. A boosted regression tree (BRT) model is an additive regression model in which individual terms are simple trees, fitted in a forward, stage-wise fashion [Elith et al. 2008].

### 5.2.6 Data-Driven DR Evaluation

The regression tree models for DR evaluation are similar to the models used for DR baseline estimation except for two key differences: First, instead of only using weather and proxy variables as the training features, in DR evaluation, we also train on set-point schedules and data from the building itself to capture the influence of the state of the building on its power consumption; and Second, in order to predict the power consumption of the building for the entire length of the DR event, we use the notion of auto-regressive trees. An auto-regressive tree model is a regular regression tree except that the lagged values of the response variable are also predictor variables.
for the regression tree i.e. the tree structure is learned to approximate the following function:

\[
\hat{Y}_{kW}(t) = f([X_1, X_2, \cdots, X_m, Y_{kW}(t-1), \cdots, Y_{kW}(t-\delta)])
\] (5.2)

where the predicted power consumption response \(Y_{kW}\) at time \(t\), depends on previous values of the response itself \([Y_{kW}(t-1), \cdots, Y_{kW}(t-\delta)]\) and \(\delta\) is the order of the auto-regression. This allows us to make finite horizon predictions of power consumption for the building. At the beginning of the DR event we use the auto-regressive tree for predicting the response of the building due to each rule-based strategy and choose the one which performs the best over the predicted horizon. The prediction and strategy evaluation is re-computed periodically throughout the event. Figure 5.6 shows the comparison between predicted and actual zone temperature values for one of the building zones. The accuracy of the random forest auto-regressive tree is 97.54%. This example shows that the auto-regressive trees are well suited for temperature predictions as well.

### 5.3 DR synthesis with regression trees

The data-driven methods described so far use the forecast of features to obtain building power consumption predictions for DR baseline and DR strategy evaluation. In this section, we extend the theory of regression trees to solve the demand response synthesis problem described earlier in Section 5.1.3. This is one of the primary contributions of this thesis.
Figure 5.7: Example of a regression tree with linear regression model in leaves. Not suitable for control due to the mixed order of the controllable $X_c$ (solid blue) and uncontrollable $X_d$ features.
Recall that the objective of learning a regression tree is to learn a model \( f \) for predicting the response \( Y \) with the values of the predictor variables or features \( X_1, X_2, \ldots, X_m \); i.e. \( Y = f([X_1, X_2, \ldots, X_m]) \). Given a forecast of the features \( \hat{X}_1, \hat{X}_2, \ldots, \hat{X}_m \) we can predict the response \( \hat{Y} \). Now consider the case where a subset, \( X_c \subset X \) of the set of features/variables \( X \)'s are manipulated variables i.e. we can change their values in order to drive the response (\( \hat{Y} \)) towards a certain value. In the case of buildings, the set of variables can be separated into disturbances (or non-manipulated) variables like outside air temperature, humidity, wind etc. while the controllable (or manipulated) variables would be the temperature and lighting set-points within the building. Our goal is to modify the regression trees and make them suitable for synthesizing the optimal values of the control variables in real-time.

5.3.1 Model-based control with regression trees

The key idea in enabling control synthesis for regression trees is in the separation of features/variables into manipulated and non-manipulated features. Let \( X_c \subset X \) denote the set of manipulated variables and \( X_d \subset X \) denote the set of disturbances/non-manipulated variables such that \( X_c \cup X_d = X \). Using this separation of variables we build upon the idea of simple model based regression trees presented briefly in Section 4.4 and in [Quinlan et al. 1992, Friedman 1991] to model based control with regression trees (mbCRT).

Figure 5.7 shows an example of how manipulated and non-manipulated features can get distributed at different depths of model based regression tree which uses the a linear regression function in the leaves of the tree:

\[
\hat{Y}_{R_i} = \beta_{0,i} + \beta_i^T X
\]  

(5.3)

Where \( \hat{Y}_{R_i} \) is the predicted response in region \( R_i \) of the tree using all the features \( X \). In such a tree the prediction can only be obtained if the values of all the features \( X \)'s is known, including the values of the control variables \( X_c \)'s. Since the manipulated and non-manipulated variables appear in a mixed order in the tree depth, we cannot use this tree for control synthesis. This is because the value of the control variables \( X_c \)'s is unknown, one cannot navigate to any single region using the forecasts of disturbances alone.

The mbCRT algorithm avoids this problem using a simple but clever idea. We still partition the entire data space into regions using CART algorithm, but the top part of the regression tree is learned only on the non-manipulated features \( X_d \) or disturbances as opposed to all the features \( X \) (Figure 5.8) In every region at the leaves of the “disturbance” tree a linear model is fit but only on the control variables \( X_c \):

\[
Y_{R_i} = \beta_{0,i} + \beta_i^T X_c
\]  

(5.4)

Separation of variables allows us to use the forecast of the disturbances \( \hat{X}_d \) to navigate to the appropriate region \( R_i \) and use the linear regression model (\( Y_{R_i} = \beta_{0,i} + \beta_i^T X_c \))
Figure 5.8: Example of a tree structure obtained using the mbCRT algorithm. The separation of variables allows using the linear model in the leaf to use only control variables.

\[
Y = f(X_1, X_2, \ldots, X_m)
\]
with only the control/manipulated features in it as the valid prediction model for that time-step.

**Algorithm 1** mbCRT: Model Based Control With Regression Trees

1: **Design Time**
2: **procedure** **Model Training**
3: \textit{Separation of Variables}
4: Set $X_c \leftarrow$ non-manipulated features
5: Set $X_d \leftarrow$ manipulated features
6: Build the power prediction tree $T_{kW}$ with $X_d$
7: for all Regions $R_i$ at the leaves of $T_{kW}$ do
8: \quad \text{Fit linear model } \hat{kW}_{R_i} = \beta_{0,i} + \beta_{i}^T X_c
9: \quad \text{Build } q \text{ temperature trees } T_1, T_2 \cdots T_q \text{ with } X_d
10: for all Regions $R_i$ at the leaves of $T_i$ do
11: \quad \text{Fit linear model } \hat{T}_i = \beta_{0,i} + \beta_{i}^T X_c
12: **Run Time**
13: **procedure** **Control Synthesis**
14: \quad At time $t$ obtain forecast $\hat{X}_d(t + 1)$ of disturbances $\hat{X}_{d1}(t + 1), \hat{X}_{d2}(t + 1), \cdots$
15: \quad Using $\hat{X}_d(t + 1)$ determine the leaf and region $R_{rt}$ for each tree.
16: \quad Obtain the linear model at the leaf of each tree.
17: \quad Solve optimization in Eq5.5 for optimal control action $X_c^*(t)$

**5.3.2 DR synthesis optimization**

In the case of DR synthesis for buildings, the response variable is power consumption, the objective function can denote the financial reward of minimizing the power consumption during the DR event. However, the curtailment must not result in high levels of discomfort for the building occupants. In order to account for thermal comfort, in addition to learning the tree for power consumption forecast, we can also learn different trees to predict the temperature of different zones in the building. As shown in Figure 5.9 and Algorithm 1, at each time-step during the DR event, a forecast of the non-manipulated variables is used by each tree, to navigate to the appropriate leaf node. For the power forecast tree, the linear model at the leaf node relates the predicted power consumption of the building to the manipulated/control variables i.e. $kW = \beta_{0,i} + \beta_{i}^T X_c$.

Similarly, for each zone 1, 2, \cdots $q$, a tree is built whose response variable is the zone temperature $T_i$. The linear model at the leaf node of each of the zone temperature tree relates the predicted zone temperature to the manipulated variables $\hat{T}_i = \alpha_{0,j} + \beta_{j}^T X_c$. Therefore, at every time-step, based on the forecast of the non-manipulated variables, we obtain $q + 1$ linear models between the power consumption and $q$ zone
Forecast of non-manipulated variables

\[ \hat{X}_{d1}, \hat{X}_{d2}, \cdots \hat{X}_{dm} \]

- Power forecast (kW) tree
- Zone temperature T1 tree
- Zone temperature Tq tree

\[ kW_{Ri} = \beta_{0,i} + \sum_{j=p}^{j=p} \beta_{j,i} X_{c,j} \]
\[ \hat{T}_{1Ri} = \alpha_{0,i} + \sum_{j=1}^{j=p} \alpha_{j,i} X_{c,j} \]
\[ \hat{T}_{qRi} = \alpha_{0,i} + \sum_{j=1}^{j=p} \alpha_{j,i} X_{c,j} \]

linear model at leaf node is the optimization constraint

\[ \min_{X_c} f(kW) + \text{Penalty}[\sum_{k=1}^{k=q} (\hat{T}_k - T_{ref})] \]

subject to

\[ k\hat{W}_{Ri} = \beta_{0,i} + \sum_{j=1}^{j=p} \beta_{j,i} X_{c,j} \]
\[ \hat{T}_{1Ri} = \alpha_{0,i} + \sum_{j=1}^{j=p} \alpha_{j,i} X_{c,j} \]
\[ \vdots \]
\[ \hat{T}_{qRi} = \alpha_{0,i} + \sum_{j=1}^{j=p} \alpha_{j,i} X_{c,j} \]

\[ X_c \in \text{Safe} \]

Figure 5.9: DR synthesis with thermal comfort constraints. Each tree is responsible for contributing one constraint to the demand response optimization.
temperatures and the manipulated variables. We can then solve the following DR synthesis optimization problem to obtain the values of the manipulated variables $X_c$:

$$
\begin{align*}
\minimize_{X_c} & \quad f(k\hat{W}) + \text{Penalty}\left[ \sum_{k=1}^{q} (\hat{T}_k - T_{\text{ref}}) \right] \\
\text{subject to} & \quad k\hat{W} = \beta_{0,i} + \beta_i^T X_c \\
& \quad \hat{T}1 = \alpha_{0,1} + \beta_1^T X_c \\
& \quad \ldots \\
& \quad \hat{T}d = \alpha_{0,q} + \beta_q^T X_c \\
& \quad X_c \in X_{\text{safe}}
\end{align*}
$$

The linear model between the response variable $Y_{Ri}$ and the control features $X_c$ is
Figure 5.11: Comparison between actual and predicted power consumption values for the DoE commercial reference building. The comparison is between a single regression tree built with all the features and a regression tree with separation of variables.

assumed for computational simplicity. Other models could also be used at the leaves as long as they adhere to the separation of variables principle. Figure 5.10 shows that the linear model assumption in the leaves of the tree is a valid assumption.

Figure 5.11 shows the comparison between the predicted values and actual values of power consumption using two different regression trees. The first prediction is obtained from a regression tree built using all the features. It results in an accuracy of 98.21%. This is compared to the prediction accuracy of 97.66% obtained by using a regression tree in which non-manipulated variables are separated from manipulated variables. This comparison shows that there is a slight decrease in prediction accuracy due to the separation of variables. However, at the expense of the decreased accuracy we gain the ability of performing closed loop control with regression trees. Therefore, there is a trade-off between prediction accuracy and tree error and the control synthesis ability with the regression tree. The intuition behind the mbCRT Algorithm 1 is that at run time $t$, we use the forecast $\hat{X}_d(t + 1)$ of the disturbance features to determine the region of the uncontrollable tree and hence, the linear model to be used for the control. We then solve the simple linear program corresponding to that region to obtain the optimal values of the control variables.

The mbCRT algorithm is the first ever algorithm which allows the use of regression trees for control synthesis.
5.4 The case for using regression trees for DR

Trees share the advantage of being a simple approach, much like other data-driven approaches. However, they offer several other advantages in addition to being interpretable, which make them suitable for solving the challenges of demand response discussed in Section 5.1. We list some of these advantages here:

1. **Fast computation times:** Trees require very low computation power, both running time and storage requirements. With $N$ observations and $p$ predictors trees require $pN \log N$ operations for an initial sort for each predictor, and typically another $pN \log N$ operations for the split computations. If the splits occurred near the edges of the predictor ranges, this number can increase to $N^2 p$. Once the tree is built, the time to make predictions is extremely fast since obtaining a response prediction is simply a matter of traversing the tree with fixed rules at every node. For fast demand response, where the price of electricity could change several times within a few minutes, trees can provide very fast predictions.

2. **Handle a lot of data and variables:** Trees can easily handle the case where the data has lots of features which interact in complicated and nonlinear ways. In the context of buildings, a mix of weather data, schedule information, setpoints, power consumption data is used and the number of predictor variables can increase very quickly. A large number of features and a large volume of data can become too overwhelming for global models, like regression, to adequately explain. For trees, the predictor variables themselves can be of any combination of continuous, discrete and categorical variables.

3. **Handle Missing Data:** Sometimes, data has missing predictor values in some or all of the predictor variables. This is especially true for buildings, where sensor data streams fail frequently due to faulty sensors or faulty communication links. One approach is to discard any observation with some missing values, but this could lead to serious depletion of the training set. Alternatively, the missing values could be imputed (filled in), with say the mean of that predictor over the non-missing observations. For tree-based models, there are two better approaches. The first is applicable to categorical predictors: we simply make a new category for ”missing”. From this we might discover that observations with missing values for some measurement behave differently than those with non-missing values. The second more general approach is the construction of surrogate variables. When considering a predictor for a split, we use only the observations for which that predictor is not missing. Having chosen the best (primary) predictor and split point, we build a list of surrogate predictors and split points. The first surrogate is the predictor and corresponding split point that best mimics the split of the training data achieved by the primary split. The second surrogate is the predictor and corresponding split point that does
second best, and so on. When sending observations down the tree either in the training phase or during prediction, we use the surrogate splits in order, if the primary splitting predictor is missing.

4. **Robust to outliers:** Tree based models are generally not affected by outliers but regression based models are. The intuitive reasoning behind this is that during the construction of the tree the region of the data with outliers is likely to be partitioned in a separate region.

5.5 **DR-Advisor: Toolbox design**

The algorithms described thus far, have been implemented into a MATLAB based tool called DR-Advisor. We have also developed a graphical user interface (GUI) for the tool (Figure 5.12) to make it user-friendly.

Starting from just building power consumption and temperature data, the user can leverage all the features of DR-Advisor and use it to solve the different DR challenges. The toolbox design follows a simple and efficient workflow as shown in Figure 5.13. Each step in the workflow is associated with a specific tab in the GUI. The workflow is divided into the following steps:

1. **Upload Data:** When the toolbox loads, the Input tab of the GUI (Figure 5.12) is displayed. Here the user can upload and specify any sensor data from the
building which could be correlated to the power consumption. This includes historical power consumption data, any known building operation schedules and zone temperature data. The tool is also equipped with the capability to pull historical weather data for a building location from the web. The user can also specify or upload electricity pricing or utility tariff data. Once the upload process is complete the data structure for learning the different tree based models is created internally. The GUI also has a small console which is used to display progress, completion and alert messages for each action in the upload process.

2. **Build Models:** In the next step of the workflow, the user can specify which tree-based models should be learned as shown in Figure 5.14. These include, a single regression tree (SRT), cross-validated regression tree (CV-RT), random forest (RF), boosted regression tree (BRT) and M5 model based regression tree (M5). For each method the user may change the parameters of the training process from the default values. These parameters include the stopping criteria in terms of MinLeaf or the number of trees in the ensemble and the value for the number of folds in cross validation. After the models have been trained, the normalized root mean square value for each method on the test data is displayed. The user can also visualize and compare the predicted output vs the ground truth data for the different methods. For the ensemble methods, the convergence of the resubstitution error and the feature importance plots can also be viewed.

3. **DR Baseline:** In the DR baseline tab, the user can specify the start and end times for a DR event and DR-Advisor generates the baseline prediction for that duration using the methods selected during the model identification. The user can also specify if the baseline uses only weather data or it uses weather plus building schedule data.

4. **DR Strategy Evaluation:** In this step of the workflow, the user first has to
specify the pre-determined DR strategies which need to be evaluated during the DR event. The user can choose different control variables and specify their value for the duration of the DR event. A group of such control variables constitute the DR strategy. The user may specify several DR strategies, in which different combinations of the control variables take different values. Upon executing the DR evaluation process, DR-Advisor, is capable of selecting the best set of strategies for the DR event based on load curtailment.

5. **DR Strategy Synthesis**: For DR synthesis, two inputs are required: the user needs to provide an electricity/DR rate structure and the user needs to specify which of the variables are the control variables. DR-Advisor then uses the mbCRT (Section 5.3.1) algorithm to synthesize and recommend a DR strategy for the DR event by assigning suitable values to the control inputs.

6. **Report Generation**: Facilities managers need to log reports of the building’s operation during the DR event. DR-Advisor can generate summarized reports of how much load for curtailed and the estimated revenue earned from the DR event. The report also includes plots of what control actions were recommended by DR-Advisor and the comparison between the estimated baseline power consumption and the actual load during the event.
Figure 5.15: Left: Building 101 in Philadelphia; Right: 3D rendering of the DoE commercial reference building in EnergyPlus.

Figure 5.16: 8 different buildings on Penn campus were modeled with DR-Advisor

5.6 Case study

In this section, we present a comprehensive case study to show how DR-Advisor can be used to address all the aforementioned demand response challenges (Section 5.1) and we compare the performance of our tool with other data-driven methods.

5.6.1 Building and Data Description

We use historical weather and power consumption data from 8 buildings on the Penn campus (Figure 5.16). These buildings are a mix of scientific research labs, administrative buildings, office buildings with lecture halls and bio-medical research facilities. The total floor area of the eight buildings is over 1.2 million square feet spanned across. The size of each building is shown in Table 5.1.

We also use data from Building 101, a large office building located in Philadelphia.
This building is the temporary headquarters of the U.S. Department of Energy’s consortium for buildings energy innovation. It is a three floored building with a gross building floor area of 75,156 sq-ft (Figure 5.15(Left)). There are a total of 27 conditioned zones in the building served by 3 air handling units.

The third building is the DoE Commercial Reference Building (DoE CRB) simulated in EnergyPlus [Deru et al. 2010]. This virtual test-bed is a large 12 story office building consisting of 73 zones with a total area of 500,000 sq ft (Figure 5.15 (Right)). There are 2,397 people in the building during peak occupancy. The building has 2 electric water-cooled chillers, variable air volume (VAV) supply air terminals with reheat and plenum zones and a single gas based boiler. During peak load conditions the building can consume up to 1.6 MW of power. EnergyPlus provides typical meteorological year data files for many sites which are generated as averages of different weather characteristics across the past 15-30 years. For the simulation of the DoE CRB building we use Actual Meteorological Year (AMY) data from Chicago for the years 2012 and 2013.

Figure 5.17: Model validation for the clinical research building at Penn.
Table 5.1: Model validation with Penn data

<table>
<thead>
<tr>
<th>Building Name</th>
<th>Total Area (sq-ft)</th>
<th>Floors</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRSM</td>
<td>92,507</td>
<td>6</td>
<td>94.52</td>
</tr>
<tr>
<td>College Hall</td>
<td>110,266</td>
<td>6</td>
<td>96.40</td>
</tr>
<tr>
<td>Annenberg Center</td>
<td>107,200</td>
<td>5</td>
<td>93.75</td>
</tr>
<tr>
<td>Clinical Research Building</td>
<td>204,211</td>
<td>8</td>
<td>98.91</td>
</tr>
<tr>
<td>David Rittenhouse Labs</td>
<td>243,484</td>
<td>6</td>
<td>97.91</td>
</tr>
<tr>
<td>Huntsman Hall</td>
<td>320,000</td>
<td>9</td>
<td>95.03</td>
</tr>
<tr>
<td>Vance Hall</td>
<td>106,506</td>
<td>7</td>
<td>92.83</td>
</tr>
<tr>
<td>Goddard Labs</td>
<td>44,127</td>
<td>10</td>
<td>95.07</td>
</tr>
</tbody>
</table>

5.6.2 Model Validation

For each of the Penn buildings, multiple regression trees were trained on weather and power consumption data from August 2013 to December 2014. Only the weather forecasts and proxy variables were used to train the models. We then use the DR-Advisor to predict the power consumption in the test period i.e. for several months in 2015. The predictions are obtained for each hour, making it equivalent to baseline power consumption estimate. The predictions on the test-set are compared to the actual power consumption of the building during the test-set period.

One such comparison for the clinical reference building is shown in Figure 5.17. The following algorithms were evaluated: single regression tree, k-fold cross validated (CV) trees, boosted regression trees (BRT) and random forests (RF). Our chosen metric of prediction accuracy is the one minus the normalized root mean square error (NRMSE). NRMSE is the RMSE divided by the mean of the data. The accuracy of the model of all the eight buildings is summarized in Table 5.1. We notice that DR-Advisor performs quite well and the accuracy of the baseline model is between 92.8% to 98.9% for all the buildings.

For Building 101, multiple regression trees were trained on weather and power consumption data from the year 2014. Only the weather forecasts and proxy variables were used to train the models. We then use the DR-Advisor to predict the power consumption in the test period i.e. February 2015. The predictions are obtained in time-steps of 5 minutes. The predictions on the test set are compared to the actual power consumption of the building during the test-set period. This comparison is shown in Figure 5.18. The following algorithms were evaluated: single regression tree, k-fold cross validated trees, boosted regression trees, random forests and model based regression trees (M5) (Section 4.3).

The accuracy values for Building 101 are listed in Table 5.2. For this data set the boosted regression tree (NRMSE 3.16%) algorithm and random forests (NRMSE 3.41%) can predict the power consumption with very high accuracy (∼97%).

For the ensemble methods we grow 500 trees each for boosted regression trees and random forests. The out of bag re-substitution error for the random forests are shown in Figure 5.19. We can see how the RMSE settles to a low value with a few hundred trees. We then use the best forest with the lowest RMSE and the corresponding
Figure 5.18: Model validation for Building 101. Comparison between the actual power consumption of the building (ground truth) and the power consumption prediction obtained from DR-Advisor.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Tree</td>
<td>95.18</td>
</tr>
<tr>
<td>Cross-Validated Tree</td>
<td>96.31</td>
</tr>
<tr>
<td>Boosted Regression Tree</td>
<td><strong>96.84</strong></td>
</tr>
<tr>
<td>Random Forest</td>
<td>96.59</td>
</tr>
<tr>
<td>M5 Model Based RT</td>
<td>95.12</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of methods on Building 101 data
Figure 5.19: Root mean square error obtained on the training data as a function of the number of trees in the random forest. Each curve corresponds to a different threshold of the MinLeaf criteria.

Figure 5.20: Predictor variables (feature) importance in the random forest ensemble.
lowest MinLeaf for prediction on the test data-set. By growing a large number of trees for the ensemble methods, we can get a good estimate of the importance of the predictor variables as shown in Figure 5.20.

5.6.3 Energy Prediction Benchmarking

"The Great Energy Predictor Shootout - The First Building Data Analysis and Prediction Competition" was held in 1993-94 by ASHRAE [Kreider and Haberl 1994].

Two distinct data sets were provided for prediction (training and testing). Contestants were given these two sets of independent variables with the corresponding values of dependent variables, e.g., energy usage. The accuracy of predictions of the dependent variables from values of independent variables from the test data set was the criteria for judging this competition.

The following criteria was used by the organizers for assessing the respective accuracies of the entries when analyzing the testing set:

\[
CV = \frac{\sqrt{\sum_{i=1}^{n}(\hat{y}_i - y_i)^2}}{\bar{y}}
\]

The coefficient of variation is the same as the normalized root mean square error (NRMSE). The goal of the ASHRAE challenge was to explore and evaluate simpler models that may not have such a strong physical basis, yet that perform well at prediction. The competition attracted \(\sim 150\) entrants, who attempted to predict the unseen power loads from weather and solar radiation data using a variety of approaches. The winner of the competition was an entry from David Mackay [MacKay et al. 1994]. Mackay’s algorithm was based on Bayesian modeling using neural networks, with an ”Automatic Relevance Determination” (ARD) prior to help select the relevant variables from the large number of possible inputs. Although this algorithm won the competition by some margin, a large fraction of the other highly ranked algorithms were also based on some form of neural network. We use the same data-set from ASHRAE for evaluating the performance of the tree based approaches in the DR-Advisor tool. This allows us to validate the performance of our algorithms and benchmark them against other data-driven methods.

ASHRAE Data Description

The training data is a time record of hourly chilled water, hot water and whole building electricity usage for a four-month period in an institutional building. Weather data and a time stamp were also included. The hourly values of usage of these three energy forms was to be predicted for the two following months. The testing set consisted of the two months following the four-month training period. The training data had approximately 3000 samples taken hourly during Sep - Dec 1989. The following information was provided for each time step:
Figure 5.21: Training data for the ASHRAE Great Energy Predictor Shootout Challenge.

1. Outside temperature (°F)
2. Wind speed (mph)
3. Humidity ratio (water/dry air)
4. Solar flux (W/m²)
5. Hour of Day
6. Whole building electricity, WBE (kWh/hr)
7. Whole building chilled water, CHW (millions of Btu/hr)
8. Whole building hot water, HW (millions of Btu/hr)

The corresponding date is also provided. The training data features or the independent variables are shown in Figure 5.21. One of the dependent or response variable (WBE: Whole Building Electricity) is plotted in Figure 5.22.

In addition to the variables which are provided, the date for each sample point allows us to define proxy variables of our own. We define three such proxy variables:

1. Day of Week: This is a number which takes values from 1 to 7 based on what day of the week it is. The intuition behind introducing this variable is that any repeated building use patterns for a specific day will be captured by this variable.

2. IsWeekend: This is a boolean variable which takes the value TRUE for Saturdays and Sundays and FALSE otherwise.
Figure 5.22: Plot of the whole building electricity (WBE) training data. It can be seen that special days and weekends can be easily identified in the data.

3. IsHoliday: Sometimes the building might follow a modified schedule on a weekday due to a holiday or a special day. By referring to the 1989 calendar or the training data duration, we are able to identify days in the training and testing data which are special days or holidays.

The motivation of introducing the proxy variables can be understood from Figure 5.22. One can note how weekday consumption patterns appear similar, except on certain holidays where the power consumption is irregular or seems to follow a weekend schedule (e.g. Thanksgiving). Likewise, the building has an irregular power consumption profile during the entire Christmas week, probably because of a vacation schedule.

**ASHRAE Predictor Shootout Results**

We use the different ensembles methods in the DR-Advisor tool on the training data to learn three different models, one each for predicting the whole building energy WBE, chilled water consumption, CHW and hot water consumption HW. The test data consists of 1282 samples of weather information and date from the first two months of 1990. Our objective is to predict the WBE, CHW and HW for these two months.

The comparison between the predicted WBE values and the ground truth are shown in Figure 5.24. The coefficient of variation is 11.72%. The re-substitution error (on the training data) is plotted for a different number of trees used by the random forest in Figure 5.23. In the actual competition, the winners were selected based on the accuracy of all predictions as measured by the coefficient of variation statistic CV. The
Figure 5.23: Resubstitution error is shown for the number of trees in the random forest method.

Table 5.3: ASHRAE Shootout Competition Results

<table>
<thead>
<tr>
<th>ASHRAE Team ID</th>
<th>WBE CV</th>
<th>CHW CV</th>
<th>HW CV</th>
<th>Average CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>10.36</td>
<td>13.02</td>
<td>15.24</td>
<td>12.87</td>
</tr>
<tr>
<td>DR-ADvisor:Random Forests</td>
<td>11.72</td>
<td>14.88</td>
<td><strong>28.13</strong></td>
<td><strong>18.24</strong></td>
</tr>
<tr>
<td>6</td>
<td>11.78</td>
<td>12.97</td>
<td>30.63</td>
<td>18.46</td>
</tr>
<tr>
<td>3</td>
<td>12.79</td>
<td>12.78</td>
<td>30.98</td>
<td>18.85</td>
</tr>
<tr>
<td>2</td>
<td>11.89</td>
<td>13.69</td>
<td>31.65</td>
<td>19.08</td>
</tr>
<tr>
<td>7</td>
<td>13.81</td>
<td>13.63</td>
<td>30.57</td>
<td>19.34</td>
</tr>
</tbody>
</table>
smaller the value of CV, the better the prediction accuracy. ASHRAE released the results of the competition for the top 19 entries which they received. In Table 5.3, we list the performance of the top 5 winners of the competition and compare our results with them. It can be seen from table 5.3, that the random forest implementation in the DR-Advisor tool ranks 2\textsuperscript{nd} in terms of WBE CV and the overall average CV. The other algorithms in the table are (9) Mackay’s Bayesian Non-Linear Modeling, (6) Ohlsson’s Feedforward Multi-layer Perceptron, (2) Feuston’s Neural Network with Pre and Post Processing. Algorithm (9) (Mackay) generates the best results overall, beating many other neural network implementations in the competition, which suggests that it is some particular feature of this implementation, e.g., input preprocessing, network architecture, or training approach, that is important.

The result we obtain clearly demonstrate that tree based methods within DR-Advisor can generate predictive performance that is comparable with the ASHRAE Shootout winners. Furthermore, since regression trees are much more interpretable than neural networks, their use for building electricity prediction is, indeed, promising.

5.6.4 DR Strategy Evaluation

DR strategy evaluation involves choosing good DR strategies from several fixed strategies, in real time (Section 5.1.2). The challenge is to predict the power consumption profile of the building in real-time due to several policies. DR-Advisor then chooses the best control action and repeats this criteria throughout the event. We evaluate the accuracy of the power consumption profile prediction due to a fixed demand response policy chosen by DR-Advisor among several fixed policies. Unlike DR baseline prediction estimates, here we need additional training data in addition to just
power consumption, weather, proxy variables and set-point schedules. Specifically, data about the state of the building is also required. For the DoE CRB building, in addition to the weather, proxy and set-point variables, we also train on previous zone temperature data (for 19 zones), chilled water supply temperature and boiler temperature. There are a total of 34 predictor variables used for training the different trees.

Upon receiving the notification of the DR event at 1600 hrs, there are several predetermined strategies that can be executed by the facilities manager. For simplicity, we only consider strategies in which two set-points are changed, the zone air temperature set-point and the chilled water supply set-point. We test the performance of 3 different rule based strategies shown in Fig. 5.25. Each strategy determines the set point schedules for chiller water, zone temperature and lighting during the DR event. These strategies were derived on the basis of automated DR guidelines provided by Siemens [Siemens 2011]. Chiller water set point is same in Strategy 1 (S1) and Strategy 3 (S3), higher than that in Strategy 2 (S2). Lighting level in S3 is higher than in S1 and S2.

We use auto-regressive trees (Section 5.2.6) with order, $\delta = 6$ to predict the power consumption for the entire duration (1 hour) at the start of DR Event. In addition to learning the tree for power consumption, additional auto-regressive trees are also built for predicting the zone temperatures of the building. At every time step, first the zone temperatures are predicted using the trees for temperature prediction. Then the power tree uses this temperature forecast along with lagged power consumption values to predict the power consumption recursively until the end of the prediction horizon.

Fig. 5.26 shows the power consumption prediction using the auto-regressive trees and the ground truth obtained by simulation of the DoE CRB virtual test-bed for each rule-based strategy. Based on the predicted response, in this case DR-Advisor chooses to deploy the strategy S1, since it leads to the least amount of electricity consumption. The predicted response due to the chosen strategy aligns well with the ground truth power consumption of the building due to the same strategy, showing that DR strategy evaluation prediction of DR-Advisor is reliable and can be used to choose the best rule-based strategy from a set of pre-determined rule-based DR strategies.

### 5.6.5 DR Strategy Synthesis

We now evaluate the performance of the mbCRT (Section 5.3.1) algorithm for real-time DR synthesis. Similar to DR evaluation, the regression tree is trained on weather, proxy features, set-point schedules and data from the building. We first partition the set of features into manipulated features (or control inputs) and non-manipulated features (or disturbances). There are three control inputs to the system: the chilled water set-point, zone air temperature set-point and lighting levels. At design time, the model based tree built (Algorithm 1) has 369 leaves and each of them has a linear
Figure 5.25: Rule-based strategies used in DR Evaluation. CHSTP denotes Chiller set point and CLGSTP denotes Zone Cooling temperature set point.
Figure 5.26: Prediction of power consumption for 3 strategies. DR Evaluation shows that Strategy 1 (S1) leads to maximum power curtailment.
Figure 5.27: DR synthesis using the mbCRT algorithm for July 17, 2013. A curtailement of 380kW is sustained during the DR event period.

A regression model fitted over the control inputs with the response variable being the power consumption of the building.

In addition to learning the power consumption prediction tree, 19 additional model based trees were also built for predicting the different zone temperatures inside the building. When the DR event commences, at every time-step (every 5 mins), DR-Advisor uses the mbCRT algorithm to determine which leaf, and therefore, which linear regression model will be used for that time-step to solve the linear program (Eq 5.5) and determine the optimal values of the control inputs to meet a sustained response while maintaining thermal comfort.

Figure 5.27 shows the power consumption profile of the building using DR-Advisor for the DR event. We can see that using the mbCRT algorithm we are able to achieve a sustained curtailed response of 380kW over a period of 1 hour as compared to the baseline power consumption estimate. Also shown in the figure is the comparison between the best rule based fixed strategy which leads to the most curtailment in Section 5.6.4. In this case the DR strategy synthesis outperforms the best rule base strategy (from Section 5.6.4, Fig. 5.26) by achieving a 17% higher curtailment while maintaining thermal comfort. The rule-based strategy does not directly account for any effect on thermal comfort. The DR strategy synthesized by DR-Advisor is shown in Figure 5.28. We can see in Figure 5.29 how the mbCRT algorithm is able to maintain the zone temperatures inside the building within the specified comfort bounds. These results demonstrate the benefit of synthesizing optimal DR strategies as opposed to relying on fixed rules and pre-determined strategies which do not account for any guarantees in thermal comfort. Figure 5.30 shows a close up view of the curtailed response. The leaf node which is being used for the power
Figure 5.28: Optimal DR strategy as determined by the mbCRT algorithm.

Figure 5.29: The mbCRT algorithm maintains the zone temperatures within the specified comfort bounds during the DR event.
Figure 5.30: Zoomed in view of the DR synthesis showing how the mbCRT algorithm selects the appropriate linear model for each time-step based on the forecast of the disturbances.

...consumption constraint at every time-step is also shown in the plot. We can see that the model switches several times during the event, based on the forecast of disturbances.

These results show the effectiveness of the mbCRT algorithm to synthesize DR actions in real-time while utilizing a simple data-driven tree-based model.

Revenue from Demand Response

We use Con Edison utility company’s commercial demand response tariff structure [Con Edison] to estimate the financial reward obtained due to the curtailment achieved by the DR-Advisor for our Chicago based DoE commercial reference building. The utility provides a $25/kW per month as a reservation incentive to participate in the real-time DR program for summer. In addition to that, a payment of $1 per kWh of energy curtailed is also paid. For our test-bed, the peak load curtailed is 380kW. If we consider ~5 such events per month for 4 months, this amounts to a revenue of ~$45,600 for participating in DR which is 37.9% of the energy bill of the building for the same duration ($120,317). This is a significant amount, especially since using DR-Advisor does not require an investment in building complex modeling or installing sensor retrofits to a building.

5.6.6 Choosing the best tree

One can notice from the results of prediction accuracy from and that the tree which works well for one DR challenge might not perform the same for another DR challenge.
This is due to the dependency of the tree on the underlying data-set. Furthermore, in all the results presented hitherto, we always had the ground truth power consumption data available from the virtual test-bed. In an actual DR event, each of the trees will provide a power consumption prediction and then the question becomes which tree’s prediction is reliable during the event?

The question of which regression tree to choose for making power consumption predictions is an open question. Several heuristics are available at one’s disposal to answer this question. A simple method is to choose the tree which has consistently performed well over several data-sets. However, at times, even the most accurate historical tree could make mistakes, which is a very undesirable effect. Upon closer observation we find that for each of the results, there are always at least 2 or 3 trees with similar prediction values or consensual predictions. This behavior can also be incorporated while making the predictions. If two or more methods predict similar responses their response could be used for the prediction. Lastly, one also can combine the predictions from the different trees into one single prediction. We can consider the prediction from each tree based method as a prediction from an expert. We then seek to build a mixture of experts to provide a prediction and confidence intervals for that prediction. The historical consistency of individual tree methods could be used to weight the expert advices.

5.7 Related work

There is a vast amount of literature ([Auslander et al., Oldewurtel et al. 2013, Xu et al. 2004, Van Staden et al. 2011]) which addresses the problem demand response under different pricing schemes. However, the majority of approaches so far have focused either on rule-based approaches for curtailment or on model-based approaches, such as the one described in [Oldewurtel et al. 2013]; in which model predictive control is used for DR based on a grey-box model of a building. [Auslander et al.] uses a high-fidelity physics based model of the building to solve a problem similar to the DR evaluation problem. [Van Staden et al. 2011] uses model predictive control for closed-loop optimal control strategy for load shifting in a plant that is charged for electricity on both time-of-use and peak demand pricing. One of the seminal studies of application of model predictive control on real buildings for demand response and energy-efficiency operation came from the Opticontrol project [Sturzenegger et al. 2015]. After several years of work on using grey-box and white box models for demand response control design, the authors state that the usefulness of any model based controller must be measured by not only its benefits and savings but also its incurred costs, such as the necessary hardware and software and the systems design, implementation, and maintenance effort. They further conclude that the biggest hurdle to mass adoption of intelligent building control is the cost and effort required to capture accurate dynamical models of the buildings. Since DR-Advisor only learns an aggregate building level model and combined with the fact that weather fore-
casts from third party vendors are expected to become cheaper; there is little to no additional sensor cost of implementing the DR-Advisor recommendation system in large buildings. The difficulties in identifying models for buildings is also highlighted in [Záceková et al. 2014]. The authors observe that while model creation is mentioned only marginally in majority of the academical works dealing with model predictive control, these usually assume that the model of the system is either perfectly known or found in literature, the task is much more complicated and time consuming in case of a real application and sometimes, it can be even more complex and involved than the controller design itself. There are ongoing efforts to make tuning and identifying white box models of buildings more autonomous [R et al. 2012].

There is recent work, which has explored aspects of modeling, implementation and implications of demand response buildings [Kialashaki and Reisel 2013a, Muratori et al. 2013, Dupont et al. 2014, Bartusch and Alvehag 2014], however, their focus has mainly been on the residential sector. [Dupont et al. 2014] shows that in general demand response contributes to a lower cost, higher reliability, and lower emission level of power system operation and highlights the societal value of DR. In [Bartusch and Alvehag 2014] authors study the short term and long term affects of DR on residential electricity consumers through an elaborate empirical study. A reduced order physics based, grey-box modeling technique for simulating residential electric demand is presented in [Muratori et al. 2013]. The ability to determine the correct response for large commercial buildings (from DR evaluation or DR synthesis) on a fast time scales (1-5 min) using purely data-driven methods makes both our approach and tool, novel.

Several machine learning and data-driven approaches have also been utilized before for forecasting electricity load. We already compared the performance of DR-Advisor against several data-driven methods in Section 5.6.3. In [Edwards et al. 2012], seven different machine learning algorithms are applied to a residential data set with the objective of determining which techniques are most successful for predicting next hour residential building consumption. [Wytock and Kolter 2013] and [Kolter and Ferreira Jr 2011] describes a graphical method for residential energy forecasting. [Kialashaki and Reisel 2013b] uses artificial neural networks and regression models for modeling the energy demand of the residential sector in the U.S.. A forecasting method for cooling and electricity load demand is presented in [Vaghefi et al. 2014], while a statistical analysis of the impact of weather on peak electricity demand using actual meteorological data is presented in [Hong et al. 2013]. [Kolter and Jaakkola 2012] presents a method of energy disaggregation for residential homes using data-driven methods. In [Yin et al. 2012] a software architecture using parallel computing is presented to support data-driven demand response optimization. The shortcoming of work in this area is twofold: First, the time-scales at which the forecasts are generated ranges from 15-20 mins to hourly forecast; which is too coarse grained for DR events and for real-time price changes. Secondly, the focus in these methods is only on load forecasting but not on control synthesis, whereas the mbCRT algorithm
presented in this paper enables the use of regression trees for control synthesis for the very first time.

5.8 Concluding remarks

We present a data-driven approach for modeling and control of large scale cyber-physical energy systems which are inherently messy to model using first principles based methods. We show how regression tree based methods are well suited to address challenges associated with demand response for large C/I/I consumers while being simple and interpretable. We have incorporated all our methods into the DR-Advisor tool - http://mlab.seas.upenn.edu/dr-advisor/.

DR-Advisor achieves a prediction accuracy of 92.8% to 98.9% for eight buildings on the University of Pennsylvania’s campus. We compare the performance of DR-Advisor on a benchmarking data-set from AHRAE’s energy predictor challenge and rank 2\textsuperscript{nd} among the winners of that competition. We show how DR-Advisor can select the best rule-based DR strategy, which leads to the most amount of curtailment, from a set of several rule-based strategies. We presented a model based control with regression trees (mbCRT) algorithm which enables control synthesis using regression tree based structures for the first time. Using the mbCRT algorithm, DR-Advisor can achieve a sustained curtailment of 380kW during a DR event. Using a real tariff structure, we estimate a revenue of $45,600 for the DoE reference building over one summer which is 37.9% of the summer energy bill for the building. The mbCRT algorithm outperforms even the best rule-based strategy by 17%. DR-Advisor bypasses cost and time prohibitive process of building high fidelity models of buildings that use grey and white box modeling approaches while still being suitable for control design. These advantages combined with the fact that the tree based methods achieve high prediction accuracy, make DR-Advisor an alluring tool for evaluating and planning DR curtailment responses for large scale cyber-physical energy systems.
Chapter 6

Energy Analytics

Intuition usually fails in higher dimensions. When the data has a lot of features or when we use ensemble methods with several hundred trees (as is the case with random forest), it leads to a loss of interpretability. By assigning additional attributes to the regression tree construction, we can restore the interpretability of ensemble methods like random forests and boosted regression trees and create interactive filters which allows the facilities manager to obtain insights into building use and electricity consumption. In addition to using regression trees to solve challenges associated with DR, we have also designed the capabilities of using regression trees for energy analytics.

Facility managers are demanding more control over their own energy consumption. They prefer insights into performance and usage across their portfolios to make more effective decisions. Implementing energy analytics with regression trees allows one to get near real-time, detailed information about the energy usage. It helps determine if the system is operating efficiently and lets the facilities manager investigate areas for improvement and evaluate energy efficiency upgrades.

6.1 Filter attributes at the leaves

The key to implementing energy analytics using regression trees is in defining certain attributes for the trees which can be later used to answer energy analytics related queries to the system. These attributes help convert the regression tree model into a knowledge database which can be mined for insights and recommendations using a query-response systems.

We define the following searchable attributes at the leaf nodes of every regression tree.

1. Prediction
2. Support
3. Expected error or confidence intervals
Definition 6.1. The prediction value at a leaf node of a tree is the absolute value of the response variable which will be predicted model response \( \hat{Y} \) if the particular leaf node is used for prediction.

Definition 6.2. The support value at leaf node of each regression tree is the ratio of the number of samples which contribute to the leaf node to that of the total number of samples at the root node of the tree.

In other words, the support of a leaf node is a measure of how frequently does the predicted response fall in to the data partition cell defined by that leaf node.

Definition 6.3. The confidence interval at a leaf node is the 95% interval around the predicted value of the response variable \( \hat{Y} \) at that leaf node.

These attributes can be easily calculated after the tree is built by using the values of the sample data points which fall into the leaf node of each tree.

Each attribute specifies a control knob for a filter and changing the value of the attribute determines which rules and branches of the tree are used to answer the high level query in the tree. E.g. we can only look for those leaves of the tree in which the prediction value is 700 kW. This would be equivalent to answering the following query: under what conditions does the building consume 700 kW?

Filtering by support is simply filtering the leaves of the tree using percentage of training data that a given branch received. This filter is useful for identifying branches that were well supported by training data.

Finally, filtering is by expected error or confidence intervals is a measure of certainty for the given prediction on a given branch. This filter is useful for identifying...
branches that consistently contain certain outcomes, which in turn lead to predictions that are very likely given the training data.

**Rare branches:** The Rare branch filter can select all the branches of the tree that have very less support, while having a tighter confidence interval. These "rare" branches do not have as much support, but have high confidence. These might be interesting patterns of behavior in the data that are worth exploring. In the case of building models, like those built by DR-Advisor, these might correspond to sensor faults or anomalous power consumption behavior. Likewise, the **Frequent Branches** button will filter for branches that have support above a certain threshold and denote the most prevalent state of the building’s electricity consumption.

As shown in Figure 6.1, for each leaf of the tree, the tree attributes are calculated and stored in a matrix, such that each row of the matrix corresponds to each leaf of the tree \((L_1, L_2, \cdots, L_{TL})\), where \(TL\) is the total number of leaf nodes in the tree. For each row of the matrix, the first three columns correspond to the values of the three attributes at that leaf node. The remaining columns of the matrix store the values of the data samples of the features \([X_1, X_2, \cdots, X_m]\) which lie in the data partition cell defined by the leaf node. The attributes of the leaf node are also calculated based on the values of the data samples which contribute to the leaf node.

In the case of an ensemble method such as random forest, the three attributes are defined for every leaf node for each tree in the forest (Figure 6.2). Corresponding to each tree the data-structure is built as explained above.

Once the data-structure is built, the query posed by the facilities manager is decomposed into a search over the three attributes and the average response is computed. This is explained with the help of an example in the next section.
The building under consideration is College Hall, a large administrative building comprising mainly of office spaces. The building has 6 floors and a total floor area of 110,266 sq ft.

First, a suite of regression tree algorithms are built using hourly historical data, which consists of the following features:

1. Month
2. Day of Month
3. Wet bulb temperature ºC
4. Dry bulb temperature ºC
5. Humidity %
6. Wind Speed m/s
7. Wind gusts m/s
8. Wind direction
9. Time of Day
10. Solar Irradiation W/m
Figure 6.4: Example plot of how the values of the dry bulb temperature and humidity varies across different power values for the entire random forest.

Table 6.1: Query-response for College Hall

<table>
<thead>
<tr>
<th>Dry Bulb Temperature 22.6°C</th>
<th>Wet Bulb Temperature 6.4°C</th>
<th>Humidity 50.2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed 085m/s</td>
<td>Wind Gusts 4.72m/s</td>
<td>Solar Irradiation 552W/m</td>
</tr>
<tr>
<td>HDD 1.8</td>
<td>Wind Direction 360°</td>
<td>CDD 0.6</td>
</tr>
<tr>
<td>Either a Tuesday or Thursday</td>
<td>Time between 1300-1600 hrs</td>
<td>During July</td>
</tr>
</tbody>
</table>

11. Heating degree days
12. Cooling degree days
13. Day of week

Figure 6.3 shows the comparison between the predicted and the actual power consumption value for the test-set data form 2015 using different regression tree algorithms, including an ensemble method, i.e. random forest.

Using the attributes defined in Section 6.1, we build the data structure over the random forest model for this building. The random forest consists of 500 trees, with a total of 334,230 leaf nodes in the forest spread across the different trees.

In Figure 6.4, we show how the prediction attribute varies across the random forest model for different values of dry bulb temperature and humidity levels. The box plots of Figure 6.4 can be interpreted as follows.

6.2.1 Example queries

Consider the following query by the facilities manager: Under what conditions College Hall consume more that 90kW ?

Using data from Figure 6.4, one can see that the average value of the dry bulb temperature across all the leaf nodes for which the predicted response was greater than
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90kW is 22.6°C, and average humidity levels are 50.2%. A similar search can be done for all the other features which belong to the leaf node with predicted power output greater than 90kW. The complete response is tabulated in Table 6.1. Note that for categorical variables such as time of day, day of week etc., instead of averaging the value of the variable across all the appropriate leaf nodes, a majority poll is conducted to obtain the average response.

The following are some more examples of the kind of queries supported by the energy-analytics system:

- What is the leading cause of peak power consumption of the building compared to the baseline?
- Are there any anomalous building electricity consumption patterns?
- Which buildings on campus consistently consume the most power?
- At what time is the peak expected to occur for Building A?
- What will be the effect of changing set-point S in building A?
Chapter 7

Conclusion

7.1 Conclusion

We presented the problem of learning accurate dynamical models of large scale buildings for use in model-based control design and synthesis. A major challenge with such large scale systems is in accurately modeling the dynamics of the underlying physical system. We show how learning white-box and grey-box models of a building is cost and time prohibitive making it something that is primarily done by researchers and for large projects but is not something which could widely adopted by the majority commercial building stock. It is the main hurdle towards adopting model-based control design approaches for cyber-physical energy systems.

In order for making model capture easy and efficient for cyber-physical energy systems we need to reduce the need for and the associated cost for sensor retrofits required for estimating the parameters of first principle based models and use data-driven methods for building control-oriented models.

In order to reduce the additional sensor cost associated with learning grey-box models of buildings, we first acknowledge that uncertainty in sensor data affects all aspects of building performance: from the identification of models, through the implementation of model-based control, to the operation of the deployed systems. Learning models of buildings from sensor data has a fundamental property that the model can only be as accurate and reliable as the data on which it was trained. We developed Model-IQ, a methodology for analysis of uncertainty propagation for building inverse modeling and controls. Given a grey-box model structure and real input data from a temporary set of sensors, Model-IQ evaluates the effect of the uncertainty propagation from sensor data to model accuracy and to closed-loop control performance. We also developed a statistical method to quantify the bias in the sensor measurement and to determine near optimal sensor placement and density for accurate data collection for model training and control. We considered the end-to-end propagation of uncertainty both in the form of fixed bias and random bias in the sensor data. Using a real building test-bed, we show how performing an uncertainty analysis can reveal
trends about inverse model accuracy and control performance, which can be used to make informed decisions about sensor requirements and data accuracy.

We also considered the problem of data-driven end-user demand response for large buildings which involves predicting the demand response baseline, evaluating fixed rule based demand response strategies and synthesizing demand response control actions. Demand response is becoming increasingly important as the volatility on the grid continues to increase. Current DR approaches are predominantly completely manual and rule-based or involve deriving first principles based models which are cost and time prohibitive to build. The challenge is in evaluating and taking control decisions at fast time scales in order to curtail the power consumption of the building, in return for a financial reward. Using historical data from the building, we build a family of regression trees and learn data-driven models for predicting the power consumption of the building in real-time. We developed a model based control with regression trees algorithm (mbCRT), which allows us to perform closed-loop control for DR strategy synthesis for large commercial buildings. Our data-driven control synthesis algorithm outperforms rule-based DR for a large DoE commercial reference building and leads to a significant amount of load curtailment (of 380kW) and over $45,000 in savings which is 37.9% of the summer energy bill for the building. Our methods have been integrated into an open source tool called DR-Advisor, which acts as a recommender system for the building’s facilities manager and provides suitable control actions to meet the desired load curtailment while maintaining operations and maximizing the economic reward. While regression trees are a popular choice for prediction, this is the first time they are used in the context of demand response. This is also the first time regression tree based methods are used for controller synthesis. The performance of DR-Advisor was evaluated for 8 buildings on Penn’s campus; and it achieves 92.8% to 98.9% prediction accuracy. We compare DR-Advisor with other data driven methods and rank 2nd on ASHRAE’s benchmarking data-set for energy prediction. DR-Advisor bypasses cost and time prohibitive process of building high fidelity models of buildings that use grey and white box modeling approaches while still being suitable for control design. These advantages combined with the fact that the tree based methods achieve high prediction accuracy, make DR-Advisor an alluring tool for evaluating and planning DR curtailment responses for large scale cyber-physical energy systems.

7.2 Future work

- As covered in Chapter 5, DR-Advisor has been developed into a MATLAB based toolbox which is capable of implementing all the data-driven algorithms for DR as described in this dissertation. We plan to continue developing the DR-Advisor as a software. Our goal is to further develop DR-Advisor into a plug-and-play software which plugs into virtually any building management system in new or existing buildings, interfaces with utility Automated Demand
Response programs via OpenADR protocols and does not require any system upgrades or new sensors.

- So far, the focus of the data-driven demand response effort has been on the end-user DR challenges. DR participation from these electricity customers can be unreliable and unpredictable unless the right tools, processes, economic incentives, and training are in place. In the future, the DR-Advisor research will be extended to account for the electricity supply side as well. DR-Advisor can automatically inform utilities of the future load profiles of buildings enrolled in DR programs, allowing utilities to better plan grid operations before a critical peak event occurs. Specifically, the load aggregator or curtailment service providers could use DR-Advisor to solve the problem of optimal price bidding and DR dispatch under a voluntary DR contract with the end-user. In this setting, the aggregator tries to maximize its own profit while offering the best possible price incentive to the end-user for load curtailment.

- The model-based control with regression trees (mbCRT) algorithm, is a promising method for applying data-driven control synthesis to large scale systems, even beyond energy systems. Doing control synthesis with interpretable regression trees model is novel and our future work involves investigating applications of such methods to other cyber-physical systems.
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