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Privacy Issues in Scientific Workflow Provenance

Abstract
A scientific workflow often deals with proprietary modules as well as private or confidential data, such as health or medical information. Hence providing exact answers to provenance queries over all executions of the workflow may reveal private information. In this paper we first study the potential privacy issues in a scientific workflow – module privacy, data privacy, and provenance privacy, and frame several natural questions: (i) can we formally analyze module, data or provenance privacy giving provable privacy guarantees for an unlimited/bounded number of provenance queries? (ii) how can we answer provenance queries, providing as much information as possible to the user while still guaranteeing the required privacy? Then we look at module privacy in detail and propose a formal model from our recent work in [11]. Finally we point to several directions for future work.
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ABSTRACT
A scientific workflow often deals with proprietary modules as well as private or confidential data, such as health or medical information. Hence providing exact answers to provenance queries over all executions of the workflow may reveal private information. In this paper we first study the potential privacy issues in a scientific workflow – module privacy, data privacy, and provenance privacy, and frame several natural questions: (i) can we formally analyze module, data or provenance privacy giving provable privacy guarantees for an unlimited/bounded number of provenance queries? (ii) how can we answer provenance queries, providing as much information as possible to the user while still guaranteeing the required privacy? Then we look at module privacy in detail and propose a formal model from our recent work in [11]. Finally we point to several directions for future work.

1. INTRODUCTION
Provenance in scientific workflows is of great interest, as evidenced by several recent workshops and surveys on the topic. A number of tools to capture, query, and manage provenance have also been developed in workflow systems such as myGrid/Taverna [24], Kepler [7], and VisTrails [15]. By maintaining information about the processing steps used to produce a data item, as well as the parameter settings and intermediate data items passed between steps, the validity and reliability of data can be better understood and results be made reproducible.

However, making complete provenance information available may raise privacy concerns. For example, intermediate data may contain sensitive information, such as the social security number or a medical record of an individual. Although using the data in an analysis may be acceptable, revealing the data itself would be a breach of privacy. A processing step (or module) may also be proprietary, and therefore allowing a user to see its inputs and outputs over a large number of executions could violate privacy by revealing its behavior. Finally, details of how modules in the workflow are connected may be private, and therefore showing how data is passed between modules would reveal the structure of the workflow. There is therefore a trade off between the amount of provenance information that can be revealed and the privacy guarantees of the data and modules comprising the workflow.

While the problem of answering user queries over a private source of information has been extensively studied (see, for example, [12], [25]), these results do not address core aspects of privacy in workflows. For instance, a commonly used idea is to introduce noise in the answer to a query. However, in scientific workflows the accuracy of revealed intermediate data is critical, and thus adding noise to the output of a module is undesirable. On the other hand, if intermediate data is revealed with any meaningful precision over a large number of executions of the workflow, the user may learn the behavior of private modules in the workflow.

Hence, addressing privacy in workflows requires a formal notion of privacy and suitable mechanisms for hiding provenance information to attain a required privacy guarantee. In this paper, we will call the part of the workflow or executions of the workflow that are revealed to the user a privacy-preserving view. Clearly, providing a view which consists only of the inputs to and outputs from the workflow, with all details of the workflow execution hidden in a “black box” composite module, guarantees any privacy requirements. However, it does not reveal any provenance information. This leads to a natural optimization problem which we call the secure-view problem - how to find a privacy-preserving view of the workflow which maximizes the provenance information revealed to the user. In our current research, we focus on obtaining a mathematical model of privacy in workflows with respect to different private components and finding exact or good approximate solutions to the secure-view problem.

Related Work.
Privacy-preserving data mining has received considerable attention in recent years (see surveys [1, 28], and the references therein). Here, the goal is to hide individual data attributes while retaining the suitability of the data for mining patterns. For example, the technique of anonymizing data makes each record indistinguishable from a large enough set of other records in certain identifying attributes [27, 21, 3]. Privacy preserving approaches have been studied for social networks [19, 4, 25, 9], auditing queries [23, 22] and in other contexts. Another widely used technique is that of data perturbation where some noise (usually random) is added to the output of a query or to the underlying database. This technique is often used in statistical databases, where a query computes some aggregate function on the dataset [2, 12]. Privacy in statisti-
The problem of preserving privacy in a workflow has been considered in the papers [10, 17, 16]. In [10], the authors discuss a framework to output a partial view of a workflow that conforms to a given set of access permissions on the connections between modules and data on input/output ports. In particular, the authors define specifications for port level security (for data values produced or consumed by ports of modules), channel level security (for the presence of edges between modules) and task level security (for all input/output data of a module or sub-workflow). The problem of ensuring the lawful use of data according to some specified privacy policies has been considered in [17, 16], even when access control on the data has been enforced. The relationships among data and module sets, and their properties relevant to privacy, is specified by a policy language. Workflow systems incorporated with privacy awareness properties enable scientists to ensure data privacy throughout the data analysis process. However, to the best of our knowledge, a formal study of privacy issues specific to workflows with provable privacy guarantees has not yet been studied. Although the above papers address privacy issues in scientific workflows, the privacy notions are somewhat informal, and no guarantees on the quality of the solution are provided in terms of their privacy and utility.

Secure provenance for workflows has been studied [20, 8, 18]. Here the goal is to ensure that provenance information has not been forged or corrupted, and a variety of cryptographic and trusted computing techniques are proposed. The secure provenance problem is quite different from that of privacy in workflow provenance, where the goal is to ensure that privacy is maintained while still maximizing the user’s utility in terms of provenance information.

Contribution and Organization.

The contribution of this paper is a discussion of privacy issues in workflow provenance, and a description of an approach for preserving module privacy in workflows with provable guarantees.

We start by describing our workflow model in Section 2, and discuss privacy issues in workflow provenance in Section 3. In Section 4, we highlight our recent work [11], which provides a formal definition of module privacy in a workflow and an approach to guarantee privacy while maximizing the provenance information revealed. We discuss several interesting and challenging open problems regarding privacy in workflows in Section 5, and conclude in Section 6.

2. WORKFLOW MODEL

We describe an abstract model that captures the workflows considered in most of workflow systems (e.g. MyGrid, Taverna, Vistrails, etc). A workflow can be thought of as a program, producing a set of final output data from a set of initial input data in an execution. Internally, a workflow system comprises a set of modules (i.e. programs) with input and output data ports. A module receives initial input data or data generated by other modules on its input ports and sends its output data or generates final data on its output ports; data items sent by a module to another module are called intermediate data. Parameters can also be specified for modules and, for uniformity, are considered to be initial inputs as well. In this paper, we assume that the connections form an acyclic graph on the modules, which is common in many of the aforementioned workflow systems [15, 24].

\[ a \oplus b \] denotes the XOR of \( a \) and \( b \). If \( a, b \) are two bits, \( a \oplus b = 1 \) if \( a \neq b \).

![Figure 1: Example of a workflow execution](image-url)
3. MOTIVATING EXAMPLES AND PRIVACY ISSUES

Let us first consider some real life scenarios with potential privacy concerns.

Example 1. A module $f$ in a medical diagnosis workflow detects the presence of a disease $X$ by taking as input a set of patient attributes (e.g., age, gender, smoking habit, blood pressure etc.) and produces as output the probability that the patient has a particular disease. The functionality of this module, represented by its input-output behavior $(I, f(I))$, may be highly sensitive. However, if a large enough set of such pairs are publicly available, then $f(I)$ could be exactly or approximately calculated for some patient input $I$, which may be socially, legally, or morally unacceptable. The module may also correspond to a proprietary or private algorithm, and the owner may be concerned that some approximation of the algorithm could be reverse-engineered, or that the relative importance of attributes in $I$ could be revealed, by exposing its functionality.

Example 2. In a microarray experiments, biologists must cope with variation in experimental conditions which is unrelated to the biological differences they seek to understand. Normalization is an attempt to compensate for experimental variation to enable the biological differences between samples to be more clearly seen. Microarray companies (and companies who provide the robots used to perform the experiments) therefore provide software to normalize results obtained using their chips/robots, which may then be used in scientific workflows. However, the software frequently uses private data obtained from experiments performed by other groups using the software, which should not be revealed.

Example 3. With the exponentially growing number of sequenced genomes that are becoming available, techniques for functional annotation – determining the function or role of each protein in a genome – have become important. To provide annotations of good quality, annotation workflows are being developed. One such annotation workflow may take as input a protein sequence and produce an annotation expressed using a set of Gene Ontology (GO) terms. In one such workflow, three modules are used: (i) Module $M_1$ compares the input protein sequence to the sequences of other genomes that have already been annotated, and provides the annotation of the closest protein found; (ii) Module $M_2$ searches for domains and outputs the set of sequences representing domains found in the protein (each domain may have its own function); (iii) Module $M_3$ locates the sequence in the genome as a whole to make sure that the sequence is complete, and completes it if not. These three tasks can be performed in different orders (either sequentially or in parallel), and some of the tasks may be skipped under certain conditions; in one workflow execution only $M_1$ may be executed, while in another execution of the workflow both $M_1$ and $M_2$ may be executed in parallel. For example, if $M_2$ provides only one sequence (the protein is composed of one single domain) then the annotation provided by $M_1$ is the final output. Otherwise the original result obtained by $M_1$ is flushed, and $M_1$ is executed for all the sequences provided by $M_2$; the final output is the union of the sets of GO terms of each domain. The creator of the workflow may be willing to reveal the modules used in the workflow, but not the order in which they are executed since this influences the efficiency of their annotation. In this case the algorithm used in the workflow, or the provenance information of any annotated genomes is private information.

Motivated by the above examples and the privacy model given in [10], we list three types of privacy issues in scientific workflows:

Module Privacy: The functionality of one or more modules in a workflow may be private information, as described in Example 1. In other words, the user should not be able to guess with a specified degree of certainty the output $f(x)$ of module $f$ for any input $x$ to that module. Workflow modules may also involve proprietary code or algorithms, in which case the algorithm to compute the function $f$ may be private information.

Data Privacy: A module may consult a private database and output data containing sensitive personal information, e.g., a medical record or proprietary experimental results (see Example 2). While the module cannot be used in isolation, it could be used as an internal component of a workflow, or packaged within a composite module in which its output data is desensitized by a downstream module. Thus data flowing between modules in a workflow (intermediate data) may contain private data. For example, in Example 1 the value of $f(I)$ could be private.

Provenance Privacy: Details of how a particular data product has been generated in an execution of the workflow may also be private (see Example 3).

To further illustrate these three privacy issues, consider the example workflow in Figure 1. Suppose that module $v_2$ is proprietary, i.e. the function $f_2$ is not known and is private. Then module privacy requires that no adversarial user should be able to guess the value of $f_2(d_3, d_4)$ with high probability for any given assignment of the bits $d_3$ and $d_4$. For data privacy, if $d_3$ is a private data then the value of $d_3$ should not be revealed with high probability in any execution. Note the difference between module and data privacy: For module privacy, we may reveal the value of $d_3$ as long as we do not know the values of $d_3$, $d_4$ such that $f_2(d_3, d_4) = d_5$. However, for data privacy $d_3$ can never be revealed. Finally, provenance privacy for $d_5$ means that how the value $d_5 = 1$ has been generated in this execution (i.e. the graph itself in Figure 1) must be kept private.

In the next section we highlight our recent work on module privacy [11], in which the functionality of each module in the workflow is considered private.

4. PRESERVING MODULE PRIVACY

In [11] we model module privacy for workflows in which all modules are private and the user has no a priori knowledge of their functionality. Although requiring all modules to be private is a restricted case, the privacy issues are already complex and yield significant insight into handling the more general case in which some modules may be public (i.e., not private).

It is easy to see that if information about all intermediate data is repeatedly given for multiple executions of a workflow on different initial inputs, then partial or complete functionality of modules may be revealed. As an example, suppose that the provenance data for module $v_3$ includes the following: For input $d_1 = 0$, $d_2 = 1$, $d_4 = 1$ and $d_5 = 0$, while for input $d_1 = 0$, $d_2 = 0$, $d_4 = 0$ and $d_5 = 1$. This reveals the function $f_3$ (i.e., $f_3(0) = 1$ and $f_3(1) = 0$).

Our mechanism to achieve privacy of modules in a workflow is to hide a carefully chosen subset of intermediate data, thereby limiting the amount of provenance data shown to the user. Users will

\[^{2}\text{The functionality of a module with an underlying function } f \text{ refers to the input-output behavior of the module (i.e., the } (x, f(x)) \text{ pairs for all possible inputs } x \text{ to the module) and not the underlying algorithm to compute the function } f.\]
always be able to see input and output data for the workflow as a whole, since they are able to run the workflow. An alternative approach commonly used in privacy preserving data mining techniques is to add noise to the answer of a query to meet the required privacy level. While adding noise is reasonable for scenarios like statistical databases, where the goal is to preserve the answer to the query within some precision, adding noise to output data for workflow modules destroys the integrity of the data and undermines repeatability of the experiment. We therefore choose to hide data rather than add noise.

We also assume that the user can see all connections or edges between modules in the workflow; only the values (data) associated with certain edges are hidden. Note that they will be hidden in all executions of the workflow.

We start by formalizing the notion of $\Gamma$-privacy of a module when it is not part of a workflow (standalone module privacy) as well as when it is a component of a workflow (in-network module privacy).

Although it would seem that standalone module privacy should be enough, the interactions between modules in a network make the in-network setting more complex.

Informally, we say that a standalone module is $\Gamma$-private for some parameter $\Gamma > 0$ w.r.t. the information visible to the user, if given any input $x$ to the module, the actual value of $f(x)$ is indistinguishable from at least $\Gamma - 1$ other potential values of $f(x)$ (this also implies that the user can guess the correct output $f(x)$ with probability at most $\Gamma$). This definition is similar to the concept of $\ell$-diversity [21], which resolves some problems of $k$-anonymity [27]. For example, consider module $v_1$ with $f_1(d_1, d_2) = (d_1, d_2)$, where $d_1 = d_1, d_2 = d_1 \land d_2$; i.e., $f_1(0, 0) = (0, 0), f_1(0, 1) = (0, 1), f_1(1, 0) = (1, 1)$ and $f_1(1, 1) = (1, 1)$. If we hide the output data $d_3$ or $d_4$, without any apriori knowledge of the function $f_1$, any input can be mapped to at least two different outputs. For example, when $d_3$ is hidden then $f_1(0, 0)$ can be mapped to either $(0, 0)$ or to $(1, 0)$ and the user can guess the correct output only with probability $\frac{1}{2}$.

More precisely, a consistent function $g$ for $f_1$ with respect to a set of hidden input and output data preserves the input-output mapping with respect to the set of visible data. An example of a consistent function $g$ for $f_1$ with respect to the hidden data $\{d_1, d_2\}$ is $g(d_1, d_2) = (d_3 = 1 - d_1, d_4 = d_1 \lor d_2)$. We say that hiding $d_3$ guarantees $\Gamma$-privacy for standalone module $v_1$ where $\Gamma = 2$, since for any assignments of input data $d_1, d_2$, the range $\{g(d_1, d_2)\} \geq \Gamma = 2$, where the union is taken over all consistent functions $g$ with respect to the hidden data $d_3$ for $f_1$. It can be shown that even if the user is allowed to see all executions of $f_1$ projected to the visible data, the actual value of $f(x)$ is indistinguishable from at least one more value (i.e. he cannot guess the correct output of any input with probability more than $\frac{1}{2}$).

The standalone privacy requirement of each module in a workflow can be specified in the most general form as a list of pairs of input-output data sets (called set constraints) that need to be hidden to ensure $\Gamma$-privacy. In our example, the sets $\{d_1\}$ or $\{d_2\}$ ensures 2-privacy for $v_1$. A more succinct, but less expressive, representation is to specify a list of pairs of numbers called cardinality constraints for each module. Hiding at least as many input and output data as specified in any one of the cardinality constraint pairs guarantees standalone privacy for that module. For example, hiding any 1 output data guarantees 2-privacy for $v_1$.

We assume that the standalone privacy requirement of a module is given by the module designer, who has complete knowledge of its functionality. However, note that in many real life scenarios the number of input and output data of a module is typically small. Therefore, given a table completely specifying the the inputs and outputs of the module, it may be possible to calculate the the standalone privacy requirement of a module by considering all possible combinations of input and output data.

The in-network $\Gamma$-privacy of a module is defined similarly: For any input to any module in the workflow, the user should not be able to guess the correct output of the module with probability $> \Gamma$. The notion of consistent function is extended to a sequence of consistent functions for the modules in the workflow. Note that we still consider privacy of individual modules in the workflow, but that interactions between modules in the workflow can potentially reveal more information than in the standalone case.

For example, suppose $d_4$ is hidden in the workflow depicted in Figure 1. Consider functions $g_1 = (d_1, d_1, d_2), g_2 = d_3$ and $g_3 = g_4$. It can be verified that the visible bits produced by these functions are identical to those produced by $f_1, f_2, f_3$, in any execution of the workflow. Therefore, $g = \{g_1, g_2, g_3\}$ is a consistent sequence of functions for the workflow, w.r.t. the hidden data $d_4$.

Although a sequence of consistent functions for the network is always consistent for the individual standalone modules with respect to the same set of hidden bits, the reverse is not true. In particular, a sequence of consistent functions for a set of standalone modules with respect to a set of hidden bits does not guarantee that the same sequence is consistent in a network setting, when the same set of bits is hidden.

Consider the following example – we define $g = \{g_1, g_2, g_3\}$, where $g_1 = f_1, g_2 = d_3 = d_4$ and $g_3 = f_3$. Note that $g_1, g_2, g_3$ are consistent functions for $f_1, f_2, f_3$ respectively with respect to the hidden data $d_4$. However, $g_1, g_2, g_3$ is not a consistent sequence of functions for the workflow with respect to the hidden data $d_4$. In this case, if $d_1 = 0, d_2 = 0$, then $f_1(d_1, d_2) = (d_1 = 0, d_4 = 1), f_2(0, 1) = d_5 = 1$, whereas $g_1(d_1, d_2) = (d_1 = 0, d_3 = 1), g_2(0, 1) = d_5 = 0$. But $d_1, d_2$ and $d_3$ are parts of initial input and final output data, and hence are always visible. This makes $g = \{g_1, g_2, g_3\}$ inconsistent with the workflow with respect to the hidden data $d_4$.

Returning to the notion of in-network module privacy, let $v_1, \ldots, v_n$ be modules in a workflow. We say that a module $v_i$ has in-network $\Gamma$-privacy with respect to a set of hidden bits $S$ if for any $x \geq \Gamma$, the union is over all consistent sequence of functions for the workflow with respect to a hidden set of bits $S$. While standalone module privacy can be naturally captured in terms of hiding input and output bits at the module level, the notion of in-network privacy of a module is inherently linked to the topology of the network representing the workflow as well as the functionality of the modules.

In general, it appears that in-network privacy of modules requires us to consider the input-output behavior of all modules given all possible initial inputs. This may be computationally infeasible if the individual data items come from an unbounded or infinite domain, even if the number of data items in the initial input is small.

The first question we address in [11] is whether this global privacy requirement can be captured in terms of the local standalone privacy requirements of individual modules. Then we define a natural optimization problem, which we call the secure-view problem, as follows: what is the minimum cost of intermediate data that can be hidden while guaranteeing all modules in the workflow have in-network $\Gamma$-privacy for some given parameter $\Gamma > 0$? In this problem the cost of a data item indicates the utility lost to the user in terms of provenance information when the data item is hidden. The
versions of secure-view problem, where the requirements for individual modules are either specified as explicit set constraints or as cardinality constraints, are shown to be NP-hard, even assuming unit cost and no data sharing. This motivates us to give poly-time approximation algorithms\(^4\) for these problems.

### 5. FUTURE WORK

There are numerous promising directions for future exploration. The first question that arises is what happens when both public and private modules can constitute the workflow. If a module is public with known underlying function \(f\), then given any input \(x\) to the module \(f(x)\) can be computed. We can easily construct workflows where the presence of such modules provably compromises privacy of private modules.

For example, suppose in Figure 2 that modules \(v_1, v_3\) are private with unknown functionality but that module \(v_2\) is public, with underlying function \(f_2\) which is a constant function (e.g. \(f_2 = (0,0)\) for all assignments of its inputs). Since the final output data bits \(d_3, d_4\) are always visible, this causes a privacy breach for the private module \(v_3\) on input \(d_1 = 0\) and \(d_2 = 0\).

![Figure 2: An example workflow where \(v_1, v_3\) are private modules and \(v_2\) is a public module](attachment:image.png)

Thus handling privacy in this more general setting requires either identifying natural restrictions on the behavior of public modules (for example, one-one and/or onto functions), or introducing a parameter in the privacy requirement of the private modules which depends on some property of the public modules.

A more ambitious question will be to generalize the notion of private and public modules. For example, how can we guarantee that the prior knowledge of a user on the functionality of each module in the workflow does not change significantly given access to executions of the workflow on different inputs?

Another interesting open problem is to study whether a privacy definition similar to differential privacy\(^[13, 14]\) is possible in the settings of workflows. A differentially private mechanism answering queries from a statistical database guarantees that the output distribution of the mechanism is almost the same on two neighboring databases that differ in at most one record, thereby ensuring that the privacy of any single record remains the same whether or not it participates in the database. However, in the settings of workflows and the privacy issues we are considering, there is no obvious notion of "neighborhood" since excluding any single module or data from a workflow can change the entire semantics of the workflow. A suitable query mechanism must also be explored since just hiding or revealing a single data value may not suffice.

So far we have only focused on preserving module privacy. However, exploring the mathematical models for data-privacy in workflow is another open problem. Note that existing techniques for preserving data privacy in statistical and relational databases do not directly extend to preserving data privacy in workflows, since standard provenance queries in workflows require revealing exact data values. As discussed earlier, adding noise reduces the repeatability of experiments involving scientific workflows. Also, just hiding a data value or denying a particular query may not be sufficient to ensure data privacy due to the dependence of data values on other modules and data in the workflow.

There may also be mechanisms other than hiding individual data items that can be used to guarantee privacy, for example, clustering portions of the workflow into composite modules\(^[5]\). It will be interesting to create a formal privacy model using clustering, and study issues such as if a privacy-preserving clustering preserves the mutual data dependency among the intermediate data not hidden inside clusters\(^[5, 6, 26]\).

Other examples of future research directions include studying privacy in the presence of loops and forks (i.e. parallel module executions over elements of an input set), and handling multiple users with different privacy components corresponding to different permissions with possible collisions between users.

### 6. CONCLUSIONS

In this paper we discussed privacy issues in workflows, and briefly described a formalization of module privacy which gives high-quality solutions to the optimization problem that tries to maximize the utility of provenance data while preserving module privacy in the workflow. We also suggested several promising directions for future exploration in this very new area of workflow privacy.
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\(^4\)An algorithm is said to be a \(\mu(n)\)-approximation algorithm for some non-decreasing function \(\mu(n) : \mathbb{N}^+ \rightarrow \mathbb{N}\) if on every input of size \(n\) it computes a solution where the value is within a factor of \(\mu(n)\) of the optimal algorithm.


