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An Analog Neural Computer with Modular Architecture for Real-Time Dynamic Computations

Jan Van der Spiegel, Senior Member, IEEE, Paul Mueller, David Blackman, Member, IEEE, Peter Chance, Christopher Donham, Member, IEEE, Ralph Etienne-Cummings, and Peter Kinget, Student Member, IEEE

Abstract—The paper describes a multichip analog parallel neural network whose architecture, neuron characteristics, synaptic connections, and time constants are modifiable. The system has several important features, such as time constants for time-domain computations, interchangeable chips allowing a modifiable gross architecture, and expandability to any arbitrary size. Such an approach allows the exploration of different network architectures for a wide range of applications, in particular dynamic real-world computations. Four different modules (neuron, synapse, time constant, and switch units) have been designed and fabricated in a 2-μm CMOS technology. About 100 of these modules have been assembled in a fully functional prototype neural computer. An integrated software package for setting the network configuration and characteristics, and monitoring the neuron outputs has been developed as well. The performance of the individual modules as well as the overall system response for several applications have been tested successfully. Results of a network for real-time decomposition of acoustical patterns will be discussed.

I. INTRODUCTION

RECENT years have seen a renewed interest in neural networks for several reasons: a better understanding of the functions of the brain [1], improved mathematical models [2], development of new algorithms and net topologies, and the understanding of emergent collective properties of neural networks [3]-[5]. While much of the work has been theoretical, technological advances are beginning to make hardware implementations of such systems possible with the goal to build machines capable of solving real-world problems. These tasks require computational power that is beyond the capabilities of current von Neumann-based digital computers. Biological systems solve these problems through parallel computations in a highly interconnected structure consisting of many nonlinear processing elements.

Several approaches have been taken to the implementation of neural networks. Such efforts date back to the early 1960's when electrical models of simple neurons and also more complex neural systems were first built [6], [7]. Only recently have more powerful and compact systems evolved. Technologies that are being used today include digital systems [8]-[10], either in serial or parallel form, analog electronic networks [11]-[21], and optical systems [22]-[23]. Digital approaches range anywhere from simulation on von Neumann machines to special-purpose digital neural networks. The advantages of digital approaches are programming flexibility, computational accuracy, noise immunity, as well as the fact that digital technology is well established. However, digital methods have some distinct drawbacks which are inherent in the essentially sequential nature of the computations, and which remain even in a highly parallel architecture. For example, though high-speed parallel computers can calculate the state of each neuron in parallel, neurons still evolve sequentially from state to state. The digital computer calculations must converge for each time slice. Since the neural network elements are nonlinear elements of input and time, convergence can be a problem for networks configured with feedback and lateral inhibition. Another serious bottleneck in the performance of digital computer networks is the bandwidth between processors and memory. In order to calculate the input for a given neuron, a processor must have access to all other neuron outputs. Hence, each processor must be able to access a large shared memory where the previous neuron states are stored. An extremely large bandwidth is required so that the memory can communicate with the processors.

In contrast, analog systems can sum and scale arbitrary numbers of inputs truly simultaneously. The limited accuracy of analog components is not a serious problem because neural networks are forgiving to component errors for the following reasons: 1) the output of the network is the aggregate response of many neurons acting collectively, and thus the result is less dependent on minor component variations; and 2) learning can be used to tune the...
Another advantage of analog systems is that time can be easily represented as a continuous variable through a time to potential or current transformation, thereby avoiding the clocks and counters required in digital systems to keep track of time. As a result, analog neural networks can provide not only a mechanism for summation and scaling of incoming signals, but for temporal integration as well, in a fashion similar to biological networks. Biology has realized the advantages of analog methods and has achieved the impressive computational rates that approach the equivalent of $10^{15}$-$10^{20}$ floating-point operations per second in spite of its slow hardware.

This paper describes a large-scale neural network that is loosely modeled after the biological system. It is fully parallel and operates in analog mode. The architecture, the neuron characteristics, synapses, and synaptic time constants are modifiable. The system has several important attributes: 1) in addition to synaptic weights that are adjustable over a large dynamic range, the system contains modifiable synaptic time constants which are required for time-domain computations; as a result the network does spatio-temporal processing, which is a considerably more complex task than parallel processing done at discrete time steps; 2) the system is constructed from interchangeable modules with two-dimensional symmetrical pinout allowing a modifiable gross architecture in which the numerical ratios and arrangement of neurons, synapse, and connection modules can be easily selected; 3) except for global control lines, the modules have only connections to their nearest neighbors, resulting in a simplified packaging and board design; and 4) the network is expandable to arbitrary size and can therefore be adapted to the complexity of the task.

The network can be used in both learning and computation mode. However, learning algorithms are implemented through a host computer by sampling the network state (as described in Section IV), and reprogramming the network as required. Thus, the full potential of the machine is obtained, after learning, in situations involving neural computation of dynamic systems, such as acoustic pattern recognition, sonar signal classification, motion detection, etc. A prototype system consisting of 99 custom chips has been designed, assembled, and tested. The overall system is fully operational and has been successfully used for several dynamic computations. In addition, supporting software for programming the network and monitoring the state of the net has been developed.

There are about $10^9$ neurons in the human brain which are richly interconnected with feedback and lateral inhibitions. Each neuron has on the average 1000 synapses resulting in a total of $10^8$ connections. Each connection has a time constant of approximately 1 ms which corresponds to the summing of charge on the postsynaptic membrane capacitance. To simulate this set of simultaneous nonlinear differential equations describing such a system, a time step as small as 0.1 ms would have to be used. Thus, $10^8$ postsynaptic potentials would be updated per second. If each potential update took 1 to 100 floating-point operations, the effective processing rate would be $10^8$-$10^{20}$ FLOPS, assuming all neurons are active.

Fig. 1. Block diagram of the modular gross architecture of the neural network. The system consists of programmable neuron modules (N), synapse modules (S), time constants (T), and analog crosspoint arrays (blank boxes). The modules are directly interconnected through parallel analog lines. The state of each neuron is sampled and multiplexed on a single line (OM) that is connected to a digital host.

II. System Architecture

As shown in Fig. 1, the machine architecture is a multichip system containing neurons, synapses, modifiable time constants, and analog crosspoint switches. The approach is to a certain extent inspired by biological systems, in particular the cerebral cortex, in which there are separate neurons, axons, and synapses with a limited number of inputs for each neuron. In contrast to the biological system, the system described here is fully modifiable including the neuron, synapse, and synaptic time constants, as well as the network topology. Such a design will allow the exploration of different network architectures for a wide range of applications, in particular dynamic real-world problems.

The modules of the neuron arrays are placed on a regular grid and connected directly to neighboring synaptic and analog switch arrays. During operation the analog signal flow is as follows: the output signals exit from the north and south of the neuron chip; then the signals are routed via the analog switches until they are steered north or south into synapse modules, through a time constant module if required; the synapses provide the input to the neighboring neurons along the east or west direction. The switch modules allow the neuron outputs to be routed to any other neuron. Hence, fully interconnected multilayered networks can be easily implemented. However, the number of neurons that can be fully interconnected between layers is limited to the number of synaptic inputs per neuron. Also, a wide range of sparsely interconnected networks can be mapped into the system. However, in
general, the machine architecture presents more opportunities for short-range connections. Thus, the architecture favors local computations and a hierarchical organization of data flow, which also seems to be true for the biological system.

The ratio between the number of neurons, routing channels, and synapses on each module is chosen to optimize the usage of available components for typical applications. Earlier experience with a discrete system based on a similar architecture for the neural computation of acoustical patterns [24] has served as a guide in the choice of these module sizes. However, the modules are designed so that they can be repeated where required (e.g., placing two synapse modules on each side of the neurons to double the fan-in, or using additional rows of switch modules to increase the routing capabilities).

The system operates fully analog and in parallel. However, the switch positions, neuron characteristics, synaptic weights, and time constants are set by a digital host and are stored in a local memory on the individual modules. In addition, all or a selected number of neuron outputs can be sampled continuously or during a specified time segment and multiplexed on a single line (called the output monitor line or OM which is connected to an A/D converter and read into the digital host (Fig. 1). This operation, which is independent of the analog neural computations, allows the host computer to display the outputs as a function of time, or to use them for implementing learning algorithms. The interaction between the neural network and the host computer is described in Section IV.

III. DESCRIPTION AND PERFORMANCE OF THE MODULES

Four different modules have been designed and fabricated in a 2-μm n-well CMOS technology through the MOSIS service.2 The function, major design issues, and results of each chip will be described. These chips are used in a prototype system of 72 neurons whose overall performance is discussed in Section IV. For this prototype, synapse arrays of 16 × 8 synapses, switch arrays of 16 × 16 switches, and neuron chips of eight neurons were fabricated. The number of synapses and switches is chosen so that the overall size of each die is not excessive, yet the chips are complex enough to allow evaluation of the performance of the whole system. The choice of eight neurons per module gives an optimum ratio between neurons and routing channels, as mentioned in Section II. By using larger dies and more advanced packaging methods, the number of components per module can be scaled up.

A. Neuron Module

This module consists of individual neurons, an analog multiplexer, and digital control logic for addressing the chip and driving the multiplexer. For the prototype system we choose eight neurons per module. Fig. 2 shows a schematic block diagram of the neuron chip.

The neuron is implemented as a piecewise-linear device having a transfer function with a variable magnitude of the step at threshold, and variable threshold current. The input signal is a current and the output is a voltage. This representation is chosen because currents can be easily summed and scaled while voltage outputs have a large fan-out. Hence, the input op amp is used in a transimpedance configuration, with a rectifier, and the output op amp is a unity-gain inverting amplifier, as shown in Fig. 3. The transimpedance gain has to be matched to the synapse characteristic that provides the input current. The gain is 0.1 V/μA using nominal resistance values of 100 kΩ. The diodes are implemented as diode-connected MOS transistors. The comparator, which triggers the step when the input current exceeds the threshold value, is a PMOS-input differential pair. The step is provided by a current mirror, which is biased off chip by the synapse module.

The network is designed for real-world applications where the input signals have frequency components limited to tens of kilohertz. This is taken into account in the design of the neurons by intentionally slowing them down. This has the additional advantage that crosstalk will be minimized in neighboring lines of the network, particularly in the switch chip. Special attention is paid to maintaining the stability of the op amps under all conditions. The stability is influenced by the input and output capacitances, which can be as large as 40 and 200 pF, respectively, the output impedance of the synapses, which is highly dependent on the selected weight, and the diode resistance in the feedback loop, which is also current dependent. Furthermore, the neuron must be able to provide an output voltage between 0 and 4 V. Miller op amps are used and are designed to have a minimum gain and unity-gain bandwidth of 25K and 150 kHz, respectively. The

---

2MOSIS Service is a fast prototyping service offering fast turnaround standard cell and full-custom VLSI circuits at low cost. MOSIS is a registered trademark of the University of Southern California.
comparator, on the other hand, requires a gain of 500 and unity-gain bandwidth of 750 kHz.

The analog multiplexer is designed with support circuitry to enable random sampling of a chip, and to generate protocol signals to indicate the completion of a sampling sequence. The multiplexer consists of an 8-b shift register, which activates transmission gates and reads the neuron outputs. These outputs are then presented to a buffer, to be read off chip via the OM line. The shift register is externally reset before every sampling sequence. The OR1 line signals the start of a sample sequence while the OR0 signals its completion. During standby, the buffer is disconnected from the multiplexer by a read-enable switch. The buffer is also designed as a Miller op amp, and is required to be stable for a large capacitive load and to be fast. However, a compromise was reached between these two requirements, and the simulated buffer is found to be slew-rate limited, having a slew rate of 0.5 V/ps. This is sufficiently fast for the applications of this network.

The measured neuron characteristics are found to be within the specifications. Each neuron has an area of 228 \times 566 \mu m^2 and consumes 12.2 mW when operating between a -5- and +5-V power supply. The value of the resistors is 30\% larger than the nominal design value. However, the standard variation of the resistors over a module and over different chips is 2\%. The larger transimpedance gain can be easily compensated for by the synapses and does not pose a problem. The measured transfer characteristics of the neurons is shown in Fig. 4. Fig. 4(a) gives the output voltage versus input current from -60 to +60 \mu A for different minimum output voltages at threshold, ranging from 0 to about 5 V. Fig. 4(b) gives the neuron outputs for threshold currents \( I_{\text{th}} \) of -30 \mu A, 0, and +30 \mu A and a minimum output at threshold of about 1.7 V.

**B. Synapse Module**

The synapse module is made up of a variety of components (see Fig. 5): voltage-to-current converters, current splitters, current recombination units, shift registers, digital control logic, analog control logic, and offset control. The voltage-to-current (V-to-I) converter receives an input voltage from a neuron and produces an output of 10 \mu A/V. The current splitter multiplies the output of the V-to-I converter by several gain factors to produce the range of available output currents. The current recombination unit adds together an arbitrary combination of the splitter outputs, and produces the final output current that goes to the neuron. The shift register controls the current splitter based on a user programmed weight. The digital control logic is used in loading the shift register. Finally, analog control logic is needed to autobias both the V-to-I converter and the offset control.

The number of units required in each synapse chip is a large factor in determining how to implement the circuits outlined above. With neural networks expected to have 32 inputs and 16 outputs per module, the circuit for each synapse has to be designed to be relatively small. Another important factor is the signal swing. The neural network operates with signal voltages between 0 and 4 V, hence all transistors have to remain correctly biased for large input swings. Also, a large dynamic range of four orders of magnitude is required for the synaptic weights, which are distributed equally on a logarithmic scale. Lastly, as shown in Fig. 5, the V-to-I converter and current splitter are common to all synapses connected to the same input line. As a result, wherever possible, circuitry has been moved from the current recombination unit into the V-to-I converter and current splitter in order to minimize the area.

![Fig. 3. Schematic of a neuron employed in the network. Each neuron has minimum output voltage at threshold, set by \( I_{\text{th}} \).](image)

![Fig. 4. Measured neuron output voltage versus input current. (a) Transfer characteristics for different minimum outputs at threshold ranging from 0 to 5 V. (b) Characteristics for three different threshold currents (-30, 0, and +30 \mu A) with a 1.7 V step. Horizontal: 1 V/div., vertical: 12 \mu A/div.](image)
The voltage-to-current converter is designed based on a six-transistor analog, four-quadrant multiplier developed by Bult and Wallinga [25]. This circuit provides a differential current that is dependent on the bias and the input voltages. The original design has been augmented to provide a single-ended output, to increase the output impedance and the current mirroring accuracy, resulting in a final design of 162 \( \mu \text{m} \times 239 \mu \text{m} \).

Two major methods are considered for implementing the current splitter and current recombination unit. In the first method, currents are divided into logarithmic units (i.e., 10, 1, 0.1, 0.01), and are passed to the current recombination circuit for further scaling (i.e., 1, 1/2, 1/4) to create the final range of synapse outputs. Such a design results in a minimal number of analog bus lines common to each synaptic input. The second method concentrates as much circuitry as possible in the current splitter, in lieu of circuitry in the current recombination circuit. All individual synaptic weights are generated in the current splitter (i.e., 10, 5, 2.5, 1, 1/2, 1/4, 1/10, 1/20, 1/40, 1/100, 1/200, and 1/400). Twelve analog bus lines are required for each synapse input. The second method is found to be significantly more compact for two reasons. First, as mentioned previously, since there are many more recombination units than splitters, a reduction in the size of the recombination unit at the sacrifice of space in the splitter is desirable. Second, the bus lines are routed over other circuitry in the synapse such that the additional bus lines do not require additional space in the recombination unit. There is another reason for using the second method: since scaling for a series of synapses is done in a single circuit, variation from synapse to synapse is significantly reduced, transistors can be sized more appropriately for the currents being scaled, and more accurate gain ratios can be made.

As shown in Fig. 6(a), the splitter is made of a series of ratioed current mirrors which results in effective current gains of 10, 5, 2.5, 1, 1/2, 1/4, 1/10, 1/20, 1/40, 1/100, 1/200, and 1/400. Each scaled current is connected to a diode-connected transistor, thus allowing a voltage to be passed to the recombination unit. Full-scale currents in these transistors range from 500 pA for a gain of 10 to 125 nA for a gain of 1/400. Size constraints limited the dimensions of some of the diode-connected transistors. For the weights 10, 5, 2.5, 1, 1/2, 1/4, 1/10, and 1/20, transistors with large widths and lengths could be used to improve matching between the splitter and the current recombination unit. However, transistors used for the smaller weights (1/40, 1/100, 1/200, and 1/400) could not be sized appropriately, hence these transistors will operate in weak inversion for small current flows. Therefore, the smaller weights are more susceptible...
The current recombination unit is a relatively simple circuit as can be seen in Fig. 6(b). The voltage produced in the splitter on each line of the analog bus is converted back into a current via a PMOS transistor in saturation. NMOS transistors in linear mode are used to switch currents on or off to select the required weight.

A standard dynamic shift register is used to store the digital data associated with each synapse. Each bit has been modified slightly so that if the on-chip clock is locked in a certain phase, and an auxiliary control line is enabled, the shift cells become static. The shift register is designed to operate at 2.5 MHz. A maximum of 1 ms is allowed between operation in dynamic mode and static mode.

Each of the units described above has been fabricated and tested individually. Outlined below are some of the test results for the synapse module. Fig. 7 shows the output of a synapse with weights of 2.5, 1, 0.5, and 0.25 measured on four different chips. The \( V \)-to-\( I \) output ranges from approximately 1 nA for 0-V input to 45 \( \mu \)A for 4.0-V input. The curved shape at the lower limit of the characteristic and slight bowing in the center are caused by the \( V \)-to-\( I \) converter, as was verified in a test synapse where the output of the \( V \)-to-\( I \) converter was measured directly. Currently, a slightly curved synaptic response is considered beneficial for back-propagation learning algorithms, though future system testing will indicate whether the nonlinearity in the transfer characteristic will have to be modified.

In order to study the weight variations between synapses within a chip and between different chips, a total of about 1400 synapses were tested. A computer was used to scan for all weights for each synapse. The synaptic weights were determined by measuring the current output for two input voltages, and calculating the slope of the transfer characteristic. The results of these measurements for 128 synapses on a single chip, as well as the results of 1400 synapses over 11 chips of the same run are tabulated in Table I. As expected the error in matching is smallest for the range between 0.01 and 1 for which relatively large transistors could be used. The standard deviation for the inhibitory weights are somewhat larger than for the excitatory ones, which is due to the sign inversion mirror used to create the inhibitory weights. By comparing the results within one chip to those between chips one can conclude that the chip-to-chip variations are considerably larger, as expected.

The measured weights as a function of the synaptic code are shown in Fig. 8. These weights are normalized by the measured weight for a theoretical gain of 1. As can be seen, the normalized gains are very close to the theoretical ones. As mentioned previously, the neural network is sensitive to the ratio of the weights, not the absolute value.
TABLE I

<table>
<thead>
<tr>
<th>Nominal Weight</th>
<th>Per Chip</th>
<th>Group of Chips</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>St. Dev.</td>
</tr>
<tr>
<td>10</td>
<td>10.32</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>5.29</td>
<td>0.066</td>
</tr>
<tr>
<td>2.5</td>
<td>2.62</td>
<td>0.026</td>
</tr>
<tr>
<td>1</td>
<td>1.000</td>
<td>0.010</td>
</tr>
<tr>
<td>0.5</td>
<td>0.492</td>
<td>0.005</td>
</tr>
<tr>
<td>0.25</td>
<td>0.251</td>
<td>0.003</td>
</tr>
<tr>
<td>0.1</td>
<td>0.101</td>
<td>0.001</td>
</tr>
<tr>
<td>0.05</td>
<td>0.0529</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.025</td>
<td>0.0266</td>
<td>0.0004</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0111</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0057</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.0025</td>
<td>0.0030</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0062</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.01</td>
<td>0.012</td>
<td>0.001</td>
</tr>
<tr>
<td>0.025</td>
<td>0.029</td>
<td>0.002</td>
</tr>
<tr>
<td>0.05</td>
<td>0.057</td>
<td>0.004</td>
</tr>
<tr>
<td>0.1</td>
<td>0.109</td>
<td>0.007</td>
</tr>
<tr>
<td>0.25</td>
<td>0.270</td>
<td>0.012</td>
</tr>
<tr>
<td>0.5</td>
<td>0.526</td>
<td>0.018</td>
</tr>
<tr>
<td>1</td>
<td>1.062</td>
<td>0.026</td>
</tr>
<tr>
<td>2.5</td>
<td>2.78</td>
<td>0.045</td>
</tr>
<tr>
<td>5</td>
<td>5.65</td>
<td>0.081</td>
</tr>
<tr>
<td>10</td>
<td>10.87</td>
<td>0.134</td>
</tr>
</tbody>
</table>

Since the weight ratios are very close to the expected value, the synapse performance is more than adequate for proper operation of a neural network.

C. Time Constants

Modifiable time constants ranging between 5 and 1000 ms are required for time-domain computations. These time constants are implemented fully monolithically on a relatively small area. The values are set by a 4-b word, stored in a local memory. The time-constant value varies logarithmically with the digital code.

There are different ways to obtain these large time constants: a passive resistance and capacitor, a transconductance amplifier used as an active resistance, and switched-capacitor circuits. The first method would result in excessive chip area. The potential problems with the other methods are the large offsets and noise problems. The approach used here follows the second method and is based on a time-constant multiplication technique, by using a load-compensated operational transconductance amplifier (OTA) as the resistance. In the design of the circuit a very small current ratio between the input stage and output branch of the OTA is chosen [26]. This accomplishes two goals: first, it provides a large transconductance reduction; and second, it limits the small current to the output stage only and thus reduces the leakage current and the offset voltage. In addition, the input stage is designed to handle signals up to 4 V. Hence, the overall area of the amplifier and capacitance is minimized. The area of a 1000-ms time constant, including switching for selecting different time constants, memory for storing the digital code, the bias circuit, and an output buffer, is 1075 pm × 540 pm. Offset voltages in the range of 5 to 20 mV were obtained for time-constant values up to 60 ms and increased to about 200 mV for the larger time constants.

Fig. 9 shows typical values of the measured time constants as a function of the digital code. The standard deviation of the time constants measured on 16 circuits over four chips lies between 2.5 and 7.5% depending on the time-constant value.

D. Crosspoint Switch Chip

The function of the switch chip is to route the analog signals between neuron, synapse, and time-constant modules. Each switch is set by 1 b, stored locally. When a switch is activated it connects a horizontal line to a vertical line. The interconnection architecture is thus set by the switch positions. A module consists of an array of such crosspoint switches. In addition, there are switches at the end of the horizontal and vertical lines. These switches interrupt the connection to the next switch, allowing the interconnection buses to be partitioned in several sections to optimize the available routing space. These switches can also ground unused lines in order to prevent floating lines. A 2-b memory is used to set each of these last switches.

The block diagram of a switch module consists of the switch fabric and of digital logic circuitry used to control loading of the memory. Each switch is realized as a CMOS transmission gate, clocked between ±5 V. In making the floor plan and corresponding layout, special attention was paid to prevent latch-up in this module. Designing the input pads properly is critical in reducing the chance for latch-up in the switch chip.
The switch modules have been found to be very reliable and no latch-up was found after taking the precaution, mentioned above. The on-resistance varies between 2 and 3 kΩ depending on the level of the input signal, which lies between 0 and 5 V. Off-resistance was in the teraohms range.

IV. OVERALL SYSTEM OPERATION

The neural network is programmed from one of two perspectives: the physical view or the logical view (see Fig. 10). The physical editor displays a map of all the chips in the neural network. The user then selects a chip to edit, and makes the desired change to a specific synapse, switch, or time constant on the indicated chip. When changes are complete, the physical editor uses a device driver to send the chip settings to the network controller, which in turn drives the digital control wires appropriately to program the network.

The logical view displays an abstract representation of a neural network in a graph form using symbols for the neurons and synapses. The user places neurons, and arbitrary weighted connections between the neurons, without particular regard for the organization of the network hardware. A router is used to convert the logical view to a physical representation that can be examined with the physical editor.

The network compiler converts the user-readable input file to an input file for the place-and-route program. Programming the network then proceeds in the same manner as with the logical editor.

Finally, network operation can be observed through the network state display. A 12-b A/D converter in the network controller can sample the state of the neurons through the OM line, as shown in Fig. 1. The sampling process is transparent to the operation of the neurons. The network state display supports two output modes. In mode 1, a strip chart is shown for each neuron. The magnitude of a neuron voltage at successive time slices is graphed in each chart. In mode 2, each neuron is represented by pixels whose intensity is proportional to the neuron output voltage.

Currently, all of the above systems are functional, except for the network compiler and the place-and-route systems, which are still in development. An 80386-based personal computer (PC with ISA bus) is used as the host computer. The network controller consists of a buffer memory and PAL-based finite state machine. Together, the network controller and 80386 PC can serially program the network at 2.5 Mb/s. Lastly, the network controller has random access read and write capability. Hence, any individual chip can be read or written without modifying the other chips in the system.

V. PERFORMANCE AND RESULTS OF A PROTOTYPE NETWORK

A prototype analog neural system has been completely assembled and tested based on the units described above. As discussed in Section IV, software has also been written to control the configuration and monitor the network operation from the host computer. The prototype consists of 72 neurons, 2466 synapses, 21120 switches, and 36 time constants. Each neuron has 32 inputs. The system contains in total over 100 separate chips connected together as shown in Fig. 1. The total memory to digitally set the network configuration is about 40 kb, which can be downloaded in 16 ms. The system is realized on three processor boards. The current system is a test version of a larger one that is currently being developed and that will have over 1024 neurons with 64 inputs per neuron.

As mentioned earlier, the components and the overall system have been designed for real-world applications, in particular speech. As a result, the time response of the neurons has been optimized for such applications where response times in the tens of microseconds up to ten of
milliseconds range are required in order to be able to handle and process the incoming signals in real time. Although the network could run at higher speeds, it was deliberately slowed down. The overall computational power of the network comes not so much from the individual components but from the highly interconnected and parallel architecture and the spatio-temporal processing of the incoming signals. For this reason, it is not so meaningful to characterize the performance of the network by the speed of the individual components. It is more instructive to look at the overall response of the network for particular applications.

The network has been configured for a number of applications, including a "winner take all" net, an associative network, a neural integrator, and several circuits for the computation of time-domain pattern primitives [27]-[29]. The latter ones have been realized by using feedback and synaptic time constants, which generate dynamic activity patterns in the absence of external inputs. For the "winner take all" net, 16 neurons were fully interconnected with mutual inhibitory connections. Experiments for different inhibitory gains were performed. For inhibitory connections of 0.9 a clear "winner" emerged, while for inhibitory connections of 0.5 contrast enhancement of the input patterns was observed. The network settled within one time constant of the neurons. Also experiments to verify the fan-in and fan-out capabilities were performed in which the outputs of 32 neurons were routed through synapses with gain of 0.03 and summed together into one neuron, proving that noise was no problem even at these small gains.

Another application of the network is the real-time analysis of acoustical patterns. This network is programmed for the primary decomposition of acoustical patterns into primitives which are functions of energy, space (frequency), and time [30], as shown in Fig. 11. The analog input signals to the network come from a bank of high-Q bandpass filters ($Q_{\text{max}} = 300$ dB/octave), with characteristics similar to the ones found in the cochlea. In this example eight bandpass filters were used with the following center frequencies: 400, 600, 750, 900, 1100, 1700, 2500, and 4000 Hz. The primary neurons (layer 1) receive inputs from the bandpass filters. These neurons are mutually inhibiting in a center-surround fashion with spatially decaying gains. Lateral inhibition is applied to enhance the frequency tuning of the primary neurons. The next stage involves the ON and OFF neurons, which compute the temporal positive and negative derivative of the amplitudes. The ON units receive undelayed excitatory and delayed inhibitory inputs from the neurons in layer 1, whereas the OFF units receive delayed excitatory and undelayed inhibitory inputs. ON and OFF neurons are mutually inhibiting. The units in layer 3 are the complements of the ON and OFF units. They are normally ON via a bias indicated by the arrow in the figure and are inhibited by the activity of the neurons in layer 2. The last stage computes changes in formant frequency and their direction (local rise and fall of frequency, i.e., motion) through a combination of outputs of neurons of level 2 and 3, as is shown in Fig. 11.

The resulting outputs of the 56 neurons used in this experiment are given in Fig. 12 for a time period of 1000 ms. These waveforms are generated and recorded in real time. Fig. 12(a) gives the primary decomposition of an "ah" sound and Fig. 12(b) of a "dah" sound. Notice the ON and OFF units and their complementary outputs. The "dah" sound shows a formant transition at the lower frequencies (output of neuron 63) which is absent in the "ah" of Fig. 12(a). The network easily keeps up with the spoken word and decomposes the sound into its primitives in real time. These outputs can be used as input to a pattern recognition circuit to recognize individual phonemes. However, this is beyond the scope of this paper. The current network is too small to be useful for speech recognition. At least a 1000-neuron net will be required to perform all of the needed functions for speed recognition. Even for this simple prototype network (72 neurons) the speed advantage over digital simulations is impressive. A Sun 4/110 workstation was used to simulate the network, modeled as a set of differential equations, using a fourth-order Runge-Kutta algorithm [21]. We found that a digital computer with a speed of at least $10^4$ FLOPS is required to match the real-time performance of this neural network.

VI. CONCLUSIONS

The network described here is an attempt to construct a fully analog, parallel, and dynamic neural computer intended for real-world applications. Among its features are programmable synaptic time constants and weights over a large dynamic range. The performance of a prototype neural network, consisting of over 100 programmable chips, has been evaluated. The network has been used for several applications including real-time acoustical pattern analysis. The individual modules consisting of neurons, synapses, time constants, and analog switches are found to be functioning well within the overall network. The
accuracy, noise levels, and stability proved to be entirely adequate, illustrating that scaled-up networks are feasible.

The main advantage of analog hardware realizations, working in continuous time, is the computational speed. Simulations on a digital computer show that a machine with a processing power of $10^{11}$ FLOPS is required in order to keep up with the neural computer. The next version, which will have 1024 neurons and 64 synaptic inputs per neuron, will have a performance in the order of $10^{12}$-10$^{13}$ equivalent FLOPS and is expected to be able to perform speech analysis in real time.
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