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The Fast Multipole Method (FMM) for Electromagnetic Scattering Problems

Abstract
The fast multipole method (FMM) was developed by Rokhlin to solve acoustic scattering problems very efficiently. We have modified and adapted it to the second-kind-integral-equation formulation of electromagnetic scattering problems in two dimensions. The present implementation treats the exterior Dirichlet (TM) problem for two-dimensional closed conducting objects of arbitrary geometry. The FMM reduces the operation count for solving the second-kind integral equation (SKIE) from $O(n^3)$ for Gaussian elimination to $O(n^{4/3})$ per conjugated-gradient iteration, where $n$ is the number of sample points on the boundary of the scatterer. We also present a simple technique for accelerating convergence of the iterative method: "complexifying" $k$, the wavenumber. This has the effect of bounding the condition number of the discrete system; consequently, the operation count of the entire FMM (all iterations) becomes $O(n^{4/3})$. We present computational results for moderate values of $ka$, where $a$ is the characteristic size of the scatterer.
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The Fast Multipole Method (FMM) for Electromagnetic Scattering Problems

Nader Engheta, Senior Member, IEEE, William D. Murphy, Vladimir Rokhlin, and Marius S. Vassiliou, Senior Member, IEEE

Abstract—The fast multipole method (FMM) was developed by Rokhlin to solve acoustic scattering problems very efficiently. We have modified and adapted it to the second-kind-integral-equation formulation of electromagnetic scattering problems in two dimensions. The present implementation treats the exterior Dirichlet (TM) problem for two-dimensional closed conducting objects of arbitrary geometry. The FMM reduces the operation count for solving the second-kind integral equation (SKIE) from \( O(n^2) \) for Gaussian elimination to \( O(n^{1.5}) \) per conjugate-gradient iteration, where \( n \) is the number of sample points on the boundary of the scatterer. We also present a simple technique for accelerating convergence of the iterative method: “complexifying” \( k \), the wavenumber. This has the effect of bounding the condition number of the discrete system; consequently, the operation count of the entire FMM (all iterations) becomes \( O(n^{2.5}) \). We present computational results for moderate values of \( ka \), where \( a \) is the characteristic size of the scatterer.

I. INTRODUCTION

Electromagnetic scattering represents an important class of problems in physics and engineering. It is desirable to have efficient techniques to compute scattering accurately. In this paper we present the first application of Rokhlin’s fast multipole method (FMM) to the problem of electromagnetic scattering from two-dimensional closed conducting objects of arbitrary geometry.

In many two-dimensional scattering problems, it is customary to reduce the scalar Helmholtz equation to a second-kind integral equation. The resulting integral equation can generally be treated using various numerical techniques [1], [2]. One of the standard methods for the numerical treatment of scattering problems is to discretize the second kind integral equation using an appropriate quadrature formula (Nyström’s method) [1], [3]. Such discretization leads to systems of linear algebraic equations that may be solved by Gaussian elimination or iterative methods such as conjugate-gradient or generalized conjugate residual (GCR) [4]. These iterative methods require the full dense matrix to operate on a sequence of recursively generated vectors. Consequently, the operation count is \( O(n^2) \) where \( n \) is the dimension of the matrix. There have been many successful efforts to reduce the operation count and storage requirements and to introduce “fast” algorithms [5]–[8]. The FMM is a particularly promising method among these. In the FMM, the operation count for each iteration is reduced to \( O(n^{1.5}) \), which is significantly smaller than \( O(n^2) \), especially for large \( n \) (>10 000). This algorithm can be further improved to one that has an operation count of \( O(n \log n) \) per iteration. However, we have not yet implemented the fastest algorithm. When these algorithms are combined with a GCR or conjugate-gradient algorithm, the resulting procedure only requires a small number of iterations to converge to a solution of the scattering problem. This is the case even at resonance frequencies, if the method of “complexification” is applied (see discussion below). In addition, the \( O(n^{1.5}) \) and \( O(n \log n) \) algorithms are attained without any significant restriction on the shape of the scatterer other than that it be closed.

The purpose of the present paper is to explain this algorithm intuitively in simple terms and to explore its application to electromagnetic scattering. Rokhlin’s FMM, which was first employed for Poisson’s equation [5] and acoustic scattering [6] in two dimensions has been extended to three dimensions for Poisson’s equation [9] and is currently being extended for Helmholtz’s equation.

II. PROBLEM STATEMENT

Consider a two-dimensional conducting body whose axis is aligned with the \( z \) coordinate axis. A monochromatic electromagnetic wave incident on this structure with an electric field vector parallel to the axis of the body is referred to as the transverse magnetic (TM) case. The incident and scattered fields both satisfy the following Helmholtz equation:

\[
\nabla^2 E_z + k^2 E_z = 0
\]

where \( k \) is the wavenumber equal to \( 2\pi/\lambda \) with \( \lambda \) the wavelength of the incident field in the exterior region. The boundary condition for (1) is that the total \( E \) field vanish on the surface of this conductor, i.e.,

\[
E_z^\text{tot} = 0 \quad \text{on } C
\]

or more explicitly

\[
E_z^\text{inc} + E_z^\text{scat} = 0 \quad \text{on } C.
\]
Here \( C \) is the boundary of the scatterer. The above Helmholtz equation can be reduced to the following second-kind integral equation

\[
\Psi(r) + 2 \int_C \frac{\partial G(k | r - r' |)}{\partial n(r')} \Psi(r') \, dl' = -2 E_z^{inc}(r) \tag{4a}
\]

and the scattered field in the exterior region is computed by

\[
E_z^{scat}(r) = \int_C \frac{\partial G(k | r - r' |)}{\partial n(r')} \Psi(r') \, dl' \tag{4b}
\]

where \( r \) and \( r' \) are both on the boundary \( C \), and \( G \) is the free-space Green's function in two dimensions, i.e.,

\[
G(k | r - r' |) = \frac{iH_0^{(1)}(k | r - r' |)}{4}
\]

with \( H_0^{(1)}(k | r - r' |) \) being the Hankel function of the first kind of order zero, where we are employing the \( \exp(-i\omega t) \) time convention. See [10] for a derivation of (4). Equation (4), the TM case, is often referred to as the Dirichlet problem in the mathematical literature [1], [10]. If we discretize the boundary into \( n \) points, then the above integral equation (4a) is converted to the following linear system (via Nyström's method [1]):

\[
\Psi(r_i) + 2 \sum_{j=1}^{n} A_{ij} \Psi(r_j) = -2 E_z^{inc}(r_i) \tag{6}
\]

where the matrix \( A = (A_{ij}) \) is \( n \times n \) and the vectors \((\Psi(r_j))\) and \((E_z^{inc}(r_j))\) are column vectors having \( n \) rows. Applying normal matrix multiplication, \( A \Psi \) requires \( O(n^2) \) operations. The FMM algorithm reduces this to \( O(n^{4/3}) \) or ultimately to \( O(n \log n) \).

Although most practitioners in electromagnetics are familiar with the method of moments for solving integral equations, fewer have used Nyström's method. The main difference is that in moment methods (or finite element techniques), the currents are expanded in a series of basis functions (pulse, hat, B-splines, etc.), and the unknowns are the weights multiplying these basis functions. In Nyström's method, the integrals are discretized using convergent quadrature formulas for a given kernel, and the unknowns are the current values at the sample points on the surface of the scatterer. Nyström's method has the advantage that it is easier to develop higher order quadrature formulas [3] than it is to employ higher order basis functions (as done in moment methods). In addition, matrix fill is more efficient with Nyström's method than with moment methods. See [1] and [3] for more details.

III. RAPID SOLUTION OF INTEGRAL EQUATIONS

The detailed mathematics behind the FMM is presented in [5] and [6]. The development is quite complex. Below, we offer a simplified version, with more physical intuition relevant to electromagnetic scattering.

Consider \( n \) nodes on the boundary of the scatterer. Divide the boundary into \( p \) equal segments, where \( 2 \leq p < n \). In each segment, there are \( n/p \) nodes. Fig. 1 illustrates a scatterer with \( n \) nodes on its boundary. The figure shows the \( i \)th segment and its two nearest neighbor segments. If the length of the boundary is \( L \), each segment has length \( L/p \). The center of each segment is located at \( z_i (i = 1, 2, \ldots, p) \).

In scattering problems, each node can be treated conceptually as if it were a source of radiation.

If we have sources within a finite region of space, the radiation emitted from these sources in the far zone can be approximated using a collection of multipoles located at the center of the region [5], [6], [11]. The multipole approximation converges rapidly outside any circle \( D \) containing all sources and separated from \( D \) by at least one wavelength. In fact, once a sufficiently large number of multipoles is included, the accuracy of the approximation increases supralinearly (faster than any negative power of \( N \), where \( N \) is the number of multipoles employed) [6].

Consider each segment on the boundary as a cluster of \( n/p \) sources. The sources in each segment are treated as a single aggregate source, and the radiation field of that equivalent source is approximated using the first \( N \) multipoles located at the center of the segment. For each pair of sufficiently separated segments, the radiation of the \( N \) multipoles of one segment can be represented as an analytical partial field expansion around the center of the other segment. Then from this information, the field at the other nodes of that segment can be evaluated using (16). For nearby segments, the direct contribution must be calculated to evaluate the radiation field. The radiation field at any particular node on the boundary is the sum of the contributions of \( N \) multipoles of each of the far-away segments and the direct contribution of the nearby segments. The precise mathematical description of the process is considered in [6].

To illustrate the above verbal description mathematically, let us consider the scattered electric field in the exterior. In the TM case, according to (4b), the scattered field can be expressed in terms of a double-layer potential from a source on the boundary [10], which can be regarded as a fictitious source \( K(\bar{\rho}) \), where \( \bar{\rho} = (\rho, \theta) \), a point on \( C \). For the 2-D case, this fictitious \( K \) has only a component in the \( xy \) plane tangent to \( C \), i.e., \( K(\bar{\rho}) = K(\bar{\rho})\hat{c} \), where \( \hat{c} \) is a unit vector...
where \( \delta(x) \) is the Dirac delta function and \( x \) and \( x_i \) are points in two dimensions. The solution to (13) is

\[
\phi(x) = \sum_{i=1}^{n} \kappa_i \log \left( |x-x_i| / (2 \pi) \right). \tag{14}
\]

If we evaluate (14) at each point \( x_i (i = 1, 2, \cdots, n) \), then this computation requires \( O(n^2) \) operations. However, if large numbers of particles are combined into single computational elements, then this operation count can be reduced if an approximate answer (to a specified accuracy) is desired. When a cluster of particles is “far away” from a particular point, then the potential of the cluster is approximated by the potential induced by a single computational element located inside the cluster [8], [12]. In the FMM algorithm the computational element is a multipole expansion centered at a circle containing the cluster of particles. Given a cluster of charges located at points \( z_i (i = 1, 2, \cdots, n_i) \), the expansion is given by

\[
\phi(z) = \text{Re} \left( \sum_{i=1}^{n_i} \log (z-z_i) \right) 
\approx \text{Re} \left( a_0 \log (z-z_0) + \sum_{k=1}^{n_i} a_k (z-z_0)^k \right). \tag{15}
\]

Here \( p \) is the order of the multipole and the \( a_k \) are coefficients chosen so that the truncated series is an accurate approximation of the potential. The coefficients are determined from the Laurent expansion of \( \log (z-z_i) \). For (15), the computational effort is only \( O(p) \) operations and is much lower than \( O(N) \) for the direct approach. The region must now be organized into well-separated points and very near points. For near points, the direct evaluation of (14) is used. See [5], [6], and [12] for details of decomposing the regions into boxes of different sizes. When applying the FMM to Helmholtz’s equation instead of Poisson’s equation the expansion (15) is replaced by the standard Hankel function expansion, which is then truncated to obtain a given accuracy requirement. That is,

\[
E_{\text{FMM}}(\rho, \theta) = \sum_{m=-\infty}^{+\infty} \alpha_m H^1_{m}(\rho \theta) \exp \left( i m \theta \right)
\]

\[
\text{if } \rho > a
\]

\[
\sum_{m=-\infty}^{+\infty} \beta_m J_m(\rho \theta) \exp \left( i m \theta \right)
\]

\[
\text{if } \rho < a
\]

depending on whether the calculations are to be done outside or inside the circle of radius \( a \) [6]. Obviously, any prescribed accuracy in the series can be guaranteed by taking more terms in the expansion at the expense of more CPU time.

IV. Operation Count

We illustrate intuitively the computational work required for the FMM algorithm using a simple example. For more details see [6]. Consider \( p \) segments around the boundary of the scatterer. Assume that for each segment, the two adjacent segments are “nearby,” and thus require direct calculation...
of the radiation field. All other segments are considered "far away" for this example and the multipole expansion can be used. The following steps are taken:

**Step 1:** Find the first $N$ multipoles of sources in each segment. Since to evaluate each multipole, all the sources are involved, the first $N$ multipoles of sources in each segment require $Nn/p$ operations. For $p$ segments, we have

$$N(n/p)p = Nn.$$  \hspace{1cm} (17)

As mentioned earlier, the number of multipoles used is a function of the accuracy needed in the calculation. This number is typically proportional to $kd$ where $k = 2\pi/\lambda$ and $d$ is the length of the source region. Thus, $N = kL/p$. Substituting this value of $N$ into (17) gives

$$Nn = k(L/p)n$$  \hspace{1cm} (18)

as the operation count for this step.

**Step 2:** For each pair of "far-away" segments, evaluate the radiation fields of $N$ multipoles of one segment at the center of the other. This is an $O(N)$ operation for each pair. The number of pairs is almost $p^2$. In actuality, for each segment, the number of far-away segments is $p - 3$. Therefore, the number of far-away pairs is $p(p - 3)$, which for large $p$ is almost $p^2$. Therefore, the operation count for this step is

$$Np^2 = k(L/p)p^2 \approx kLp.$$  \hspace{1cm} (19)

**Step 3:** In this step, for each segment, add the contribution of $N$ multipoles of any one of the far-away segments evaluated at the center of the chosen segment. For any chosen segment, the number of far-away segments is $p - 3$, or approximately $p$, for large $p$. This step requires

$$Np \approx k(L/p)p \approx kL.$$  \hspace{1cm} (20)

operations for all $p$ segments.

**Step 4:** Here, the radiation field is known at the center of each segment. The field at the other nodes in the segment can be evaluated using a partial field expansion [6]. For each neighboring node, this is an $O(N)$ operation. Thus, for $n/p$ nodes in each segment, the number of operations is

$$Nn/p.$$  \hspace{1cm} (21)

For $p - 3$ segments, we have

$$(Nn/p)(p - 3) = Nn = k(L/p)n.$$  \hspace{1cm} (22)

**Step 5:** Finally for the nearby (neighboring) segments, the direct contributions must be evaluated. For $q$ sources, the number of operations is $q^2$. Here, in each segment there are $n/p$ sources. For a particular segment in question and its two near-neighbors, the work is

$$q^2 = n^2/p^2.$$  \hspace{1cm} (23)

For $p$ segments, the count is

$$(n^2/p^2)p \approx n^2/p.$$  \hspace{1cm} (24)

Adding the above five steps and optimizing with respect to $p$ the resulting expression for total operation count (as in [6]), the optimal-count $T$ is

$$T = O(n^{3/2}).$$  \hspace{1cm} (25)

The operation count can be further reduced by applying the above procedure recursively, with each of the segments subdivided with appropriately chosen $p'$. The new estimate so obtained shows that the FMM algorithm is $O(n^{3/2})$. Our current FMM code implements the $O(n^{3/2})$ algorithm. In [5] the above subdivision is used recursively to obtain an $O(n)$ algorithm when applied to Poisson's equation (13). By reproducing the construction of Section VII in [5] for Helmholtz’s equation an $O(n \log n)$ algorithm is theoretically achievable.

The essential feature of the FMM algorithm is that it performs the matrix-vector operation

$$A\vec{v}^{(m)} \quad (m = 0, 1, 2, \ldots)$$  \hspace{1cm} (26)

in $O(n^{3/2})$ operations. Here the superscript $m$ is the iteration counter. Note that $A$ is never computed, so that the algorithm only requires vector storage! The storage requirement is $O(n^{1/2})$, as is the operation count [6]. The actual solution to the system (6) is obtained using a conjugate-gradient or GCR [4] algorithm in which the most computationally extensive step is that of forming the vector expression (26) by the FMM technique. GCR must be used on the matrix $I + 2A$ or conjugate-gradient on the normal equation because $I + 2A$ is nonsymmetric.

The FMM algorithm is in no way restricted to the TM case (4). In fact, an almost identical algorithm can be applied to the TE case (exterior Neumann problem in the mathematical literature [1], [10]) or to the combined field integral equation (CFIE), which does not have a resonance problem (see, e.g., [3]). Rather than solve the CFIE, we use a technique that employs the method of "complexification" on (4) directly. The "trick," the reader will soon see, works remarkably well and allows us to avoid dealing with the more complicated CIE. Although "complexification" has been used before in electromagnetics to satisfy the radiation condition, here it is used for the purpose of reducing the condition number of the matrix $A$, thereby reducing the number of iterations for convergence of the conjugate-gradient algorithm.

**V. Computational Results**

In Fig. 2, we show the comparison of the FMM algorithm with the analytic solution for the scattering of a plane wave incident on a circular cylinder for the case $ka = 80$. We present our computational results in a form often used in electrical engineering: that is, as plots of differential scattering cross section or radar cross section (RCS) versus observation angle, for a given angle of incidence. The RCS is related to the magnitude of the electric field in the far zone. In two dimensions, RCS is something of a misnomer: the more proper term is "scattering width" or "echo width," but the label RCS is commonly applied anyway. The two-
The dimensional definition is [13]

$$\text{RCS} = \sigma = 2\pi \lim_{r \to \infty} \left| \frac{E_z^\text{scat}}{E_z^\text{inc}} \right|^2$$  \hspace{1cm} (27)$$

where $E_z^\text{scat}$ is the scattered field and $E_z^\text{inc}$ is the incident field. The quantity we plot is the ratio of $\sigma$ to the wavelength of the incident wave, expressed in decibels.

In Fig. 2 the agreement of the RCS between the two solutions is better than 0.001 dB for observation angles $\phi$ between 0° and 40°, where most of the rapid changes occur.

In this example, we have used 10 points per wavelength on the scatterer boundary, so $n = 800$. In Table I, we list some results from the FMM code for various values of $k$ and $n$ for scattering from two-dimensional conducting circular and elliptical cylinders ($a = \text{semimajor axis}, b = \text{semiminor axis}$). The expansions (16) were truncated to give an accuracy of $10^{-4}$ and the convergence tolerance for the conjugate-gradient algorithm was set to $10^{-3}$. In the table, $N_{\text{iter}}$ denotes the actual number of iterations in the conjugate-gradient algorithm to achieve an error tolerance of $10^{-3}$, ERR = $\| A \tilde{\Phi}^{(m)} - \tilde{\Phi} \|$ (where $\tilde{\Phi}$ is the right-hand side of the linear system), and CPU is the average CPU time in seconds on a VAX 6410 computer for one iteration of the conjugate-gradient FMM algorithm using double precision arithmetic. In most cases, for "complexified" $k$-values an error tolerance of $10^{-4}$ instead of $10^{-2}$ would only add one or two more iterations to $N_{\text{iter}}$. However, for "noncomplexified" $k$-values, an error tolerance of $10^{-4}$ would require many more iterations because of the larger condition number involved in those cases. Since the matrix $A$ is never explicitly calculated in the FMM algorithm, the total CPU time for one incident angle is roughly equal to the product of $N_{\text{iter}}$ and CPU. To calculate the number of points $n_{\lambda}$ per incident wavelength in Table I, we have used an approximate formula for the perimeter of an ellipse, obtaining

$$n_{\lambda} = \frac{n}{k \sqrt{(a^2 + b^2)/2}}.  \hspace{1cm} (28)$$

Note that for some of the cases in Table I, we have used values of $k$, the wavenumber, that have imaginary parts.

This was done to test the method of "complexification." Equation (4) has resonances [10] only at real distinct values of $k$ and as $k$ increases, root clusters become more dense; at these resonance frequencies, the condition number of the matrix $A$ becomes large and iterative methods require many more iterations to converge to a given tolerance. We have shown in [3] that by moving $k$ slightly into the complex plane ("complexifying" $k$) the condition number can be reduced by four or five orders of magnitude and consequently, the convergence rate of most iterative methods can be greatly improved. This is clearly demonstrated in Table I. Furthermore, by using two complex values of $k$ (say $k = 100 + 0.1i$ and $k = 100 + 0.2i$) we have shown in [3] that the extrapolated values of the RCS to the real axis are accurate to a value in decibels roughly equal to the amount of movement into the complex plane (in this case 0.1 dB). Of course, parabolic extrapolation would be even more accurate, but would require computations for three complex values of $k$. However, this is not a severe problem when using iterative methods because the iteration scheme for the second value of $k$ can be started with the final solution from the first value of $k$ and so on. Thus two solutions for two close values of $k$ require less than two times as much CPU time as does one case. Complexification is hence a viable and relatively inexpensive method for accelerating convergence in such problems.

Parabolic extrapolation is done in the following way. Suppose the imaginary parts of three "complexified" $k$-values are $k_0$, $k_1$, and $k_2$ and the corresponding RCS values for one observation angle are $\sigma_0$, $\sigma_1$, and $\sigma_2$, respectively. We compute the Lagrange interpolation polynomial through the points $(k_0, \sigma_0)$, $(k_1, \sigma_1)$ and $(k_2, \sigma_2)$ and set the imagin-
nary $k$ equal to zero in this quadratic polynomial in $k$ (i.e., we extrapolate to the real axis) obtaining

$$\sigma(0) = p_0a_0 + p_1a_1 + p_2a_2$$

(29)

where $p_0 = k_1k_2 / [(k_0 - k_1)(k_0 - k_2)]$, $p_1 = k_0k_2 / [(k_1 - k_0)(k_1 - k_2)]$, and $p_2 = k_0k_1 / [(k_2 - k_0)(k_2 - k_1)]$. Parabolic extrapolation is second-order accurate provided the function $\sigma(k)$ is "sufficiently smooth" (has three continuous derivatives). This means that for uniform spacing ($\Delta k = k_2 - k_1 = k_1 - k_0$) the error in $\sigma$ due to the extrapolation is $O((\Delta k)^3)$. Linear extrapolation is only $O(\Delta k)$ if $\sigma$ has two continuous derivatives in $k$. In practice, we have found that the accuracy of the extrapolation procedure is even better than these estimates would suggest.

In Fig. 3, we show some RCS plots for scattering from a two-dimensional conducting circular cylinder for linear extrapolation from "complexified" $k$-values. To remove the effect of the "complexification" in computing the RCS in the far field, we must rescale $E_{\text{scat}}^e(r_{FP})$ where $r_{FP}$ is the value of $r$ in the far field, typically about 10,000. If $k = k_m + ik_m$ where $k_m$ is the imaginary term added to $k$ to accelerate convergence of the iterative procedure, then we rescale $E_{\text{scat}}^e(r_{FP})$ by multiplying it by exp($k_m r_{FP}$) from the asymptotic expansion of $H_{11}^e(k_m r_{FP})$. The RCS is then computed using (27) and the rescaled values of $E_{\text{scat}}^e(r_{FP})$. Extrapolation of the RCS to the real axis is also done using the rescaled values. In Fig. 3, the linearly extrapolated values (from $k = 80 + 0.5i$ and $k = 80 + 1.0i$) of the RCS give agreement to 0.001 dB with the unextrapolated ones (for $k = 80$). The parabolically extrapolated values give the same excellent agreement. The number of iterations required to converge to an error tolerance of $10^{-3}$ for these three cases are 79, 26, and 16, respectively, and again we see that for faster convergence it pays to "complexify." Note also that large condition numbers not only imply slow convergence but also poor accuracy, giving another reason to "complexify." Of course, one could always solve the CFIE rather than (4) and avoid the problem of large condition numbers due to resonance. Unfortunately, solving the CFIE for TE polarization requires dealing with the second derivative of the free space Green’s function, which has a difficult singularity. "Complexification" is easier!

In Fig. 4, we plot the RCS for scattering from a conducting elliptical cylinder using linear extrapolation ($a = 2, b = 1, k = 100 + 0.5i, k = 100 + 1.0i$) with a plane wave incident at 90°. As can be seen in Table I, $n = 1600$ for these cases. The agreement between extrapolated values and unextrapolated values of the RCS is better than .001 dB. We only show the extrapolated values in the figure, to avoid too much congestion. Parabolic extrapolation using $k = 100 + 0.3i, 100 + 0.6i, 100 + 0.9i$ gives the same excellent results.

As we have stated, the FMM algorithm of this paper is $O(n^{4/3})$ per conjugate-gradient iteration. This means that the CPU time for a given scatterer is proportional to $n^{4/3}$, i.e.,

$$T = \alpha_{\text{VAX}} n^{4/3}$$

(30)

where we have emphasized that the proportionality constant $\alpha$ is a function of the computer being used (in this case a VAX 6410 in double precision). Using (30) and some of the data in Table I, we can obtain a rough estimate for the value of $\alpha_{\text{VAX}}$. In this case

$$\alpha_{\text{VAX}} \approx 0.003.$$  \hspace{1cm} (31)

Suppose now we would like to estimate the CPU time required on our VAX to compute the electromagnetic scattering problem for an example having 10,000 unknowns. We assume that with some reasonable level of "complexification," convergence occurs in 10 iterations or less. Thus, for this example

$$T_{\text{tot}} = \alpha_{\text{VAX}} n^{4/3} = 0.03(10,000)^{4/3} = 1.8 \text{ h.}$$  \hspace{1cm} (32)

Although this last CPU time may seem large, we are only using a VAX in double precision, and a vectorized version of this code on a CRAY computer would do the same calculation in minutes. Furthermore, ordinary Gaussian elimination for a matrix of order 10,000 would require about $(10,000)^{2/3}$
operations and would use considerably more CPU time than that in (32).

For incident fields, Gaussian elimination would require $O(n^3 + mn^2)$ operations, and the FMM would have to be repeated $m$ times requiring $O(\alpha n^{4/3})$ operations. If $m \ll n$, clearly the FMM is superior. However, even in the very worst case when $m = O(n)$, the FMM beats Gaussian elimination because $O(n^{4/3})$ is better than $O(n^3)$. Furthermore, in either case for incident fields Gaussian elimination requires $O(n^3)$ storage allocations while the FMM only requires $O(n^{4/3})$, and in many large problems, storage requirements on a given computer may be a more limiting factor than CPU requirements.

Finally, the most important statement about the FMM and our approach to “complexification” and extrapolation of the RCS values for complex $k$-values to the real axis is that for complex $k(\text{Re}(k) > 0 \text{ and } \text{Im}(k) > 0)$, the solution to (4), a second-kind integral equation, is unique for sufficiently smooth scatterers, and consequently, the condition number of $A$ is asymptotically bounded and independent of $n$. A proof of this result is given in [14]. This means, when we use our extrapolation procedure (either linear or parabolic), $N_{\text{iter}}$ is small (say, $N_{\text{iter}} \leq 10$) and independent of $n$ for error tolerances of $10^{-3}$. Of course, if the accuracy requirements are increased, so will $N_{\text{iter}}$, but in either case the FMM is globally $O(n^{4/3})$ and we can write

$$T^{\text{tot}} = N_{\text{iter}} \alpha_{\text{compute}} n^{4/3}$$

(33)

where $N_{\text{iter}}$ is only a function of $\epsilon$, the error tolerance, and not a function of $n$. $\alpha_{\text{compute}}$ is a function of the computer speed for arithmetic operations, and is also independent of $n$. We present more evidence for this in Table II, where we have set the “complexification” to $Si$ in all cases and maintained approximately 10 points per wavelength for various geometries. Note the small number of iterations to convergence, indicating a bounded condition number independent of $n$. Finally, in Table III, we list some preliminary results of the FMM code on the CRAY-2. This code is not yet fully vectorized, so we do not give CPU times.

Although we have only considered circular and elliptical cylinders for the test cases in this paper, our code can handle any closed two-dimensional metal scatterer having a unique outward normal at every point on $C$. Therefore, at present, we cannot deal with the trailing edge of an airfoil that comes to a point (nonexistence of $\partial G/\partial n$ at the trailing edge); currently, we must round out this region slightly. However, replacing the current at this singular point with its asymptotic expansion will allow us to alleviate this difficulty. We are also considering thin coatings about metal scatterers using higher order impedance boundary conditions, similar to our treatment in [15].

For more examples of the FMM applied to more complicated scatterers, and comparisons of the method with other techniques, we refer the reader to [16], which considers a variety of scattering problems. It explores the issue of how much “complexification” can be applied without unduly sacrificing accuracy in the solution. As a rough “rule of thumb,” complexification at 1% of $ka$ works well for many problems. The readers should also note that the method of complexification and extrapolation stands on firm mathematical ground. The book by Leis [17] provides a comprehensive discussion of the principle of limiting absorption, which forms the mathematical basis for the method.

Our closing observation is that in computational electromagnetic scattering, reasonable results can usually be obtained if $ka$ is small. It is much more difficult to get good results for large values of $ka$, and it is doubly difficult to do so efficiently. We hope that by choosing moderate values of $ka$, we have demonstrated the robustness of the FMM algorithm for effectively solving electromagnetic scattering problems.
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