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ABSTRACT

THE STRONGLY COUPLED $E_8 \times E_8$ HETEROTIC STRING:

GEOMETRY & PHENOMENOLOGY

Sebastian Dumitru
Burt A. Ovrut

Working within the context of the strongly coupled $E_8 \times E_8$ heterotic string theory, we analyze the $B - L$ MSSM, a realistic supersymmetric extension of the Standard Model, from both a low-energy phenomenology and high-energy string perspective. From a formal point of view, we examine different constructions of string vacua, which satisfy a series of theoretical and phenomenological constraints. Such vacua configurations are anomaly-free, preserve $N = 1$ SUSY at the compactification scale and yield the correct value for the $SO(10)$ unification scale and gauge coupling in the visible particle sector. Furthermore, we analyze a possible SUSY-breaking mechanism for the type of vacua we construct, via gaugino condensation in the hidden sector. In an attempt to connect these findings to experiment, we study the prospects of detecting the $B - L$ MSSM at the LHC in the near future. Within this specific context, we show that R-parity violating decays of supersymmetric particles could be amenable to direct detection at the ATLAS and CMS detectors. Detection of these processes would not only be an explicit indication of "Beyond the Standard Model" physics, but would also hint strongly at the existence of $N = 1$ SUSY with spontaneously broken R-parity.
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3.3 For each of the 4,858 black points with a Wino chargino LSP, we statistically sample one of the three $\epsilon_i$ parameters in the range $[10^{-4}, 1.0]$ GeV and, for this graph, choose 1) a normal neutrino hierarchy and $\sin \theta_{23} = 0.597$-- indicated in red -- and 2) an inverted hierarchy with $\sin \theta_{23} = 0.529$-- indicated in blue. We then solve for the other two $\epsilon$ values numerically. For each case, we plot a histogram of the number of valid black points associated with a Wino chargino LSP against the value of $\epsilon_{\text{max}}$, the largest of the three epsilon parameters. We find that most values of $\epsilon_{\text{max}}$ are smaller than 1 GeV. For larger values, the viable points become much less numerous, since such values would require more fine-tuning to match the existent neutrino data. The bound $\sqrt{68}$ GeV, beyond which unphysical lepton number violation is possible, is indicated by the dashed line. We find only 1 and 4 points beyond this line for the normal and inverted hierarchy cases respectively. Hence, lepton number violation, if it occurs at all, is statistically insignificant in our simulation.

3.4 a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields. b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.
3.5 a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields. b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.

3.6 a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields. b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.

3.7 a) We show the MSSM vertices, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1), (a2) and (a3) come from the covariant derivatives of the lepton and Higgsino matter fields, respectively. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.

3.8 a) We show the MSSM vertices, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1), (a2) and (a3) come from the covariant derivatives of the lepton and Higgsino matter fields, respectively. (a4) and (a5) come from the covariant derivatives of the non-Abelian gauge fields. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.
3.9  a) We show the MSSM vertices in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1) comes from the Yukawa couplings of the leptons to the Higgs field in the superpotential, whereas (a2), (a3), (a4), (a5) come from the supercovariant derivative terms. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.

3.10  The mixing angles $|\phi_+|$ and $|\phi_-|$ plotted against the 4,858 valid black points leading to a Wino chargino LSP’s. It is clear that both angles are extremely small and, hence $\cos \phi_\pm \approx 1$ and $\sin \phi_\pm \approx 0$ for any such LSP.

3.11  a) Mass distribution of the Wino chargino LSP’s for the 4,858 valid black points. The masses range from 200 GeV to 1820 GeV, peaking towards the low mass end. b) Mass distribution of the Wino neutralino LSP’s for the 4,869 valid black points. The masses range from 200 GeV to 1734 GeV, peaking towards the low mass end.

3.12  RPV decays of a general massive chargino state $X^\pm_W$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Wino chargino LSP decays. The decay rates into each individual channel were calculated in Section 3.2.6, for generic charginos.

3.13  A scatter plot of all 4,858 branching ratios, $\text{Br}_{\tilde{X}^\pm_W \rightarrow Z^0 \ell^\pm}$, associated with a Wino chargino LSP versus $\tan \beta$. The plot is broken up into the three $M_{\tilde{X}^\pm_W}$ mass bins given in (3.3.15). In each plot, the values of the branching fractions are highly scattered around the a green curve which represents the “best fit” to the data. The vertical blue lines mark the boundaries of the four regions where the behavior of the best fit lines are approximately identical.
3.14 Branching ratios for the four possible decay channels of the Wino chargino LSP, presented for the three $M_{\tilde{X}_W^\pm}$ mass bins and four tan $\beta$ regions. The colored horizontal line inside each box indicate the median value of the branching fraction in that bin, the colored box indicates the interquartile range in that bin, while the dashed error bars show the range between the maximum and the minimum values of the branching ratio for that bin. The case percentage indicate what percentage of the valid initial points have tan $\beta$ values within the range indicated. For each channel, we sum over all three families of possible leptons. Note that $\tilde{X}_W^\pm \rightarrow h^0 \ell^\pm$ is strongly favored—except perhaps in the $1.2 < \tan \beta < 5$ bin. The calculations were performed assuming a normal neutrino hierarchy, with $\theta_{23} = 0.597$.

3.15 Branching ratio to $h^0 \ell^\pm$ versus branching ratio to $Z^0 \ell^\pm$ for Wino chargino LSP decays, for both normal and inverted hierarchy. Wino chargino LSP decays via the $\tilde{X}_W^\pm \rightarrow Z^0 \ell^\pm$ channel tend to be more abundant for a normal hierarchy. The choice of the angle $\theta_{23}$ has no impact on the statistics of these decays, for any of the two possible hierarchies. The percentages indicate what proportion of the points is contained within each third of the four plots.

3.16 Wino Chargino LSP decay length in millimeters, for the normal and inverted hierarchies, summing over all three decay channels. The average decay length $L = c \times \frac{1}{\Gamma}$ decreases for larger values of $M_{\tilde{X}_W^\pm}$, since the decay rates are amplified because of the longitudinal degrees of freedom of the massive bosons produced. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. However, the choice of $\theta_{23}$ has no impact on the decay length.
3.17 Wino Chargino LSP decay length in millimeters, for individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay lengths. All individual channels have decay lengths $< 1\text{mm}$. 

3.18 Branching ratios into the three lepton families, for each of the three main decay channels of a Wino chargino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.

3.19 RPV decays of a general massive Wino neutralino $X_W^0$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Wino neutralino LSP decays. The decay rates into each individual channel were calculated analytically in Section 3.2.6.

3.20 Branching ratios for the three possible decay channels of a Wino neutralino LSP divided over three mass bins and four $\tan \beta$ regions. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have $\tan \beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$.

3.21 Wino neutralino LSP decay length in millimeters, for the normal and inverted hierarchies summed over all three channels. The average decay length $L = c \times \frac{1}{\Gamma}$ decreases for larger values of $M_{X_W^0}$, since the decay rates are amplified because of the longitudinal degrees of freedom of the massive bosons produced. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. However, the choice of $\theta_{23}$ has no impact on the decay length. The dotted line represents the 1mm line, below which all decays are considered prompt.
3.22 Wino neutralino LSP decay length in milimeters, for individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay length. The dotted line represents the 1mm line, below which all decays are considered prompt.

3.23 Branching ratios into the three lepton families, for each of the three main decay channels of a Wino neutralino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.

3.24 a) A plot of the sparticle spectrum for a choice of one of the 4,858 valid black points associated with Wino chargino LSPs. The Wino neutralino NLSP is almost degenerate in mass with the LSP Wino chargino mass. b) A plot of the sparticle spectrum for a choice of one of the 4,869 valid black points associated with Wino neutralino LSPs. The Wino chargino NLSP is almost degenerate in mass with the LSP Wino neutralino mass.

3.25 a) The Wino neutralino NLSPs are all almost degenerate in mass with the LSPs, the Wino charginos. The mass difference is smaller than 200 MeV for most of the valid black points, as can be seen in the mass difference histogram. b) The Wino chargino NLSPs are all almost degenerate in mass with the LSPs, the Wino neutralinos. The mass difference is smaller than 200 MeV for most of the viable cases, as can be seen in the mass difference histogram.

3.26 Absolute values of the $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ parameters associated with the 4,858 black points with Wino chargino LSP (red) and with the 4,869 black points with Wino neutralino LSP (blue). We assume a normal hierarchy with $\theta_{23} = 0.597$. We find that these RPV parameters lie in the same statistical regions, regardless of LSP species.
3.27 Dominant RPC decay modes of (a) a Wino chargino NLSP and (b) a Wino neutralino NLSP. This decay mode dominates for NSLP-LSP mass difference $\delta M$ larger than the mass of the charged pions $\pi^\pm$; that is, $\delta M > m_{\pi^\pm}$.

3.28 Second most dominant RPC decay modes of (a) a Wino chargino NLSP and (b) a Wino neutralino NLSP. This decay mode dominates for NSLP-LSP mass difference $\delta M$ smaller than the mass of the charged pions $\pi^\pm$; that is, $\delta M < m_{\pi^\pm}$.

3.29 Ratios between the decay rates of the RPC and the RPV channels. On the horizontal axis, we show the NLSP mass. We study both scenarios with (a) Wino chargino NLSPs and (b) Wino neutralino NLSPs. In all cases, the RPV processes are strongly dominant.

3.30 The distribution of the Bino neutralino LSP masses for the 42,039 valid black points, shown with linear (a) and logarithmic (b) mass scales. The masses range from 8 MeV to 2792 GeV. Each of the boundary masses occurs only once out of the 42,039 valid points and, hence, they cannot be seen in the histogram.

3.31 RPV decays of a general massive Bino neutralino $\tilde{X}_B^0$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Bino neutralino LSP decays. The decay rates into each individual channel were calculated analytically Section 3.2.6.
3.32 Branching ratios for the three possible decay channels of a Bino neutralino LSP with mass $M_{\tilde{X}_B^0} \geq M_{W^\pm}$ divided over three mass bins and four tan $\beta$ regions. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have tan $\beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$. Note that the median values of the $\tilde{X}_B^0 \rightarrow h^0 \nu$ decay channel approaches zero for all mass ranges and all values of tan $\beta$.

3.33 Bino neutralino LSP decay length in millimeters, for the normal and inverted hierarchies, summed over the three decay channels. The average decay length $L = c \times \frac{1}{\Gamma}$ decreases for larger values of $M_{\tilde{X}_B^0}$. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. However, the choice of $\theta_{23}$ has no impact on the decay length. The dashed blue line represents the 1 mm decay length, at and below which the decays are “prompt”. Note that 1) both Figures begin at $M_{W^\pm}$ on the left-hand side and 2) there are no points above approximately 2300 GeV. This follows from the fact that, even though the maximum value we obtained for the Bino mass is 2792 GeV, points higher than 2300 GeV are statistically insignificant.
3.34 Bino neutralino LSP partial decay length in millimeters, shown for the individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay length. The blue dashed line denotes a decay length of 1 mm, at and below which decays are “prompt”. Note that on the x-axis 1) all Figures begin at $M_{W^\pm}$ on the left-hand side and 2) there are no points above approximately 2300 GeV. This follows from the fact that, even though the maximum value we obtained for the Bino mass is 2792 GeV, points higher than 2300 GeV are statistically insignificant.

3.35 Branching ratios into the three lepton families, for each of the three main decay channels of a Bino neutralino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.

3.36 RPV decays of an $M_{\tilde{X}_B^0} < M_{W^\pm}$ Bino neutralino $\tilde{X}_B^0$ via off-shell $W^\pm$, $Z^0$ and $h^0$ bosons, each with three possible channels $i = 1, 2, 3$. The $W^\pm$ and $Z^0$ bosons may decay to fermion-antifermion pairs, while bosonic decays are also possible in the case of the Higgs. In these Figures, $f'$ represents a generic fermionic state, whereas $f$ represents a possible fermion or boson decay product.

3.37 The Feynman diagram of a $\mu^\pm$ lepton decay (left) has a similar structure to that of a Bino LSP decay (right). We use this similarity to compute the decay rates of a Bino LSP via off-shell bosons, using the Madgraph software.
3.38 Mass functions \( \mathcal{F}(M_{\tilde{X}_B^0}) \) defined analogously to (3.4.28), after summing over all final states from the electroweak boson decays. Each function shows the dependence of the corresponding partial decay width on the mass of the decaying Bino LSP. Note the rapid increase of each function as the LSP mass approaches, and then surpasses, the mass of the associated electroweak boson. For higher LSP mass, the decay can now proceed via an intermediate on-shell boson. For example, \( d\mathcal{F}(M_{\tilde{X}_B^0}, M_{h^0})/dM_{\tilde{X}_B^0} \) increases rapidly near 125 GeV (the mass of the \( h^0 \) boson). Note that it is a more dramatic effect than in the case of the \( W^\pm \) and \( Z^0 \) bosons, due to the fact that \( \Gamma_{h^0} \ll \Gamma_{W^\pm}, \Gamma_{Z^0} \).

3.39 Bino neutralino LSP RPV decay lengths, summed over all three channels, for Bino masses lighter than the \( W^\pm \) and, hence, which can only decay through an off-shell boson. The results are in millimeters, for the normal and inverted hierarchies. The average decay length \( L = c \times \frac{1}{\tau} \) increases for smaller values of \( M_{\tilde{X}_B^0} \). We have chosen \( \theta_{23} = 0.597 \) for the normal neutrino hierarchy and \( \theta_{23} = 0.529 \) for the inverted hierarchy to display the results. At and below the blue dashed line \((c\tau = 1 \text{ mm})\), the decays are considered prompt. The red dashed line \((c\tau = 30 \text{ cm})\) denotes the largest decay lengths that may be measured via displaced vertices.

3.40 Bino neutralino LSP partial decay lengths in millimeters, for individual decay channels, for both normal and inverted hierarchies. Widths are calculated for Bino masses when all decays must proceed through intermediate off-shell bosons. We have chosen \( \theta_{23} = 0.597 \) for the normal neutrino hierarchy and \( \theta_{23} = 0.529 \) for the inverted hierarchy. At and below the blue dashed line \((c\tau = 1 \text{ mm})\), the decays are considered prompt. The red dashed line \((c\tau = 30 \text{ cm})\) denotes the largest decay lengths that may be measured via displaced vertices.
3.41 Branching ratios for the three possible decay channels of a Bino neutralino LSP divided over three mass bins and four tan $\beta$ regions. We studied the viable points for Bino LSPs with masses smaller than the mass of the $W^{\pm}$ bosons but larger than 20 GeV. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have tan $\beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$. Note that the branching ratios via an off-shell $h^0$, while non-vanishing, are of order $10^{-3}$ and smaller and, hence, too small to appear in the Figure.

D.1 Dynkin diagrams of the classical Lie groups. We follow the Dynkin convention for labelling simple roots, as used in [4,5].
Chapter 1

Introduction

1.1 String Theory - Going Beyond the Standard Model

The Standard Model (SM) of high-energy physics provides a remarkably successful description of presently known phenomena. To date, experiments advancing toward the TeV range have failed to find any additional structure beyond the Standard Model. This is puzzling, because, despite its success, we know that the Standard Model of particles must still be a work in progress.

One of the unsatisfactory characteristics of the SM is that it has many free parameters, that have no underlying explanation. There are three gauge coupling constants $g_1, g_2, g_3$, the QCD $\theta$ parameter, the masses of the quarks and leptons, the CP-violating phase, in addition to Higgs and Yukawa couplings, all of which are external to the model, rather than predicted by it. Moreover, the relatively recent discovery of the non-zero neutrino masses offers strong hints of "Beyond the Standard Model Physics".

Another compelling motivation for "Beyond the SM Physics" is that the gauge coupling constants seem to unify around the $10^{16}$GeV scale, commonly referred to as the Grand Unification scale $M_U$. Indeed, there is strong evidence for such unification, coming from the evolution of the three SM gauge couplings to high energies with the renormalization group equations. If that is the case, there must be a larger unification group at high energies,
which contains the SM group $SU(3) \times SU(2)_L \times U(1)_Y$ and admits complex representations to accommodate a chiral fermion spectrum.

In contrast, this scale is much larger than the Electroweak breaking scale $\sim 100\text{GeV}$. The fact that the ratio $M_U/M_{EW}$ is so large provides another hint to the character of physics beyond the Standard Model, because of the well-known "hierarchy problem", related to the mass of the Higgs boson. The 2012 discovery of the Higgs boson found its mass near 125GeV. However, the Higgs mass receives enormous quantum corrections from the virtual effects of every particle or other phenomenon that couples, directly or indirectly, to the Higgs field. A question can immediately be raised as to why the Higgs boson is so much lighter than the Planck mass or the unification scale. Although this problem could simply have a fine-tuning explanation, a more elegant solution is provided by the existence of supersymmetry, which protects the mass of the Higgs boson from receiving divergent loop corrections.

Although it has never been observed, supersymmetry plays a central role within the most accepted theories of nature. From a phenomenological perspective, supersymmetric models constitute a rich playground to construct particle physics models, with supersymmetry broken at low energy scales, potentially attainable by the LHC in the near future. There are, however, several other motivations to consider supersymmetry, mostly coming from string theory, which will be discussed next. For example, spacetime configurations with preserved supersymmetry are simpler to study from a theoretical point of view; furthermore, they are automatically stable and do not contain tachyons.

A particular feature of supersymmetry is that it predicts a super-partner for each of the known particles of the Standard Model, identical in mass and any other quantum numbers except for spin. We do not observe, however, such particles in nature. For this reason, if supersymmetry is indeed a manifest theory of our universe, it must have been broken above the Electroweak scale. As a result of this supersymmetry breaking, all these superparticles must have attained a very large mass. Two questions instantly arise: 1. by which mechanism can supersymmetry be broken? and 2. where are all the massive superparticles? The answer
to the first question is more complex. We will not answer it here, but we point out that the second chapter of this thesis shows how this problem can be solved in the context of string theory. The second question has two answers, depending on if the lightest supersymmetric particle (the LSP) is stable or not. The LSP can be stable only if it is protected by a symmetry called "R-parity". Therefore, in models with conserved R-parity, the LSP is a possible dark matter candidate and must be neutral to avoid a disallowed density of charged relics. For this reason, R-parity severely narrows the SUSY phenomenological landscape. Models with broken R-parity make it possible to assume that the LSP will simply decay into Standard Model particles. Such R-parity violating (RPV) decays are potentially amenable for detection at the LHC, thus opening a large arena of particle physics phenomenology. The study of such RPV decays is the main topic of the third chapter of this thesis.

So far, we have pointed out many reasons to believe the Standard Model is not the final theory of nature, before even addressing what is probably the biggest of them all: gravity. Gravity cannot be quantized in the same way that all the other forces do. Furthermore, if one is to have a truly unified description of the interactions in our universe, it is natural to consider gravity on the same footing with the interactions of the SM.

Though many of these problems have been individually addressed, the only consistent framework that can potentially solve all of these issues is that of string theory. The premise of string theory is that, at the fundamental level, matter does not consist of point-particles, but rather of tiny loops of string, which already implies that string theory cannot be a QFT. However, the string length is usually supposed to be close to the Planck length $\sim 10^{-33}\text{cm}$, and hence, at lower energies, string theory resembles an effective QFT theory. The extended nature of a string becomes only relevant at the string scale, where it smears out the location of the interaction, which helps to avoid ultraviolet divergences. From this simple premise, all theories of general relativity, electromagnetism, and Yang-Mills emerge naturally. The different particle species are interpreted as different vibrational modes of the strings. Among this vibrational spectrum, we find a massless mode that exactly has the properties of a spin-2 graviton. String theories thus potentially constitute the unified
theory of all interactions including the SM and gravitation.

It turns out that when trying to quantize these vibrational modes of the string, we can obtain a vacuum state free of tachyons only if we include the supersymmetric spectrum of string vibrational excitations. That is, the only physical string theories we know how to solve are, in fact, superstring theories. Furthermore, the superstring quantization is possible only in 10-dimensional spacetime. This interesting fact can be consistent with our observation of a seemingly four-dimensional universe, as long as six dimensions are compact. Finally, there isn’t just one possible consistent superstring theory, but five of them. Their different characteristics are shown in Table 1.1. Throughout this thesis, we will explore only one such string theory model, namely the $E_8 \times E_8$ heterotic string, and show how to obtain a low-energy particle content and effective action close to the SM of particle physics.

Finally, we point out that string theory is not necessarily a theory of loops of strings only; it can contain extended objects with different numbers of spatial dimensions, such as membranes. The strings appear to play the role of the fundamental object in the small coupling perturbative limit only, in which all other higher dimensional states are heavy and decouple from the dynamics; at finite coupling all branes are expected to be on equal footing, leading to a complicated structure for the theory, for which no full theoretical description is known. We explore the rich structure of such theories in the next section and demonstrate their importance in reproducing low-energy physics observations.

<table>
<thead>
<tr>
<th>String Type</th>
<th>SUSY</th>
<th>Gauge Group</th>
<th>Massless Bosonic Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIA</td>
<td>oriented closed</td>
<td>$N = 2$ non-chiral</td>
<td>$U(1)$</td>
</tr>
<tr>
<td>IIB</td>
<td>oriented closed</td>
<td>$N = 2$ chiral</td>
<td>none</td>
</tr>
<tr>
<td>I</td>
<td>non-oriented open, closed</td>
<td>$N = 1$ chiral</td>
<td>$SO(32)$</td>
</tr>
<tr>
<td>SO(32) heterotic</td>
<td>oriented closed</td>
<td>$N = 1$ chiral</td>
<td>$SO(32)$</td>
</tr>
<tr>
<td>$E_8 \times E_8$ heterotic</td>
<td>oriented closed</td>
<td>$N = 1$ chiral</td>
<td>$E_8 \times E_8$</td>
</tr>
</tbody>
</table>

Table 1.1: Superstring theory types in 10D.
1.2 String Dualities and M-theory

Before presenting the theoretical context of the strongly coupled heterotic string, we need to introduce a theory that is not a theory of strings, called M-theory. M-theory is a theory in physics believed to unify all consistent versions of superstring theory, shown in Table 1.1. Although a complete formulation of M-theory is not yet known, such a formulation should describe two- and five-dimensional objects called M\(p\)-branes and should be approximated by eleven-dimensional supergravity at low energies [6]. Its massless fields are the 11D metric \(G_{\hat{I}\hat{J}}\), the 3-index antisymmetric tensor \(C_{\hat{I}\hat{J}\hat{K}}\) and the 11D gravitino \(\psi_{\hat{I}\alpha}\), with 11D indices. We denote the eleven-dimensional coordinates of the eleven-dimensional space \(M_{11}\) by \(x^0, \ldots, x^9, x^{11}\) and the corresponding (hatted) indices by \(\hat{I}, \hat{J}, \hat{K}, \cdots = 0, \ldots, 9, 11\).

The bosonic part of the 11D supergravity action is

\[
S_{SG} = \frac{1}{2\kappa_{11}^2} \int_{M_{11}} \sqrt{-g} \left(-R - \frac{1}{2} |G|^2\right) - \frac{1}{6} \int_{M_{11}} C \wedge G \wedge G, \tag{1.2.1}
\]

where the four-form \(G\) is the field strength of the three-form potential \(C_{\hat{I}\hat{J}\hat{K}}\)

\[
G = dC. \tag{1.2.2}
\]

This is a theory of pure supersymmetric gravity, with no conventional gauge symmetries or matter content. The expression (1.2.1) can also be written explicitly in terms of the 11D tensor components, such that

\[
S_{SG} = \frac{1}{2\kappa_{11}^2} \int_{M_{11}} \sqrt{-g} \left[-R - \frac{1}{24} G_{\hat{I}\hat{J}\hat{K}\hat{L}} G^{\hat{I}\hat{J}\hat{K}\hat{L}} - \frac{\sqrt{2}}{1728} \epsilon^{\hat{I}_1 \cdots \hat{I}_{11}} C_{\hat{I}_1 \hat{I}_2 \hat{I}_3} G_{\hat{I}_4 \cdots \hat{I}_7} G_{\hat{I}_8 \cdots \hat{I}_{11}} \right], \tag{1.2.3}
\]

where \(G_{\hat{I}\hat{J}\hat{K}\hat{L}} = 24 \partial_{\hat{I}} (C_{\hat{I}\hat{J}\hat{K}})\).

It is perhaps the simplest to explain the duality between M-theory and type IIA theory at strong coupling. Type IIA string theory contains, apart from the field content presented in the previous section (of which the bosonic components were shown in Table 1.1), non-perturbative states called D\(p\)-branes with even \(p\). These states are excited states of the
vacuum, with tension and mass approximated by [7]

\[
T_p \sim \frac{\alpha'^{(p+1)/2}}{g_s},
\]

\[
M_p \sim \alpha'^{-1/2}g_s^{-1/(p+1)}.
\]  

(1.2.4)

In the strong coupling limit \(g_s \to \infty\), the D0-branes of the IIA theory become the dominant light modes of the theory. Let us consider bound states formed of stacks of \(k\) D0 branes. The mass of each of those bound states is proportional to \(k/g_s\) and goes to zero in the limit \(g_s \to \infty\). Therefore, in the limit of strong coupling, this system resembles a tower of KK modes, suggesting that the strongly coupled type IIA theory is related to a higher-dimensional 11D theory with a compact dimension of type \(S^1\); this theory is called M-theory and the strongly coupled type IIA string theory is its \(S^1\) decompactification limit.

In this limit, the 11-dimensional space of M-theory has the structure \(M_{11} = M_{10} \times S^1\), where \(M_{10}\) is the 10-dimensional space in which the type IIA theory is embedded. We will use unhatted indices \(I, J, K, \cdots = 0, \ldots, 9\) to label the ten-dimensional coordinates. When we later further compactify the theory on a Calabi-Yau three-fold, we will use indices \(A, B, C, \cdots = 4, \ldots, 9\) for the Calabi-Yau coordinates, and indices \(\mu, \nu, \cdots = 0, \ldots, 3\) for the coordinates of the remaining, uncompactified, four-dimensional space. Holomorphic and antiholomorphic coordinates on the Calabi-Yau space will be labeled by \(a, b, c, \ldots\) and \(\bar{a}, \bar{b}, \bar{c}, \ldots\).

To make the duality more clear, note that the field content of the low energy action of M-theory, that is the 11D supergravity action, reduces to the type IIA string theory \(N = 2\) non-chiral matter content given in Table 1.1, when compactified on \(S^1\):

\[
g_{lj} \rightarrow g_{IJ} \quad \text{graviton}
\]

\[
g_{l,11} \equiv C_I \quad \text{RR 1-form}
\]

\[
g_{11,11} \equiv \phi \quad \text{dilaton}
\]

\[
C_{l,jk} \rightarrow C_{IJK} \quad \text{RR 3-form}
\]
\[ C_{IJ,11} \equiv B_{IJ} \] NSNS 2-form

\[ \psi_I \alpha \rightarrow \psi_I \alpha, \psi_{I\dot{\alpha}} \] gravitinos

\[ \psi_{11\alpha}, \psi_{11\dot{\alpha}} \equiv \lambda_\alpha, \lambda_{\dot{\alpha}} \] dilatinos

This correspondence between the fields of type IIA string theory and the M-theory fields implies the existence of an 11D lift of the non-perturbative type IIA \( p \)-branes to the excited states of M-theory, called M\( p \)-branes. We have already shown that the type IIA D0 branes are lifted to a tower of KK modes, which are more precisely, the KK momenta of 11D supergravitons. Similarly, the IIA string is lifted to an extended M2 brane wrapped on a \( S^1 \) cycle:

1.3 Hořava–Witten theory

In the previous section, we showed that M-theory compactified on \( S^1 \) results in type IIA theory. There is, however, one more possible compactification of M-theory to 10 dimensions, on the quotient \( S^1 / \mathbb{Z}_2 \). The resultant theory is the strongly coupled \( E_8 \times E_8 \) heterotic string, also known as Hořava–Witten theory [8,9].

The orbifold \( I = S^1 / \mathbb{Z}_2 \) is chosen in the \( x^{11} \) direction, so we assume \( x^{11} \in [-\pi \rho, \pi \rho] \), with the endpoints identified as \( x^{11} \sim x^{11} + 2\pi \rho \). The \( \mathbb{Z}_2 \) symmetry acts as \( x^{11} \sim -x^{11} \). There exist two ten-dimensional hyperplanes, \( M_i^{10} \) with \( i = 1, 2 \), locally specified by the conditions \( x^{11} = 0 \) and \( x^{11} = \pi \rho \), which are fixed under the action of the \( \mathbb{Z}_2 \) symmetry. This is called the “upstairs” picture, in which the eleventh coordinate is considered as the
Figure 1.1: The $I = S^1/\mathbb{Z}_2$ orbifold interval across the 11th dimension, with two fixed points at 0 and $\pi \rho$, invariant under the $\mathbb{Z}_2$ action.

full circle with singular points at the fixed hyperplanes. Most often, however, we will use the “downstairs” picture, in which the orbifold is considered as an interval $x^{11} \in [0, \pi \rho]$, with the fixed hyperplanes forming boundaries to the eleven-dimensional space (see Figure 1.2).

As explained above, to lowest order, the effective action for M-theory on $S^1/\mathbb{Z}_2$ is that of 11D supergravity. The bosonic part of this action was given in eq. 1.2.1. However, the components of the supergravity multiplet $(g^{\hat{I}\hat{J}}, \psi^{\hat{I}\alpha}, C^{\hat{I}\hat{J}\hat{K}})$ are restricted by the orbifold $\mathbb{Z}_2$ symmetry, which acts on the $x^{11}$ coordinate and the 3-form field $C_3 \equiv C^{i\hat{j}\hat{k}}$, as

$$
\theta : x^{11} \rightarrow -x^{11}, \\
\theta : C_3 \rightarrow -C_3 .
$$

The sign flip of the 3-form $C_3$ is required to keep the 11D Chern-Simons coupling $C \wedge G \wedge G$ invariant. As consequence, the 11-dimensional bosonic fields are either even or odd under $\mathbb{Z}_2$. Specifically:

- even: $g_{I\hat{J}}, g_{11,11}, C_{11,I\hat{J}}$,
- odd: $g_{11,\hat{J}}, g_{I,11}, C_{I\hat{J}\hat{K}}$,

where, as a reminder, the indices $I, J, K = 0, \ldots, 9$ run over the 10 dimensional space $M_{10}$. 
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For the components of the 11-dimensional gravitino, the condition is

\[ \psi_I(x^{11}) = \Gamma_{11} \psi_I(-x^{11}) , \quad \psi_{11}(x^{11}) = -\Gamma_{11} \psi_{11}(-x^{11}) . \]  

(1.3.2)

In the limit of large separation between the 10-dimensional hyperplanes \( M_{10}^{1,2} \), and for slowly varying fields across the orbifold dimension, one can ask what is the 10-dimensional effective theory. This corresponds to projecting the \( \mathbb{Z}_2 \) invariant massless spectrum of M-theory into 10D:

\[
\begin{align*}
    g_{i j} &\rightarrow g_{IJ} & \text{graviton} \\
    g_{11,11} &\equiv \phi & \text{dilaton} \\
    C_{i j \bar{k}} &\rightarrow C_{IJ,11} \equiv B_{IJ} & \text{NSNS 2-form} \\
    \psi_{i\dot{\alpha}} &\rightarrow \psi_{I\dot{\alpha}} & \text{gravitino} \\
    \psi_{11\dot{\alpha}} &\equiv \lambda_{\dot{\alpha}} & \text{dilatino}
\end{align*}
\]

We recover the 10D \( N = 1 \) gravity supermultiplet, implying that the action of \( \mathbb{Z}_2 \) breaks half of the supersymmetries.

The theory is chiral from a ten-dimensional perspective and has a gravitational anomaly, localized on the fixed hyperplanes and therefore, it appears to be inconsistent. The key to this problem is that as one approaches the fixed points \( x^{11} = 0, \pi R \) on the orbifold, the dynamics of M-theory on \( S^1/\mathbb{Z}_2 \) cannot be accurately described by supergravity alone. The action \( \theta : x^{11} \rightarrow -x^{11} \) relates points infinitesimally close together, which leads to effects beyond the supergravity approximation. It can be shown that this effect leads to two 10-dimensional \( N = 1 \) \( E_8 \) gauge supermultiplets, one on each of the two fixed 10-dimensional hyperplanes of the orbifold, \( M_{10}^{1}, M_{10}^{2} \). The structure of this 11-dimensional vacuum configuration is shown in Figure 1.2.

As consequence, the supergravity action receives corrections at order \( \kappa_{11}^{2/3} \); localized on
Figure 1.2: Structure of the Hořava-Witten 11-dimensional vacuum. The 11D supergravity action, which is manifest in the bulk space, receives corrections at order $\kappa^{2/3}_{11}$, localized on the 10-dimensional orbifold planes $M_{10}^1$, located at $x^{11} = 0, \pi\rho$ and separated across the 11th dimension. These corrections consist in the appearance of $E_8$ vector supermultiplets on each of the two 10-dimensional orbifold hyperplanes.

the 10-dimensional orbifold planes. Restricting to terms at most quadratic in derivatives, one finds that the action is given by [10]

$$S = S_{SG} + S_{YM}$$

$$= \frac{1}{2\kappa_{11}^2} \left[ \int_{M_{11}} \sqrt{-g} \left( -R - \frac{1}{2} |G|^2 \right) - \frac{1}{6} \int_{M_{11}} C \wedge G \wedge G \right]$$

$$- \frac{1}{8\pi\kappa_{11}^2} \left( \frac{\kappa_{11}}{4\pi} \right)^{2/3} \int_{M_{10}^1} \sqrt{-g} \text{tr}(F^{(1)})^2 - \frac{1}{8\pi\kappa_{11}^2} \left( \frac{\kappa_{11}}{4\pi} \right)^{2/3} \int_{M_{10}^2} \sqrt{-g} \text{tr}(F^{(2)})^2.$$  (1.3.3)

where $F_{IJ}^{(1,2)}$ are the field strengths of the two $E_8$ gauge fields $A_I^{(1,2)}$. Away from these orbifold planes, the theory is still supergravity. However, to preserve supersymmetry, it is necessary to add $\kappa^{2/3}_{11}$ corrections to the Bianchi identity for $G_{IJKL}$, in the form of source terms localized on the hyperplanes, so that

$$(dG)_{11IJKL} = 4\sqrt{2\pi} \left( \frac{\kappa_{11}^{2/3}}{4\pi} \right) \left[ J_I^{(0)}_{JKL} \delta(x^{11}) + J_{IJKL}^{(1)} \delta(x^{11} - \pi\rho) \right].$$  (1.3.4)
where the sources are given by

\[ J_{IKKL}^{(0,1)} = -\frac{1}{16\pi^2} \left( \text{tr} F^{(1,2)} \wedge F^{(1,2)} - \frac{1}{2} R \wedge R \right)_{IKKL}. \]  

(1.3.5)

In addition, M-theory contains BPS M2- and M5-branes, which can be constructed as 11D supergravity solutions. The heterotic \( E_8 \times E_8 \) string can be obtained from wrapping the M2 membrane on the \( S^1 / \mathbb{Z}_2 \) interval, as illustrated below.

\[ \begin{array}{c}
\text{11D M2 brane} \quad \text{10D} \ E_8 \times E_8 \text{ heterotic string}
\end{array} \]

The unwrapped M2 brane is not \( \mathbb{Z}_2 \) invariant and does not correspond to a BPS brane. The M5-brane wrapped on \( S^1 / \mathbb{Z}_2 \) is also not invariant, but the M5-brane sitting at a point in \( S^1 / \mathbb{Z}_2 \) does survive the projection and corresponds to a heterotic NS5-brane. In principle, an arbitrary number of M5-branes can coexist in the interval between the 10-dimensional orbifold plane.

One consequence of adding a number \( N \) of M5-branes to the system displayed in Figure 1.2 is that the Bianchi identity gets modified:

\[ (dG)_{IJKL} = 4\sqrt{2}\pi \left( \frac{\kappa^{2/3}}{4\pi} \right) \left[ J^{(0)}(x^{11}) + J^{(N+1)}(x^{11} - \pi \rho) \right. \]

\[ + \left. \frac{1}{2} \sum_{n=1}^{N} J^{(n)} \left( \delta(x^{11} - x_n) + \delta(x^{11} + x_n) \right) \right]_{IJKL}, \]  

(1.3.6)

The sources \( J^{(0)} \) and \( J^{(N+1)} \) arise on the orbifold fixed planes. Their form was given in eq. (1.3.5), for \( N = 0 \). The sources \( J^{(n)} \), \( n = 1, \ldots, N \) arise due to the presence of the five–branes. Their exact form has been computed in [11], but is not needed in the present discussion. Note that in the above expression, we summed over each of the five branes located at \( x^n \in (0, \pi \rho) \), and their orbifold \( \mathbb{Z}_2 \) mirror images, located at \( x^n \in (-\pi \rho, 0) \).
Figure 1.3: Structure of the Horava-Witten 11-dimensional vacuum. The supergravity action receives corrections at order $\kappa_{11}^{2/3}$, localized on the 10-dimensional orbifold planes $M_{10}^{1,2}$, located at $z = 0, 1$ and separated across the 11th dimension. These corrections consist in the appearance of $E_8$ vector supermultiplets on each of the orbifold plane. We allowed for the possibility of introducing an M5-brane, located at a specific point $z = \frac{1}{2} + \lambda$ in the interval $z \in [0, 1]$. The sources $J^{(0)}$ and $J^{(N+1)}$ arise on the orbifold fixed planes. Their form was given in eq. (1.3.5), for $N = 0$. The source $J^{(1)}$ is due to the presence of the five–brane.

The appearance of the boundary source terms in the Bianchi identity has a simple interpretation by analogy with the theory of D-branes [7]. $U(N)$ gauge fields describing the theory of $N$ overlapping D$p$-branes encode the charges for lower-dimensional D-branes embedded in the D$p$-branes. For example, the magnetic flux $\text{tr} F$ couples to the $p-1$-form RR potential, so describes $D(p-2)$-brane charge, while $\text{tr} F \wedge \text{tr} F$ describes the embedding of $D(p-4)$-brane charge. Furthermore, if the D$p$-brane is curved, then the cohomology class $\text{tr} R \wedge R$ of the tangent bundle also induces $D(p-4)$-brane charge. In eleven dimensions M five-branes are magnetic sources for $G_{i,j,k,l}$. Thus we can interpret the magnetic sources in the Bianchi identity as five-branes embedded in the orbifold fixed planes.

1.4 Compactification Manifold

To make contact with low-energy physics, one would like to consider compactifications of the strongly-coupled theory which have $N = 1$ supersymmetry in four dimensions. There are
several motivations to consider string compactifications preserving supersymmetry. Firstly, they are simpler to study from the theoretical point of view; regarding the compactification backgrounds from the supergravity perspective, solutions to the (first-order) supersymmetry conditions can be shown to automatically be solutions to the (much more involved, second order) supergravity equations of motion. Also, compactifications which preserve supersymmetry are automatically stable and do not contain tachyons. Such compactifications are also appealing from a phenomenological perspective; supersymmetric backgrounds open a playground to construct particle physics models, with supersymmetry broken at low energy scales, potentially attainable by the LHC in the near future.

To understand the properties of Calabi-Yau compactifications, we need to consider the supersymmetry transformation of the 11D gravitino

$$\delta \psi^I = D_I \eta + \frac{\sqrt{2}}{288}(\Gamma_{i\bar{j}K\bar{L}\bar{M}} - 8g_{i\bar{j}}\Gamma_{\bar{K}\bar{L}\bar{M}}^\bar{M})G^{j\bar{K}\bar{L}\bar{M}} \eta + \ldots,$$

(1.4.1)

where the dots indicate the omitted fermionic terms and $\eta$ is an eleven-dimensional Majorana spinor. This spinor should be restricted by the condition

$$\eta(x^{11}) = \Gamma_{11}\eta(-x^{11})$$

(1.4.2)

for the supersymmetry variation to be compatible with the $\mathbb{Z}_2$ symmetry. This constraint means that the theory has the usual 32 supersymmetries in the bulk but only 16 (chiral) supersymmetries on the 10-dimensional orbifold hyperplanes.

The condition for a spinor field $\eta$ to generate unbroken supersymmetry in a vacuum state is that the right hand side vanishes (i.e. if the vacuum state is not invariant under supersymmetry, then supersymmetry is broken),

$$D_I \eta + \frac{\sqrt{2}}{288}(\Gamma_{i\bar{j}K\bar{L}\bar{M}} - 8g_{i\bar{j}}\Gamma_{\bar{K}\bar{L}\bar{M}}^\bar{M})G^{j\bar{K}\bar{L}\bar{M}} \eta = 0.$$  

(1.4.3)

At tree-level, the solution has a simple form. Without the corrections arising at linear
order in $\kappa_{11}^{2/3}$, the Bianchi identity shown in (1.3.6) is simply

$$(dG)_{11IJKL} = 0 .$$  \hfill (1.4.4)

Therefore, both the Bianchi identity and the equation of motion

$$D_I G^{i\bar{i}K\bar{L}} = 0 ,$$  \hfill (1.4.5)

derived from the 11D supergravity action, can be solved by setting $G = 0$. When this is the case, eq. (1.4.3) is satisfied by picking a metric on $\mathcal{M}_{11}$ that admits a covariantly constant spinor field, $D_I \eta = 0$. On the other hand, when compactifying from eleven dimensions to a four-dimensional flat space, on a manifold of the type $X \times S^1$, where $X$ is a six-dimensional manifold, it is the covariantly constant 6D spinors on $X$, which satisfy $D_A \eta_6 = 0$, that determine the unbroken supersymmetries in 4D.

Manifolds that admit covariantly constant spinors are Calabi-Yau manifolds. A Calabi-Yau manifold is a complex $2N$-dimensional manifold, which admits a Ricci flat metric, or whose first Chern class $c_1(X) = 0$. The existence of a covariantly constant spinor field determines the $SU(N)$ holonomy of this manifold. In heterotic compactifications, we consider six-dimensional Calabi-Yau manifolds, with $N = 3$. We have seen, however, that when compactifying on a $\mathbb{Z}_2$ invariant orbifold, the Bianchi identity receives correction terms, as shown in eq. (1.3.6). These source terms have to be taken into account and, as consequence, the field strength solution $G = 0$ is not possible. This effect further induces corrections to the metric, which can be computed by requiring that $N = 1$ supersymmetry is preserved.

Without the order $\kappa_{11}^{2/3}$ corrections, the tree-level background metric has the form

$$ds^2 = g_{(0)}^{IJ} dx^I dx^J = \eta_{\mu\nu} dx^\mu dx^\nu + g_{AB} dx^A dx^B + (dx^{11})^2 ,$$  \hfill (1.4.6)

where $g_{AB}$ is the metric of the Calabi-Yau space, which, in holomorphic coordinates, is
related to the Kähler form $\omega_{ab}$ by $\omega_{ab} = -ig_{ab}$. Its Kähler form can be expanded in terms of the harmonic $(1,1)$-forms $\omega_{i\bar{a}b}$, $i = 1, \ldots, h^{1,1}$ as

$$\omega_{ab} = \alpha^i \omega_{i\bar{a}b}.$$  \hfill (1.4.7)

The coefficients $\alpha^i = \alpha^i(x^\mu)$, $\mu = 0, \ldots, 3$ are the $(1,1)$ moduli of the Calabi–Yau space. The Calabi–Yau volume modulus $V = V(x^\mu)$ is defined by

$$V = \frac{1}{v} \int_X \sqrt{g},$$  \hfill (1.4.8)

where $\sqrt{g}$ is the determinant of the Calabi–Yau metric $g_{AB}$. In order to make $V$ dimensionless we have introduced a coordinate volume $v$ in this definition, which can be chosen for convenience. The modulus $V$ then measures the Calabi-Yau volume in units of $v$. $V$ is not independent of the $(1,1)$ moduli $a_i$, but it can be expressed as

$$V = \frac{1}{6} d_{ijk} a^i a^j a^k,$$  \hfill (1.4.9)

where $d_{ijk}$ are the Calabi–Yau intersection numbers,

$$d_{ijk} = \frac{1}{v} \int_X \omega_i \wedge \omega_j \wedge \omega_k.$$  \hfill (1.4.10)

In the next chapter, we will use a particular Calabi–Yau threefold $X$, which is the fiber product of two rationally elliptic $\mathbb{P}_9$ surfaces, that is, a self-mirror Schoen threefold [12], quotiented with respect to a freely acting $\mathbb{Z}_3 \times \mathbb{Z}_3$ isometry. Its Hodge data is $h^{1,1} = h^{1,2} = 3$, so that it has three Kähler and three complex structure moduli.

However, adding the first-order corrections, of the $\kappa_{11}^{2/3}$ expansion, will distort this background solution. As mentioned previously, source terms appear at this order in the Bianchi identity, shown in eq. (1.3.6), and therefore, $G$ cannot be set to zero.

First note that since the l.h.s of the Bianchi Identity is an exact form, so must be the r.h.s. Therefore, the new Bianchi identity has a solution that preserves supersymmetry
upon compactification if the source terms add up to zero cohomologically, as an element of $H^{2,2}(X)$, that is
\[
\left[ \sum_{n=0}^{N+1} J^{(n)} \right] = 0 .
\] (1.4.11)

Physically speaking, this means that there can be no overall charge in a compact space, because there is nowhere for the flux to go. We can express this condition in a different form by defining the charges
\[
\beta_i^{(n)} = \frac{1}{v^{1/3}} \int_X \omega_i \wedge J^{(n)} , \quad i = 1, \ldots, h^{1,1}, \quad n = 0, \ldots, N + 1 .
\] (1.4.12)

It is then possible to express the currents in terms of the $(1,1)$ harmonic forms,
\[
*_X J^{(n)} = \frac{1}{v^{2/3}} \sum_{k=1}^{h^{1,1}} \beta_i^{(n)} \omega^i ,
\] (1.4.13)

and therefore, the anomaly cancellation condition from eq. 1.4.11 becomes
\[
\sum_{n=0}^{N+1} \beta_i^{(n)} = 0 .
\] (1.4.14)

Having defined those conventions, the Bianchi identity in eq. (1.3.6) and the equation of motion from eq. (1.4.5) can be solved in terms of a two form $B$, defined by
\[
-d\mathcal{B}^{(6)} = *G .
\] (1.4.15)

It can then be shown [11] that the Bianchi identity can be written into the form of a Poisson equation
\[
(\Delta_X + \partial_{11}^2)\mathcal{B} = -\frac{\epsilon' S \epsilon^{2/3}}{\pi \rho} *_X \left[ J^{(0)} \delta(x^{11}) + J^{(N+1)} \delta(x^{11} - \pi \rho) \right. \\
+ \left. \frac{1}{2} \sum_{n=1}^{N} J^{(n)} \left( \delta(x^{11} - x_n) + \delta(x^{11} + x_n) \right) \right] ,
\] (1.4.16)

where $\Delta_X$ denotes the Laplacian and $*_X$ is the Hodge star operator, restricted to the
Calabi-Yau manifold $X$. We have also defined the strong-coupling expansion parameter $\epsilon'_S$

$$\epsilon'_S = \pi \left( \frac{\kappa_{11}}{4\pi} \right)^{2/3} \frac{2\pi \rho}{\nu^{2/3}}, \quad (1.4.17)$$

which tracks the first order $\kappa_{11}^{2/3}$ corrections.

Next, after expanding the two-form $B$ in terms of the $(1,1)$ harmonic forms,

$$B = \sum_{i=1}^{h^{1,1}} b_i \omega^i, \quad (1.4.18)$$

it can be shown that the Poisson equation becomes

$$\partial_{11}^2 b_i = -\frac{\epsilon'_S}{\pi \rho} \left[ \tilde{\beta}_i^{(0)} \delta(x^{11}) + \tilde{\beta}_i^{(N+1)} \delta(x^{11} - \pi \rho) 
+ \frac{1}{2} \sum_{n=1}^{N} \beta_i^{(n)} \left( \delta(x^{11} - x_n) + \delta(x^{11} + x_n) \right) \right], \quad (1.4.19)$$

which has linear solutions in $x^{11}$, of the type

$$b_i(z) = -\frac{\epsilon'_S}{2} \left[ \sum_{m=0}^{n} \beta_i^{(m)} (|z|-z_m) - \frac{1}{2} \sum_{m=0}^{N+1} (z_m^2 - 2z_m) \beta_i^{(m)} \right], \quad (1.4.20)$$

inside the interval $z_n \leq |z| \leq z_{n+1}$, where $z = x^{11}/\pi \rho$ and $z^n, n = 0, \ldots, N + 1$ are the fixed position of the five-branes/orbifolds.

We then find the non-zero solutions to the Bianchi identity and the equation of motion, which appear at linear order in $\epsilon'_S$

$$G_{ABCD} = \frac{1}{2} \epsilon_{ABCDEF} \partial_{11} B^{EF}, \quad (1.4.21)$$
$$G_{ABC,11} = \frac{1}{2} \epsilon_{ABCDEF} \partial^D B^{EF}. \quad (1.4.22)$$

Following [13], it turns out that after solving the modified Bianchi identity, it is possible to find a solution for the metric that solves the Einstein equations to order $\epsilon'_S$. The source
Figure 1.4: Compactification of Hořava–Witten theory on a CY manifold $X$. We allowed for the possibility of introducing an M5-brane wrapped on a holomorphic 2-cycle $C_i$ and located at a specific point $z = \frac{1}{2} + \lambda$ in the interval $z \in [0, 1]$. In the strongly coupled string regime, the size of the Calabi-Yau is smaller than the size across the 11th dimension. Therefore, on compactification, the universe appears first five-dimensional and then finally four-dimensional, after integrating over the orbifold separation. Also, note that the shape of the Calabi-Yau space changes across the 11th dimension of space. The shape change is induced by source terms from the two fixed orbifold planes and the five-brane, as shown in eq. (1.4.23).

Term corrections induce metric corrections of the form

$$ds^2 = (1 + b)\eta_{\mu\nu} + (g_{AB} + h_{AB})dx^A dx^B + (1 + \gamma)(dx^{11})^2,$$  \hspace{1cm} (1.4.23)

with

$$h_{AB} = 2i \left( B_{AB} - \frac{1}{3} \omega_{AB} B \right),$$

$$b = \frac{1}{3} B_{AB} \omega^{AB}, \quad \gamma = -\frac{2}{3} B_{AB} \omega^{AB}. \hspace{1cm} (1.4.24)$$

Subsequently, reducing to the 4D effective theory, we express the moduli of the theory in terms of their orbifold average functions defined as follows. For any arbitrary dimensionless function $f$ of the five $M_4 \times S^1/\mathbb{Z}_2$ coordinates, define its average over the $S^1/\mathbb{Z}_2$ orbifold
interval as

$$\langle f \rangle_{11} = \frac{1}{\pi \rho} \int_{0}^{\pi \rho} dx^{11} f,$$

(1.4.25)

where $\rho$ is the reference length. Then $\langle f \rangle_{11}$ is a function of the four coordinates $x^\mu$, $\mu = 0, \ldots, 3$ of $M_4$ only.

### 1.5 Vector Bundles

Heterotic compactifications on Calabi-Yau manifolds $X$ necessarily have gauge field expectation values (vevs) in the internal compact dimensions. This feature is a consequence of demanding that the total charge for the Neveu-Schwarz form should vanish on the internal compact space. In addition to the holomorphic vector bundles on the observable and hidden orbifold planes, the bulk space between these planes can contain five-branes wrapped on two-cycles $C_2^{(n)}$, $n = 1, \ldots, N$ in $X$. Cohomologically, each such five-brane is described by the $(2,2)$-form Poincaré dual to $C_2^{(n)}$, which we denote by $W^{(n)}$. Note that to preserve $N=1$ supersymmetry in the four-dimensional theory, these curves must be holomorphic and, hence, each $W^{(n)}$ is an effective class.

In the previous section, we have seen that solutions to the new Bianchi identity, which preserve supersymmetry upon compactification, exist if the source terms add up to zero cohomologically, as an element of $H^{2,2}(X)$, such that

$$\left[ \sum_{n=0}^{N+1} J^{(n)} \right] = 0.$$  

(1.5.1)

The source currents have the forms

$$J^{(0)} = -\frac{1}{16\pi^2} \left( \text{Tr} E_8 F^{(1)} \wedge F^{(1)} - \frac{1}{2} \text{Tr} SO(6) R \wedge R \right)$$

$$J^{(n)} = W^{(n)}, \quad n = 1, \ldots, N,$$

(1.5.2)

$$J^{(N+1)} = -\frac{1}{16\pi^2} \left( \text{Tr} E_8 F^{(2)} \wedge F^{(2)} - \frac{1}{2} \text{Tr} SO(6) R \wedge R \right).$$
These relations clearly show that the existence of gauge field instantons in the internal dimensions of the compactification manifold is a requirement in a viable vacuum structure.

One of the interesting properties of these gauge field vevs on the compact dimensions concerns their supersymmetry preserving properties. In the previous section, we studied the supersymmetry variation of the 11-dimensional gravitino $\Psi$, to find how to preserve $N = 1$ supersymmetry upon compactification on a six-dimensional manifold. Interesting relations and constraints can also be learned from the supersymmetry transformation of the 10-dimensional gauginos from the $E_8$ vector supermultiplets localized on the 10-dimensional planes $M^{1,2}_{10}$. For a gaugino $\lambda^\alpha$, where $\alpha$ runs over the adjoint representation of one of the $E_8$, this transformation has the form

$$D_\eta \lambda^\alpha = -\frac{1}{4g\sqrt{\phi}} \Gamma^{AB} F^\alpha_{AB} \eta + \ldots ,$$

(1.5.3)

where the dots represent the fermion terms. Therefore, in order to preserve $N = 1$ supersymmetry in the four-dimensional effective theory upon turning an expectation value of the internal field strength, $F^\alpha$ on either of the two 10-dimensional orbifold planes, we need to ensure that

$$-\frac{1}{4g\sqrt{\phi}} \left( \Gamma^{ab} F^\alpha_{ab} + \Gamma^{a\bar{b}} F^\alpha_{a\bar{b}} + 2\Gamma^{ab} F^\alpha_{a\bar{b}} \right) \eta = 0 .$$

(1.5.4)

We are led to the following set of equations

$$F^\alpha_{ab} = F^\alpha_{a\bar{b}} = 0 , \quad g^{ab} F^\alpha_{ab} = 0 .$$

(1.5.5)

These are known as the Hermitian Yang-Mills equations, which must be satisfied on each of the two orbifold planes. The first set of relations, involving the purely holomorphic and anti-holomorphic part of the field strength $F$, imply that a non-trivial solution to (1.5.5) involves the construction of holomorphic vector bundles $V^{(1,2)}$ on the Calabi-Yau threefold, on each of the two fixed orbifolds, with structure groups $H^{(1,2)} \subset E_8$. Thus, to arrive at a complete vacuum, we have to specify a Calabi-Yau manifold and then construct holomorphic
vector bundles on the internal dimensions of each fixed orbifold.

Once a holomorphic gauge bundle is constructed, it needs to solve

\[ g^{ab} \bar{F}_{ab}^{(1,2)} = 0 , \]  

(1.5.6)

which can be written in the form

\[ \omega \wedge \omega \wedge \bar{F}_{(1,2)} = 0 . \]  

(1.5.7)

Note that we have contracted the field strengths with the generators \( T^a \) of either of the structure groups \( H^{(1,2)} \subset E_8 \). In general, these equations are difficult to solve. However, the Donaldson-Uhlenbeck-Yau theorem guarantees the existence of a solution to this equation for gauge backgrounds satisfying the condition that the slope of a bundle \( \mathcal{F} \), defined as

\[ \mu(\mathcal{F}) = \frac{1}{\text{rank}(\mathcal{F})^2/3} \int_X c_1(\mathcal{F}) \wedge \omega \wedge \omega , \]  

(1.5.8)

is smaller than the slope of any of its sub-bundles \( \mathcal{F}' \), that is

\[ \mu(\mathcal{F}') \geq \mu(\mathcal{F}) . \]  

(1.5.9)

Physically, it means that the gauge background does not split dynamically into lower energy gauge configurations, corresponding to the sub-bundles.

A polystable bundle is one which can be written as the direct sum of stable bundles,

\[ \mathcal{F} = \oplus_i \mathcal{F}_i , \]  

(1.5.10)

with the added condition that all the summand bundles have equal slope,

\[ \mu(\mathcal{F}_i) = \mu(\mathcal{F}) \]  

(1.5.11)
This definition indicates that stability implies polystability, but not the other way.

A simple structure of the boundary vector fields, which satisfies eq. (1.5.1) is called the "standard embedding", in which no five-branes are present between the two fixed 10-dimensional walls, and only one gauge instanton is turned on, with structure group $SU(3) \subset E_8$, identical to the structure of the internal manifold, such that

$$\text{Tr}_{E_8} F^{(1)} \wedge F^{(1)} = \text{Tr}_{SO(6)} R \wedge R.$$  \hspace{1cm} (1.5.12)

The $SU(3)$ instanton breaks the $E_8$ gauge group on the first orbifold plane to $E_6$. As a result, after integrating out the compact dimensions of the Calabi-Yau $X$, we are left with an $E_6$ gauge field on the first four-dimensional hyperplane and an unbroken $E_8$ gauge field on the second four-dimensional hyperplane.

### 1.6 Connection to Experiment

Depending on the choice of the Calabi-Yau threefold, as well as the specific gauge connections chosen on each orbifold surface, there are seemingly endless possibilities for constructing viable vacuum structures. Given this large number of choices, it might be a good idea to narrow our search to the models that can reproduce phenomenologically realistic physics. That is, it is possible to pick both the compactification geometry, as well as the vector bundles, so that we reproduce the observed Standard Model of particles. In a series of papers [14–28], a set of realistic vacua was obtained, entitled "heterotic standard models".

In these models, the underlying geometry of the six-dimensional compactification man-
ifold determines a significant amount of properties of the low energy theory. In particular, 
the Calabi–Yau manifold \( X \) can be chosen to be a torus-fibered threefold with fundamental 
group \( \pi_1(X) = \mathbb{Z}_3 \times \mathbb{Z}_3 \). More specifically, the Calabi–Yau threefold \( X \) is the fiber product 
of two rationally elliptic dP\(_9\) surfaces, that is, a self-mirror Schoen threefold [12], quotiented 
with respect to a freely acting \( \mathbb{Z}_3 \times \mathbb{Z}_3 \) isometry.

\[
X = \frac{\check{X}}{\mathbb{Z}_3 \times \mathbb{Z}_3}, \tag{1.6.1}
\]

where

\[
\check{X} = \text{dP}_9 \times P_1 \text{dP}_9. \tag{1.6.2}
\]

Each dP\(_9\) can be thought of as an elliptic fibration over a base \( P_1 \). We take this base \( P_1 \) to 
be the same for each dP\(_9\). This restriction then means that the complex dimension of \( \check{X} \) is 
\( 2 \times 2 - 1 = 3 \), as required. Its Hodge data is \( h^{1,1} = h^{1,2} = 3 \), so there are three Kähler and 
three complex structure moduli.

It is then possible to construct a slope-stable, holomorphic vector bundle with vanishing 
slope on \( X \) of the form

\[
V^{(1)} = \frac{\check{V}^{(1)}}{\mathbb{Z}_3 \times \mathbb{Z}_3}, \tag{1.6.3}
\]

where \( \check{V}^{(1)} \) has structure group \( SU(4) \subset E_8 \), which is constructed by “extension” as

\[
0 \to V_1 \to \check{V}^{(1)} \to V_2 \to 0. \tag{1.6.4}
\]

Each of \( V_1 \) and \( V_2 \) is a specific tensor product of a line bundle with a rank two bundle pulled 
back from a dP\(_9\) factor of \( \check{X} \). In the heterotic M-theory picture, this bundle is associated 
with the "observable sector".

This \( SU(4) \) holomorphic vector bundle \( V^{(1)} \) breaks the \( E_8 \) gauge group on the observable 
sector to the \( Spin(10) \subset E_8 \) gauge group in four dimensions, as shown in Figure 1.5. 
Although this model has a GUT-like gauge group on the observable sector, it does not 
contain the GUT-Higgs adjoint multiplets necessary to break it to the Standard Model.
gauge group. In contrast with field theory, string theory is a rigid structure and we cannot choose to introduce this multiplet by hand. However, for non-simply connected CY spaces (i.e with $\pi^1(X) \neq 0$), there exists an alternative of breaking the Spin(10) group by turning on non-trivial Wilson lines, thus bringing it closer to the SM gauge group.

$$SO(10)$$

\[ \chi_{B-L} \]

\[ SU(3)_C \otimes SU(2)_L \otimes SU(2)_R \otimes U(1)_{B-L} \]

16 \times 9

\[ \begin{align*}
L &= (1, 2, 1, -1) \\
L^c &= (1, 1, 2, 1) \\
Q &= (3, 2, 1, 1/3) \\
Q^c &= (3, 1, 2, -1/3)
\end{align*} \]

10 \times 2

\[ \begin{align*}
H &= (1, 2, 2, 0) \\
H_C &= (3, 1, 2, -1/3) \\
\bar{H}_C &= (\bar{3}, 1, 1, -2/3)
\end{align*} \]

$$SU(3)_C \otimes SU(2)_L \otimes U(1)_{3R} \otimes U(1)_{B-L}$$

16 \times 3

\[ \begin{align*}
L &= (1, 2, 0, -1) \\
v^c &= (1, 1, 1/2, 1) \\
v^c &= (1, 1, -1/2, 1) \\
Q &= (3, 2, 0, 1/3) \\
u^c &= (3, 1, -1/2, -1/3) \\
u^c &= (3, 1, 1/2, -1/3)
\end{align*} \]
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\[ \begin{align*}
H_u &= (1, 2, 1/2, 0) \\
H_d &= (1, 2, -1/2, 0)
\end{align*} \]

\[ \text{MSSM} + 3 \text{ right-handed neutrino supermultiplets} \]

Figure 1.6: The particle spectra in the scaling regimes of the sequential Wilson line breaking pattern of $SO(10)$ in which $M_{\chi_{B-L}} = M_U > M_{\chi_{3R}} = M_I$.

This is precisely what happens in the known constructions of the "heterotic standard models". Realistic low-energy spectra are obtained by turning on two flat Wilson lines $\chi_{B-L}$ and $\chi_{3R}$, each associated with a different $Z_3$ factor of the $Z_3 \times Z_3$ holonomy of $X$. Doing
this preserves the $N = 1$ supersymmetry of the effective theory, but breaks the observable gauge group down to

$$\text{Spin}(10) \rightarrow SU(3)_C \times SU(2)_L \times U(1)_Y \times U(1)_{B-L}.$$  \hspace{1cm} (1.6.5)

The result is the so-called $B - L$ MSSM. The low-energy gauge group, after turning on both $\mathbb{Z}_3$ Wilson lines, is that of the Standard Model augmented by an additional gauge $U(1)_{B-L}$ factor, and the particle content of the effective theory is precisely that of the MSSM, with three right-handed neutrino chiral multiplets and a single Higgs-Higgs conjugate pair, and no exotic fields. The complete breaking pattern is shown in Figure 1.6.

1.7 Outline

This thesis is structured in two parts.

The first part follows how the $B - L$ MSSM is obtained from a "top-down" superstring analysis. We have already explained that such constructions involve turning on a holomorphic, slope-stable $SU(4)$ vector bundle on the observable wall, which partially breaks the observable sector $E_8$ gauge symmetry, leaving a $Spin(10)$ group unbroken in the 4D effective theory. Two Wilson lines are then turned on to break the $Spin(10)$ further to the $SU(3)_C \times SU(2)_L \times U(1)_Y \times U(1)_{B-L}$ gauge group. On its own, however, this observable sector has no associated dynamical SUSY-breaking mechanism. A typical proposal in heterotic compactifications is that the SUSY-breaking effects occur in the hidden sector.

Following the work in [29], we show that for a viable heterotic vacuum, this hidden sector must be consistent with a series of constraints. Previous attempts to build such a hidden sector were valid only in the weakly coupled heterotic string regime. Unfortunately, in this regime, one cannot obtain reasonable values for the unification scale or SM gauge couplings. In Section 2.4, which follows [29] we show how to rectify this problem. We propose a rank-two hidden sector gauge bundle $L \oplus L^{-1}$, characterized by a line bundle $L$, whose associated $U(1)$ is embedded into the hidden $E_8$ connection via the map $U(1) \rightarrow SU(2) \rightarrow E_8$. This
bundle construction not only satisfies all of the "vacuum constraints", but, in addition, corresponds to the strongly coupled heterotic string. Notably, within a substantial region of the Kähler moduli space, the coupling is strong yet under control and is large enough to yield the correct value for the observable sector $SO(10)$ unification mass and gauge coupling. In Section 2.5, we analyze other more general constructions of hidden sector vector bundles, using multiple line bundles as the building blocks. We also discuss possible deformations of the underlying hidden sector bundle within this context. Building on this work, in Section 2.6, which follows [30], we attach a possible SUSY-breaking mechanism, namely gaugino condensation in the hidden sector. The condensate induces non-zero F-terms in the 4D effective theory which break SUSY globally. This effect is mediated by gravity and induces moduli-dependent soft SUSY-breaking terms in the observable sector.

The second part treats the $B-L$ MSSM from a low-energy phenomenology perspective, following its current and future detection efforts at the LHC. Within this model, the spontaneous breaking of R-parity leads to specific, and completely calculable, R-parity violating (RPV) decays of the lightest supersymmetric particle (the LSP) into SM particles, thus opening a new arena of the SUSY phenomenological landscape. Following [31], we study the RPV decay modes of two types of superparticles: charginos and neutralinos. Then, following [32] and [33], we analyze the RPV decays of the Wino chargino, Wino neutralino, and Bino neutralino subspecies, in scenarios in which they are the LSPs. We perform a statistical analysis of their decay modes, working with a computer simulation that outputs sets of superparticle mass spectra that are entirely consistent with the current experimental bounds. The findings suggest that these R-parity violating LSP decays could be amenable to direct detection at the ATLAS and CMS detectors at the LHC. Detection of these processes would not only be an explicit indication of "Beyond the Standard Model" physics, but would also strongly hint at the existence of $N = 1$ SUSY with spontaneously broken R-parity.
Chapter 2

The Strongly Coupled $E_8 \times E_8$ Heterotic Vacuum

2.1 The $B - L$ MSSM Heterotic Standard Model

The $B - L$ MSSM vacuum of heterotic M-theory was first introduced in [14,15,34] and various aspects of the theory were discussed in detail in [31–33,35,36]. This phenomenologically realistic theory is obtained as follows. First, eleven-dimensional Hořava–Witten theory [8,9] – which is valid to order $\kappa_1^{2/3}$, where $\kappa_1$ is the eleven-dimensional Planck constant – is compactified on a specific Calabi–Yau threefold $X$ down to a five-dimensional $M_4 \times S^1/\mathbb{Z}_2$ effective theory, with $N = 1, D = 5$ supersymmetry in the bulk space and $N = 1, D = 4$ supersymmetry on the orbifold boundaries [37,38]. By construction, this five-dimensional theory is also only valid to order $\kappa_1^{2/3}$. A BPS double domain wall vacuum solution of this theory was then presented [38]. This BPS vacuum of the five-dimensional theory can, in principle, be computed to all orders as an expansion in $\kappa_1^{2/3}$ and used to dimensionally reduce to a four-dimensional, $N = 1$ supersymmetric theory on $M_4$. However, since the five-dimensional effective theory is only defined to order $\kappa_1^{2/3}$, and since solving the BPS vacuum equations to higher-order for the Calabi–Yau threefold associated with the $B - L$ MSSM is very difficult, it is reasonable to truncate the BPS vacuum at order $\kappa_1^{2/3}$ as well.
Dimensionally reducing with respect to this “linearized” solution to the BPS equations then leads to the four-dimensional $N = 1$ supersymmetric effective Lagrangian for the $B - L$ MSSM vacuum of heterotic M-theory. By construction, this four-dimensional theory is also only valid to order $\kappa_{11}^{2/3}$ – except for several quantities, specifically the dilaton, the gauge couplings of both the observable and hidden sectors, and the Fayet–Iliopoulos term associated with any $U(1)$ gauge symmetry of the hidden sector, which are well-defined to order $\kappa_{11}^{4/3}$ [10,13,38,39]. All geometric moduli are obtained by averaging the associated five-dimensional fields over the fifth dimension.

Having discussed the basic construction elements of the $B - L$ MSSM heterotic vacuum, we will, in the rest of this section, present in detail the specific construction of this four-dimensional effective theory. The content of this section is based on the work done in [29,40].

### 2.1.1 The Calabi–Yau Threefold

Let us start our discussion with the six-dimensional compactification manifold, whose underlying geometry determines a significant amount of properties of the low energy theory. The Calabi–Yau manifold $X$ is chosen to be a torus-fibered threefold with fundamental group $\pi_1(X) = \mathbb{Z}_3 \times \mathbb{Z}_3$. More specifically, the Calabi–Yau threefold $X$ is the fiber product of two rationally elliptic $dP_9$ surfaces, that is, a self-mirror Schoen threefold [12], quotiented with respect to a freely acting $\mathbb{Z}_3 \times \mathbb{Z}_3$ isometry. Its Hodge data is $h^{1,1} = h^{1,2} = 3$, so there are three Kähler and three complex structure moduli. The complex structure moduli will play no role throughout this work. Relevant here is the degree-two Dolbeault cohomology group

$$H^{1,1}(X, \mathbb{C}) = \text{span}_\mathbb{C}\{\omega_1, \omega_2, \omega_3\},$$

(2.1.1)

where $\omega_i = \omega_{ia\bar{b}}$ are harmonic $(1,1)$-forms on $X$ with the properties

$$\omega_3 \wedge \omega_3 = 0, \quad \omega_1 \wedge \omega_3 = 3 \omega_1 \wedge \omega_1, \quad \omega_2 \wedge \omega_3 = 3 \omega_2 \wedge \omega_2.$$

(2.1.2)
Defining the intersection numbers as

\[ d_{ijk} = \frac{1}{v} \int_X \omega_i \wedge \omega_j \wedge \omega_k \quad i, j, k = 1, 2, 3 \]  \tag{2.1.3} \]

where \( v \) is a reference volume of dimension (length)^6, it follows that

\[
(d_{ijk}) = \begin{pmatrix}
(0, \frac{1}{3}, 0) & (\frac{1}{3}, \frac{1}{3}, 1) & (0, 1, 0) \\
(\frac{1}{3}, \frac{1}{3}, 1) & (\frac{1}{3}, 0, 0) & (1, 0, 0) \\
(0, 1, 0) & (1, 0, 0) & (0, 0, 0)
\end{pmatrix} . \tag{2.1.4}
\]

The \((i, j)\)-th entry in the matrix corresponds to the triplet \((d_{ijk})_{k=1,2,3}\). The Kähler cone is the positive octant

\[
\mathcal{K} = H^2_+(X, \mathbb{R}) \subset H^2(X, \mathbb{R}) . \tag{2.1.5}
\]

The Kähler form, defined to be \( \omega_{\bar{a} b} = i g_{a\bar{b}} \), where \( g_{a\bar{b}} \) is the Ricci-flat metric on \( X \), can be any element of \( \mathcal{K} \). That is, suppressing the Calabi–Yau indices, the Kähler form can be expanded as

\[
\omega = a^i \omega_i , \quad \text{where } a^i > 0 . \tag{2.1.6}
\]

The real, positive coefficients \( a^i \) are the three \((1,1)\) Kähler moduli of the Calabi–Yau threefold. Here, and throughout this work, upper and lower \( H^{1,1} \) indices are summed unless otherwise stated. The dimensionless volume modulus is defined by

\[
V = \frac{1}{v} \int_X \sqrt{g} . \tag{2.1.7}
\]

and, hence, the dimensionful Calabi–Yau volume is \( V = vV \). Using the definition of the Kähler form and the intersection numbers (2.1.3), \( V \) can be written as

\[
V = \frac{1}{6v} \int_X \omega \wedge \omega \wedge \omega = \frac{1}{6} d_{ijk} a^i a^j a^k . \tag{2.1.8}
\]
It is sometimes useful to express the three \((1, 1)\) moduli in terms of \(V\) and two additional independent moduli. This can be accomplished by defining the scaled shape moduli

\[
b^i = V^{-1/3} a^i, \quad i = 1, 2, 3. \tag{2.1.9}
\]

It follows from (2.1.8) that they satisfy the constraint

\[
d_{ijk} b^i b^j b^k = 6 \tag{2.1.10}
\]

and, hence, represent only two degrees of freedom.

### 2.1.2 The Observable Sector Bundle

On the observable orbifold plane, the vector bundle \(V^{(1)}\) on \(X\) is chosen to be a specific holomorphic bundle with structure group \(SU(4) \subset E_8\). The structure of this bundle was discussed in [14, 15, 25, 41]. In order to preserve \(N = 1\) supersymmetry in the low-energy four-dimensional effective theory on \(M_4\), this bundle must be both slope-stable and have vanishing slope [25, 34]. Recall that the slope of any bundle or sub-bundle \(F\) is defined as

\[
\mu(F) = \frac{1}{\text{rank}(F) v^{2/3}} \int_X c_1(F) \wedge \omega \wedge \omega, \tag{2.1.11}
\]

where \(\omega\) is the Kähler form in (2.1.6). Since the first Chern class \(c_1\) of any \(SU(N)\) bundle must vanish, it follows immediately that \(\mu(V^{(1)}) = 0\), as required. However, demonstrating that our chosen bundle is slope-stable is non-trivial and was proven in detail in several papers [14, 15, 41]. The \(SU(4)\) vector bundle will indeed be slope-stable in a restricted, but large, region of the positive Kähler cone. As proven in detail in [25], this will be the case in a subspace of the Kähler cone defined by seven inequalities. In this region, all sub-bundles of \(V^{(1)}\) will have a negative slope. These can be slightly simplified into the statement that
the moduli \( a^i, i = 1, 2, 3 \), must satisfy at least one of the two inequalities

\[
\begin{align*}
(a^1 < a^2 \leq \sqrt{\frac{5}{2}} a^1 \quad \text{and} \quad a^3 < \frac{-(a^1)^2 - 3a^1 a^2 + (a^2)^2}{6a^1 - 6a^2}) \\
\left(\sqrt{\frac{5}{2}} a^1 < a^2 < 2a^1 \quad \text{and} \quad \frac{2(a^2)^2 - 5(a^1)^2}{30a^1 - 12a^2} < a^3 < \frac{-(a^1)^2 - 3a^1 a^2 + (a^2)^2}{6a^1 - 6a^2}\right)
\end{align*}
\]

(2.1.12)

The subspace \( \mathcal{K}^s \) satisfying (2.3.1) is a full-dimensional subcone of the Kähler cone \( \mathcal{K} \) defined in (2.1.5). It is a cone because the inequalities are homogeneous. In other words, only the angular part of the Kähler moduli (the \( b^i \)) are constrained, but not the overall volume. Hence, it is best displayed as a two-dimensional “star map” as seen by an observer at the origin. This is shown in Figure 2.1. For Kähler moduli restricted to this subcone, the four-dimensional low-energy theory in the observable sector is \( N = 1 \) supersymmetric.

Having discussed that our specific \( SU(4) \) holomorphic vector bundle preserves four-dimensional \( N = 1 \) supersymmetry, let us examine the physical content of the effective theory on \( M_4 \). To begin with, \( SU(4) \times Spin(10) \) is a maximal-rank subgroup of \( E_8 \). Hence,
$SU(4)$ breaks the $E_8$ group to

$$E_8 \rightarrow Spin(10) .$$  \hspace{1cm} (2.1.13)

However, to proceed further, one must break this $Spin(10)$ “grand unified” group down to the gauge group of the MSSM. This is accomplished by turning on two flat Wilson lines, each associated with a different $\mathbb{Z}_3$ factor of the $\mathbb{Z}_3 \times \mathbb{Z}_3$ holonomy of $X$. Doing this preserves the $N = 1$ supersymmetry of the effective theory, but breaks the observable gauge group down to

$$Spin(10) \rightarrow SU(3)_C \times SU(2)_L \times U(1)_Y \times U(1)_{B-L} .$$  \hspace{1cm} (2.1.14)

The mass scale associated with the Wilson lines can be approximately the same, or separated by up to one order of magnitude. Be that as it may, for energies below the lightest Wilson line mass, the particle spectrum of the $B-L$ MSSM is exactly that of the MSSM; that is, three families of quarks and leptons, including three right-handed neutrino chiral supermultiplets – one per family – and exactly one pair of Higgs-Higgs conjugate chiral superfields. There are no vector-like pairs of particles and no exotics of any kind. It follows from (2.1.14) however, that the gauge group is that of the MSSM plus an additional gauged $U(1)$ associated with the $B-L$ quantum numbers. The physics of this additional gauge symmetry – which is broken far above the electroweak scale – is discussed in detail in a number of papers [42–49] and is phenomenologically acceptable.

### 2.1.3 The Hidden Sector Bundle

In general, the hidden-sector vector bundle can have the generic form of a Whitney sum

$$V^{(2)} = V_N \oplus \mathcal{L} , \quad \mathcal{L} = \bigoplus_{r=1}^{R} L_r ,$$  \hspace{1cm} (2.1.15)

where $V_N$ is a slope-stable, non-abelian bundle and each $L_r, r = 1, \ldots, R,$ is a holomorphic line bundle with structure group $U(1)$. In this work we restrict our model to vector bundles
consisting of the Whitney sum of line bundles only; that is

$$V^{(2)} = \mathcal{L} = \bigoplus_{r=1}^{R} L_r.$$  (2.1.16)

Each line bundle $L_r$ is associated with a divisor of $X$ and is conventionally expressed as

$$L_r = \mathcal{O}_X(l_1^r, l_2^r, l_3^r),$$  (2.1.17)

where the $l_i^r$ are integers satisfying the condition

$$(l_1^r + l_2^r) \mod 3 = 0.$$  (2.1.18)

This additional constraint is imposed for these bundles to arise from $\mathbb{Z}_3 \times \mathbb{Z}_3$ equivariant line bundles on the covering space of $X$.

The structure group is $U(1)^R$, where each $U(1)$ factor has a specific embedding into the hidden sector $E_8$ gauge group. It follows from the definition that $\text{rank}(\mathcal{L}) = R$ that the first Chern class is

$$c_1(\mathcal{L}) = \sum_{r=1}^{R} c_1(L_r), \quad c_1(L_r) = \frac{1}{\sqrt[3]{1}} (l_1^r \omega_1 + l_2^r \omega_2 + l_3^r \omega_3).$$  (2.1.19)

Note that since $\mathcal{L}$ is a sum of holomorphic line bundles, $c_2(\mathcal{L}) = c_3(\mathcal{L}) = 0$. However, the relevant quantity for the hidden sector vacuum is the second Chern character defined in [39]. For $\mathcal{L}$ this becomes

$$\text{ch}_2(\mathcal{L}) = \sum_{r=1}^{R} \text{ch}_2(L_r).$$  (2.1.20)

Since $c_2(L_r) = 0$, it follows that

$$\text{ch}_2(L_r) = a_r c_1(L_r) \wedge c_1(L_r)$$  (2.1.21)
where
\[ a_r = \frac{1}{4} \text{Tr}_{E_8} Q_r^2 \]  
(2.1.22)

with \( Q_r \) the generator of the \( r \)-th \( U(1) \) factor embedded into the \( 248 \) adjoint representation of the hidden sector \( E_8 \), and the trace is taken over the \( 248 \) of \( E_8 \) (including a conventional factor of \( 1/30 \)).

In this section, following [29], we will further simplify the hidden sector vector bundle to consist of a single holomorphic line bundle \( L \) with structure group \( U(1) \subset E_8 \) only. We embed a single line bundle into an \( SU(2) \) subgroup of \( E_8 \), such that the low energy gauge group on the hidden sector is \( E_7 \times U(1) \). We obtain the \( E_7 \times U(1) \) subgroup after we break the 7th simple root of \( E_8 \). In this case, \( E_8 \) first breaks to the maximal \( E_7 \times SU(2) \) subgroup, and then the \( SU(2) \) is broken further to \( U(1) \).

Under \( E_8 \to E_7 \times SU(2) \), the \( 248 \) adjoint representation of \( E_8 \) decomposes as

\[ 248 = (1, 3) + (56, 2) + (133, 1). \]  
(2.1.23)

After breaking the \( SU(2) \) group further to \( S(U(1) \times U(1)) \sim U(1) \), the above \( 248 \) representation decomposes under \( E_7 \times U(1) \) as

\[ 248 = 1_2 + 1_0 + 1_{-2} + 56_1 + 56_{-1} + 133_0 . \]  
(2.1.24)

To find the \( E_8 \) connection which corresponds to this breaking pattern, we first build the \( SU(2) \) connection at the decomposable locus. At the decomposable locus, the structure group of the \( SU(2) \) bundle \( V_2 \) degenerates to \( SU(2) \to S(U(1) \times U(1)) \sim U(1) \). At this locus, we embed the \( U(1) \) line bundle into the \( SU(2) \) bundle \( V_2 \) by defining a group homomorphism

\[ U(1) \to S(U(1) \times U(1)) \subset SU(2) . \]  
(2.1.25)
This map is in this case given by

\[ e^{i\phi} \mapsto \begin{pmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{pmatrix}, \quad (2.1.26) \]

where \( \phi \) is the \( U(1) \) phase. This embedding indicates to us that the \( SU(2) \) bundle can be built from a \( U(1) \) line bundle \( L \) and its inverse alone, such that

\[ V_2 = L \oplus L^{-1}, \quad (2.1.27) \]

Equivalently, we can write the \( SU(2) \) connection in terms of the \( A_{U(1)} \) connection:

\[ A_{U(1)} \mapsto A_{SU(2)} = \begin{pmatrix} A_{U(1)} & 0 \\ 0 & -A_{U(1)} \end{pmatrix}. \quad (2.1.28) \]

The \( SU(2) \) connection can be embedded further into the \( E_8 \) connection. This \( E_8 \) connection commutes with the generators of \( E_7 \) on the hidden sector, as well as with itself and hence, it breaks the \( E_8 \) group to the \( E_7 \times U(1) \) low energy group. We derive the line bundle embedding into the \( E_8 \) from the decomposition (2.1.24), by reading the \( U(1) \) charges:

\[ A_{E_8} = A_{U(1)} \begin{pmatrix} 2 \\ 0 \\ -2 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \otimes \text{id}_{56} \times \text{id}_{133} = A_{U(1)}Q. \quad (2.1.29) \]

where \( Q \) is the particular \( U(1) \) generator which breaks \( E_8 \) to the low energy group.

For the explicit choice of embedding, we find the numerical constant

\[ a = \frac{1}{4} \text{Tr}_{E_8} Q^2 = 1, \quad (2.1.30) \]
where the trace $\text{Tr}$ includes a factor of $1/30$. This coefficient will enter several of the consistency conditions, such as the anomaly cancellation equation, required for an acceptable vacuum solution.

We note in passing that the four-dimensional effective theory associated with choosing this explicit embedding has gauge symmetry

$$H = E_7 \times U(1),$$

(2.1.31)

where the second factor is an “anomalous” $U(1)$. It is identical to the structure group of $L$ and arises in the low-energy theory since $U(1)$ commutes with itself. This will be discussed in detail in Section 2.4.

An important comment can be made about this bundle’s stability. To begin with, we note that for the explicit bundle construction shown above, $L$ and its inverse $L^{-1}$ are both sub-line bundles of the hidden sector $E_8$ gauge bundle. Since the connection of the hidden $E_8$ bundle vanishes, it can be poly-stable only iff

$$\mu(L) = \mu(L^{-1}) = 0.$$

(2.1.32)

The DUY theorem [50] states that the connection associated with this bundle, solves the HYM equation, and the solution is unique if $V$ is poly-stable.

Generically, however, this will not be the case. It follows from (2.1.11) and (2.1.19) that the slope of $L$ is proportional to its first Chern class $c_1(L) = \frac{1}{\sqrt{13}}(l_1\omega_1 + l_2\omega_2 + l_3\omega_3)$ and, hence, its slope does not vanish anywhere in Kähler moduli space. We will discuss the bundle stability condition on the hidden sector in Section 2.4, where we also provide an explicit solution.

### 2.1.4 Bulk Space Five-Branes

In addition to the holomorphic vector bundles on the observable and hidden orbifold planes, the bulk space between these planes can contain five-branes wrapped on two-cycles $C_2^{(n)}$, $n =$
1, . . . , N in X. Cohomologically, each such five-brane is described by the $(2, 2)$-form Poincaré dual to $C_2^{(n)}$, which we denote by $W^{(n)}$. Note that to preserve $N = 1$ supersymmetry in the four-dimensional theory, these curves must be holomorphic and, hence, each $W^{(n)}$ is an effective class. In the following, we present the formalism associated with an arbitrary number $N$ of such five-branes. Later, in Section 2.3, we will study a specific configuration, with a single five-brane. We denote its location in the bulk space by $z_1$, where $z_1 \in [0, 1]$. When convenient, we will re-express this five-brane location in terms of the parameter $\lambda = z_1 - \frac{1}{2}$, where $\lambda \in \left[-\frac{1}{2}, \frac{1}{2}\right]$.

### 2.1.5 Anomaly Cancellation

As discussed in [38, 51], anomaly cancellation in heterotic M-theory requires that

\[ \sum_{n=0}^{N+1} J^{(n)} = 0, \quad (2.1.33) \]

where

\[
J^{(0)} = -\frac{1}{16\pi^2} \left( \text{Tr}_{E_8} F^{(1)} \wedge F^{(1)} - \frac{1}{2} \text{Tr}_{SO(6)} R \wedge R \right)
\]

\[ J^{(n)} = W^{(n)}, \quad n = 1, \ldots, N, \]

\[ J^{(N+1)} = -\frac{1}{16\pi^2} \left( \text{Tr}_{E_8} F^{(2)} \wedge F^{(2)} - \frac{1}{2} \text{Tr}_{SO(6)} R \wedge R \right) \]

Note that the indices $n = 0$ and $n = N + 1$ denote the observable and hidden sector domain walls respectively, and not the location of a five-brane. Using the definitions of the associated Chern characters, the anomaly cancellation condition can be expressed as

\[ c_2(TX) - c_2(V^{(1)}) + \sum_{r=1}^{R} a_r c_1(L_r) \wedge c_1(L_r) - W = 0, \]

\[ (2.1.35) \]

where we have restricted the hidden sector bundle to be of the form (2.1.16) and $W = \sum_{n=1}^{N} W^{(n)}$ is the total five-brane class. For our particular compactification manifold and for our observable sector tangent bundle and gauge bundle of the $B - L$ MSSM given in [39],

37
we have that
\[ \frac{1}{v^{1/3}} \int_X \left( c_2(TX) - c_2(V^{(1)}) \right) \wedge \omega_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i. \]  
(2.1.36)

Furthermore, it follows from the properties of the Chern characters, and defining
\[ W_i = \frac{1}{v^{1/3}} \int_X W \wedge \omega_i, \]  
(2.1.37)

that the anomaly condition (2.1.35) can be expressed as
\[ W_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i + \sum_{r=1}^R a_r d_{ijk} l^j l^k \geq 0, \quad i = 1, 2, 3. \]  
(2.1.38)

The positivity constraint on \( W \) follows from the requirement that it be an effective class to preserve \( N = 1 \) supersymmetry.

Finally, it is useful to define the charges
\[ \beta_i^{(n)} = \frac{1}{v^{1/3}} \int_X J^{(n)} \wedge \omega_i, \quad i = 1, 2, 3. \]  
(2.1.39)

For example, when \( n = 0 \), it follows from (2.1.34), using results for the second Chern class of the observable sector gauge bundle given in [39] and the intersection numbers (2.1.3) and (2.1.4), we find that
\[ \beta_i^{(0)} = \left( \frac{2}{3}, -\frac{1}{3}, 4 \right)_i. \]  
(2.1.40)

The five-brane charges \( \beta_i^{(n)} \), \( n = 1, \ldots N \), satisfy the relation
\[ W_i = \sum_{n=1}^N \beta_i^{(n)}. \]  
(2.1.41)

Restricting this to a single hidden-sector line bundle \( L \) and a single bulk-space five-brane, the anomaly cancellation equation can be simplified and then rewritten in the form
\[ W_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i + a d_{ijk} l^j l^k \geq 0 \quad i = 1, 2, 3, \]  
(2.1.42)
where the coefficient $a$ is defined in (2.1.30). The positivity constraint on $W$ follows from the requirement that the five-brane wraps an effective class to preserve $N = 1$ supersymmetry.

### 2.1.6 Going from 11D to 5D - Reduction Constraint

In strongly coupled heterotic M-theory, there is a one-dimensional interval $S^1/\mathbb{Z}_2$ separating the observable and hidden orbifold planes. Denoting by $\rho$ an arbitrary reference radius of $S^1$, the reference length of this one-dimensional interval is given by $\pi\rho$. A real coordinate on this interval is written as $x^{11} \in [0, \pi\rho]$. As discussed the introduction as well as later in Section 2.1.7, arbitrary dimensionless functions on $M_4 \times S^1/\mathbb{Z}_2$ can be averaged over this interval, leading to moduli that are purely functions on $M_4$. Averaging the $b$ function in the five-dimensional metric, $\text{d}s^2_5 = \cdots + b^2(dx^{11})^2$, defines a four-dimensional modulus

$$\frac{\hat{R}}{2} = \langle b \rangle_{11}. \quad (2.1.43)$$

The physical length of this orbifold interval is then given by $\pi\rho\hat{R}$. It is convenient to define a new coordinate $z$ by $z = \frac{x^{11}}{\pi\rho}$, which runs over the interval $z \in [0, 1]$.

We now present the necessary condition for a consistent dimensional reduction on a Calabi–Yau threefold $X$ from the $d = 11$ Hořava–Witten orbifold to five-dimensional heterotic M-theory. For this reduction to be viable, the averaged Calabi–Yau radius must, when calculated using the eleven-dimensional M-theory metric, be sufficiently smaller than the physical length of the $S^1/\mathbb{Z}_2$ interval. That is, one must have

$$\frac{\pi\rho\hat{R}V^{-1/3}}{(vV)^{1/6}} > 1, \quad (2.1.44)$$

where the constant parameters $v$ and $\rho$ were introduced above and the moduli $V$ and $\hat{R}$ are defined in (2.1.8) and (2.1.43) respectively. The extra factor of $V^{-1/3}$ in the numerator arises because the $S^1/\mathbb{Z}_2$ interval length must be computed with respect to the eleven-dimensional metric. To see this, recall from [38] that the eleven-dimensional metric ansatz
for the reduction to five dimensions is given by

\[ ds^2_{11} = V^{-2/3} g_{\alpha\beta} dx^\alpha dx^\beta + g_{AB} dx^A dx^B , \]  

(2.1.45)

where \( g_{\alpha\beta} \) is the five-dimensional metric and \( g_{AB} \) is the metric of the Calabi–Yau threefold. Note that the factor of \( V^{-2/3} \) is chosen so that \( g_{\alpha\beta} \) is in the five-dimensional Einstein frame. To further reduce to four dimensions, one takes

\[ g_{\alpha\beta} dx^\alpha dx^\beta = \hat{R}^{-1} g_{\mu\nu} dx^\mu dx^\nu + \hat{R}^2 (dx^{11})^2 , \]  

(2.1.46)

where \( x^{11} \) runs from 0 to \( \pi \rho \) and \( g_{\mu\nu} \) is the four-dimensional Einstein frame metric. As measured by the five-dimensional metric, the \( S^1/\mathbb{Z}_2 \) orbifold interval has length \( \pi \rho \hat{R} \). However, if one wants to compare the scale of the orbifold interval with that of the Calabi–Yau threefold, one must use the eleven-dimensional metric. Substituting (2.1.46) into (2.1.45) and averaging the value of \( V \) over the orbifold interval, we find

\[ ds^2_{11} = V^{-2/3} \hat{R}^{-1} g_{\mu\nu} dx^\mu dx^\nu + V^{-2/3} \hat{R}^2 (dx^{11})^2 + g_{AB} dx^A dx^B . \]  

(2.1.47)

From this we see that, in eleven dimensions, the orbifold interval has length \( \pi \rho \hat{R} V^{-1/3} \), as used in (2.1.44). It is helpful to note that (2.1.44) can be written as

\[ \frac{\hat{R}}{\epsilon_R V^{1/2}} > 1 , \quad \text{where} \quad \epsilon_R = \frac{\nu^{1/6}}{\pi \rho} . \]  

(2.1.48)

### 2.1.7 Going from 5D to 4D: The Linearized Double Domain Wall

The five-dimensional effective theory of heterotic M-theory, obtained by reducing Hořava–Witten theory on the above Calabi–Yau threefold, admits a BPS double domain wall solution with five-branes in the bulk space [10,13,37,38,52,53]. This solution depends on the moduli \( V \) and \( b^i \) defined in the text, as well as the \( a, b \) functions of the five-dimensional
metric
\[
d s_5^2 = a^2 d x^\mu d x^\nu \eta_{\mu \nu} + b^2 (d x^{11})^2 ,
\]  
(2.1.49)
all of which are dependent on the five coordinates \( x^\alpha, \alpha = 0, \ldots, 3, 11 \) of \( M_4 \times S^1/\mathbb{Z}_2 \). The
detailed structure of the linearized double domain wall depends on the solution of three
non-linear equations discussed in [38]. These can be approximately solved by expanding to
linear order in the quantity \( \epsilon' S \beta_i^{(0)} (z - \frac{1}{2}) \), where we define \( z = x^{11}/\pi \rho \) with \( z \in [0, 1] \), \( \beta_i^{(0)} \)
is given in (2.1.40) and
\[
\epsilon'_S = \pi \epsilon_S , \quad \epsilon_S = \left( \frac{k_{11}}{4 \pi} \right)^{2/3} \frac{2 \pi \rho}{v^{2/3}} .
\]  
(2.1.50)
It is also convenient to express the moduli of the theory in terms of orbifold average func-
tions defined as follows. For an arbitrary dimensionless function \( f \) of the five \( M_4 \times S^1/\mathbb{Z}_2 \)
coordinates, define its average over the \( S^1/\mathbb{Z}_2 \) orbifold interval as
\[
\langle f \rangle^{11} = \frac{1}{\pi \rho} \int_0^{\pi \rho} d x^{11} f ,
\]  
(2.1.51)
where \( \rho \) is the reference length. Then \( \langle f \rangle^{11} \) is a function of the four coordinates \( x^\mu, \mu = 0, \ldots, 3 \) of \( M_4 \) only. The linearized solution is expressed in terms of orbifold average
functions
\[
V_0 = \langle V \rangle^{11} , \quad b_i^0 = \langle b^i \rangle^{11} , \quad \left( \frac{\hat{R}_0}{2} \right)^{-\frac{1}{2}} = \langle a \rangle^{11} , \quad \frac{\hat{R}_0}{2} = \langle b \rangle^{11} .
\]  
(2.1.52)
The fact that they are averaged is indicated by the subscript 0.

The solution to these linearized equations depends on the number of five-branes located
within the fifth-dimensional interval. Here, for simplicity, we will consider the vacuum
to contain a single five-brane, wrapped on a holomorphic curve, and located at the fifth-
dimensional coordinate \( z_1 \in [0, 1] \). It was then shown in [38] that the conditions for the
validity of the linear approximation then break into two parts. Written in terms of the
averaged moduli, these are

\[
2\epsilon_S \frac{\hat{R}_0}{V_0} \left| \beta_i^0(z - \frac{1}{2}) - \frac{1}{2} \beta_i^1(1 - z_1)^2 \right| \ll \left| d_{ijk} b_0^j b_0^k \right|, \quad z \in [0, z_1], \tag{2.1.53}
\]

and

\[
2\epsilon_S \frac{\hat{R}_0}{V_0} \left| (\beta_i^0 + \beta_i^1)(z - \frac{1}{2}) - \frac{1}{2} \beta_i^1 z_1^2 \right| \ll \left| d_{ijk} b_0^j b_0^k \right|, \quad z \in [z_1, 1]. \tag{2.1.54}
\]

When dimensionally reduced on this linearized BPS solution, the four-dimensional functions \(a_i^0, V_0, b_i^0\) and \(\hat{R}_0\) will become moduli of the \(D = 4\) effective heterotic M-theory. The geometric role of \(a_i^0\) and \(V_0, b_i^0\) will remain the same as above – now, however, for the averaged Calabi–Yau threefold. For example, the dimensionful volume of the averaged Calabi–Yau manifold will be given by \(vV_0\). The new dimensionless quantity \(\hat{R}_0\) will be the length modulus of the orbifold. The dimensionful length of \(S^1/\mathbb{Z}_2\) is given by \(\pi \rho \hat{R}_0\). Finally, since the remainder of this section will be within the context of the \(D = 4\) effective theory, we will, for simplicity, drop the subscript “0” on all moduli henceforth – as well as everywhere in the text of this thesis.

### 2.1.8 The \(D = 4\) \(E_8 \times E_8\) Effective Theory

When \(d = 5\) heterotic M-theory is dimensionally reduced to four dimensions on the linearized BPS double domain wall with five-branes, the result is an \(N = 1\) supersymmetric effective four-dimensional theory with (potentially spontaneously broken) \(E_8 \times E_8\) gauge group. The Lagrangian will break into two distinct parts. The first contains terms of order \(\kappa_{11}^{2/3}\) in the eleven-dimensional Planck constant \(\kappa_{11}\), while the second consists of terms of order \(\kappa_{11}^{4/3}\).

#### The \(\kappa_{11}^{2/3}\) Lagrangian

This Lagrangian is well-known and was presented in [10]. Here we revise only the relevant properties. In four dimensions, the moduli must be organized into the lowest components of chiral supermultiplets. Here, we need only consider the real part of these components.
Additionally, one specifies that these chiral multiplets have canonical Kähler potentials in the effective Lagrangian. The dilaton is simply given by

\[ S = V + i\sigma , \]  

(2.1.55)

such that

\[ \text{Re} \ S = V . \]  

(2.1.56)

Neither \( a^i \) nor \( b^i \) – defined in (2.1.6) and (2.1.9) respectively – have canonical kinetic energy. To obtain this, one must define the re-scaled moduli

\[ t^i = \tilde{R}b^i = \tilde{R}V^{-1/3}a^i , \]  

(2.1.57)

where we have used (2.1.9) in the text, and choose the complex Kähler moduli \( T^i \) so that

\[ T^i = t^i + 2i\chi^i \]  

(2.1.58)

Denote the real modulus specifying the location of the \( n \)-th five-brane in the bulk space by \( z_n = x_{11}^n / \pi \rho \) where \( n = 1, \ldots, N \). As with the Kähler moduli, it is necessary to define the fields

\[ Z_n = \beta^{(n)}_i t^i z_n + 2i\beta^{(n)}_i (-\eta^i \nu + \chi^i z) , \quad n = 1, \cdots, N . \]  

(2.1.59)

These rescaled \( Z_n \) five-brane moduli have canonical kinetic energy.

Note that the complex components of \( S, T^i \) and \( Z \) contain axionic scalars \( \sigma, \chi^i \) and \( \eta^i \), for \( i = 1, \ldots, h^{1,1} \), respectively.

Furthermore, to this order, the gauge kinetic functions \( f_1 \) and \( f_2 \) on the hidden and the observable sector, respectively, are equal,

\[ f_1 = f_2 = S . \]  

(2.1.60)
The $\kappa_{11}^{4/3}$ Lagrangian

The terms in the BPS double domain wall solution proportional to $\epsilon_S'$ lead to order $\kappa_{11}^{4/3}$ additions to the $D = 4$ Lagrangian. These have several effects. The simplest is that the five-brane location moduli now contributes to the definition of the dilaton. Specifically, following [11, 54] (see also [55] for the weakly coupled string result and [56] for a detailed derivation), the expressions for the complex scalar moduli fields, in the presence of five-branes, are

$$S = V + \frac{\epsilon_S'}{2} \sum_{n=1}^{N} \beta_i^{(n)} t^i z_n^2 + i \left[ \sigma + \epsilon_S' \sum_{n=1}^{N} \beta_i^{(n)} \chi^i z_n^2 \right],$$
$$T^i = t^i + 2i\chi^i, \quad i = 1, \ldots, h_{1,1},$$
$$Z_n = \beta_i^{(n)} t^i z_n + 2i\beta_i^{(n)}(-\bar{\eta}^i \nu_n + \chi^i z_n), \quad n = 1, \ldots, N.$$ (2.1.61)

These fields are the complex scalar components of the chiral superfields $\tilde{S} = (S, \psi_S, F_S)$, $\tilde{T}^i = (T^i, \psi_T^i, F_T^i)$, $\tilde{Z}_n = (Z_n, \psi_{Z_n}, F_{Z_n})$. The Kähler potentials associated with the moduli fields was presented in [11, 54]. In the restricted case, in which there is a single five-brane between the observable and the hidden sector at $z = 1/2 + \lambda$, such that $W_i = \beta_i^{(1)}$, these are

$$K_S = -\kappa_i^{-2} \ln \left( S + S - \frac{\epsilon_S'}{2} \frac{(Z + \bar{Z})^2}{W_i(T^i + \bar{T}^i)} \right),$$
$$K_T = -\kappa_i^{-2} \ln \left( \frac{1}{48} d_{ijk}(T^i + T^j)(T^j + T^k)(T^k + T^i) \right).$$ (2.1.62)

More profoundly, these $\kappa_{11}^{4/3}$ terms lead, first, to threshold corrections to the gauge kinetic functions, as computed to order $\kappa_{11}^{4/3}$ in [11,13].

$$f_1 = S - \frac{\epsilon_S'}{2} \left( \beta_i^{(N+1)} T^i + 2 \sum_{n=1}^{N} Z^{(n)} \right),$$
$$f_2 = S + \frac{\epsilon_S'}{2} \beta_i^{(N+1)} T^i.$$ (2.1.63)
2.1.9 Gauge Threshold Corrections

Written in terms of the fields $b^i$ defined in (2.1.9) and including five-branes in the bulk space, the gauge threshold corrections on the observable and hidden sector are given by

$$\frac{4\pi}{(g^{(1)})^2} \propto \text{Re}(f_1) = V \left( 1 + \epsilon'_S \frac{\hat{R}}{2V} \sum_{n=0}^{N} (1 - z_n)^2 b^i \beta_i^{(n)} \right)$$

(2.1.64)

and

$$\frac{4\pi}{(g^{(2)})^2} \propto \text{Re}(f_2) = V \left( 1 + \epsilon'_S \frac{\hat{R}}{2V} \sum_{n=1}^{N+1} z_n^2 b^i \beta_i^{(n)} \right)$$

(2.1.65)

respectively. The positive-definite constant of proportionality is identical for both gauge couplings and is not relevant to the present discussion. It is important to note that the effective parameter of the $\kappa_{11}^{2/3}$ expansion in (2.1.64) and (2.1.65), namely $\epsilon'_S \hat{R}/V$, is identical to the parameter appearing in (2.1.53) and (2.1.54) for the validity of the linearized approximation with a single five-brane. That is, the effective strong coupling parameter of the $\kappa_{11}^{2/3}$ expansion is given by

$$\epsilon_{eff} = \epsilon'_S \frac{\hat{R}}{V}.$$  

(2.1.66)

We point out that this is, up to a constant factor of order one, precisely the strong coupling parameter presented in equation (1.3) of [57].

Recall that $n = 0$ and $n = N + 1$ correspond to the observable and hidden sector domain walls – not to five-branes. Therefore, $z_0 = 0$ and $z_{N+1} = 1$. Using (2.1.34) and (2.1.39), one can evaluate the $\beta_i^{(n)}$ coefficients in terms of the the $a^i$, $i = 1, 2, 3$ Kähler moduli defined in (2.1.6). Rewrite the above expressions in terms of these moduli using (2.1.8), (2.1.9), (2.1.20), (2.1.21), and redefine the five-brane moduli to be

$$\lambda_n = z_n - \frac{1}{2}, \quad \lambda_n \in \left[ -\frac{1}{2}, \frac{1}{2} \right].$$  

(2.1.67)
Furthermore, choosing our hidden sector bundle to be that given in (2.1.16), we find that

\[
\frac{4\pi}{(g^{(1)})^2} \propto \frac{1}{6v} \int_X \omega \wedge \omega \wedge \omega - \epsilon_S \frac{\hat{R}}{2V^{1/3}} \frac{1}{v^{1/3}} \times \int_X \omega \wedge \left(-c_2(V^{(1)}) + \frac{1}{2}c_2(TX) - \sum_{n=1}^{N} (\frac{1}{2} - \lambda_n)^2 W^{(n)}\right)
\]

(2.1.68)

and

\[
\frac{4\pi}{(g^{(2)})^2} \propto \frac{1}{6v} \int_X \omega \wedge \omega \wedge \omega - \epsilon_S \frac{\hat{R}}{2V^{1/3}} \frac{1}{v^{1/3}} \times \int_X \omega \wedge \left(\sum_{r=1}^{R} a_r c_1(L_r) \wedge c_1(L_r) + \frac{1}{2}c_2(TX) - \sum_{n=1}^{N} (\frac{1}{2} + \lambda_n)^2 W^{(n)}\right)
\]

(2.1.69)

where \(a_r\) is given in (2.1.22). The first term on the right-hand side, that is, the volume \(V\) defined in (2.1.8), is the order \(\kappa_{11}^{2/3}\) result. The remaining terms are the \(\kappa_{11}^{4/3}\) M-theory corrections first presented in [13].

Consistency of the \(D = 4\) effective theory requires both \((g^{(1)})^2\) and \((g^{(2)})^2\) to be positive. It follows that the moduli of the four-dimensional theory are constrained to satisfy

\[
\frac{1}{v} \int_X \omega \wedge \omega \wedge \omega - 3\epsilon_S \frac{\hat{R}}{V^{1/3}} \frac{1}{v^{1/3}} \int_X \omega \wedge (-c_2(V^{(1)})
\]

\[+ \frac{1}{2}c_2(TX) - \sum_{n=1}^{N} (\frac{1}{2} - \lambda_n)^2 W^{(n)}) > 0 \]  \hspace{1cm} (2.1.70)

and

\[
\frac{1}{v} \int_X \omega \wedge \omega \wedge \omega - 3\epsilon_S \frac{\hat{R}}{V^{1/3}} \frac{1}{v^{1/3}} \int_X \omega \wedge (\sum_{r=1}^{R} a_r c_1(L_r) \wedge c_1(L_r)
\]

\[+ \frac{1}{2}c_2(TX) - \sum_{n=1}^{N} (\frac{1}{2} + \lambda_n)^2 W^{(n)}) > 0. \]  \hspace{1cm} (2.1.71)
One can use (2.1.3), (2.1.4), (2.1.6), (2.1.19) and (2.1.37) to rewrite these expressions as

\[ d_{ijk}a^ia^ja^k - 3\epsilon'_S \frac{\hat{R}}{V^{1/3}} \left( -\frac{8}{3}a^1 + \frac{5}{3}a^2 + 4a^3 \right) + 
\]
\[ + 2(a^1 + a^2) - \sum_{n=1}^N \left( \frac{1}{2} - \lambda_n \right)^2 a^i W_i^{(n)} \right) > 0 \]
(2.1.72)

and

\[ d_{ijk}a^ia^ja^k - 3\epsilon'_S \frac{\hat{R}}{V^{1/3}} \left( d_{ijk}a^i \sum_{r=1}^R a_r l_r^l k_r^l + 
\]
\[ + 2(a^1 + a^2) - \sum_{n=1}^N \left( \frac{1}{2} + \lambda_n \right)^2 a^i W_i^{(n)} \right) > 0 \]
(2.1.73)

respectively.

We now restrict those results to the case of a hidden-sector bundle constructed from a single line bundle \( L \) and a single five-brane located at \( \lambda = z_1 - \frac{1}{2} \in \left[ -\frac{1}{2}, \frac{1}{2} \right] \). The charges \( \beta_i^{(0)} \) and \( \beta_i^{(1)} \), and the constant coefficient \( \epsilon'_S \) are

\[ \beta_i^{(0)} = \left( \frac{2}{3}, -\frac{1}{3}, 4 \right)_i, \quad \beta_i^{(1)} = W_i, \]
(2.1.74)

and

\[ \epsilon'_S = \pi \epsilon_S, \quad \epsilon_S = \left( \frac{\kappa_{11}}{4\pi} \right)^{2/3} \frac{2\pi \rho}{v^{2/3}}. \]
(2.1.75)

The parameters \( v \) and \( \rho \) are defined above and \( \kappa_{11} \) is the eleven-dimensional Planck constant. Written in terms of the Kähler moduli \( a^i \) using (2.1.9), the constraints that \( (g^{(1)})^2 \) and \( (g^{(2)})^2 \) be positive definite are then given by

\[ d_{ijk}a^ia^ja^k - 3\epsilon'_S \frac{\hat{R}}{V^{1/3}} \left( -\frac{8}{3}a^1 + \frac{5}{3}a^2 + 4a^3 \right) + 
\]
\[ + 2(a^1 + a^2) - \left( \frac{1}{2} - \lambda \right)^2 a^i W_i > 0, \]
(2.1.76)
respectively. The Calabi–Yau volume modulus \( V \) is defined in terms of the \( a^i \) moduli in (2.1.8), and \( \hat{R} \) is the independent \( S^1/Z_2 \) length modulus defined in (2.1.43). Note that the coefficient \( a \) defined in (2.1.30) enters both expressions via the five-brane class \( W_i \) and independently occurs in the second term of (2.1.77).

### 2.2 Matching with Observations - Phenomenological Constraints

In the previous section, we explored the mathematical constraints required for the theory to be anomaly free with a hidden sector containing a single line bundle \( L \) and a single bulk space five-brane. Furthermore, the Kähler moduli space constraints were presented so that a specific \( SU(4) \) holomorphic vector bundle in the observable sector would be slope-stable and preserve \( N = 1 \) supersymmetry. Important phenomenological properties of the resultant effective theory were presented; specifically, that the low-energy gauge group, after turning on both \( Z_3 \) Wilson lines, is that of the Standard Model augmented by an additional gauge \( U(1)_{B-L} \) factor, and that the particle content of the effective theory is precisely that of the MSSM, with three right-handed neutrino chiral multiplets and a single Higgs-Higgs conjugate pair, and no exotic fields.

That being said, for the \( B - L \) MSSM to be completely realistic there are additional low-energy properties that it must possess. These are: 1) spontaneous breaking of the gauged \( B - L \) symmetry at a sufficiently high scale, 2) spontaneous breaking of electroweak symmetry with the measured values of the \( W^\pm \) and \( Z^0 \) masses, 3) the Higgs mass must agree with its measured value, and 4) all sparticle masses must exceed their current experimental lower bounds. In a series of papers [42, 45, 46], using generic soft supersymmetry
breaking terms added to the effective theory, scattering the initial values of their parameters statistically over various physically interesting regions and running all parameters of the effective theory to lower energy using an extensive renormalization group analysis, it was shown that there is a wide range of initial conditions that completely solve all of the required phenomenological constraints. These physically acceptable initial conditions are referred to as “viable black points”. More information about those physically viable sets of points can be found in the second part of this thesis, where the main topic is precisely the phenomenology of the B-L MSSM.

Relevant to this theory is the fact that for two distinct choices of the mass scales of the two $Z_3$ Wilson lines, the four gauge parameters associated with the $SU(3)_C \times SU(2)_L \times U(1)_Y \times U(1)_{B-L}$ group were shown to grand unify – albeit at different mass scales. Let us discuss these two choices in turn.

**Split Wilson Lines**

The first scenario involved choosing one of the Wilson lines to have a mass scale identical to the $Spin(10)$ breaking scale and to fine-tune the second Wilson line to have a somewhat lower scale, chosen to give exact gauge coupling unification. The region between the two Wilson line mass scales can exhibit either a “left-right” scenario or a Pati–Salam scenario depending on which Wilson line is chosen to be the lightest. We refer the reader to [44] for details. Here, to be specific, we will consider the “left-right” split Wilson line scenario. For a given choice of viable black point, the gauge couplings unify at a specific mass scale $M_U$ with a specific value for the unification parameter $\alpha_u$. It was shown in [42] that there were 53,512 phenomenologically viable black points. The results for $M_U$ and the associated gauge parameter $\alpha_u$ are plotted statistically over these viable black points in Figures 2.2 and 2.3 respectively. The average values for the unification scale and gauge parameter, $\langle M_U \rangle$ and $\langle \alpha_u \rangle$ respectively, are indicated.

The results presented in Figures 2.2 and 2.3 lead us to postulate two new “phenomeno-
Figure 2.2: A histogram of the unification scale for the 53,512 phenomenologically viable black points in the split Wilson line “left-right” unification scheme. The average unification scale is $\langle M_U \rangle = 3.15 \times 10^{16}$ GeV.

Figure 2.3: A histogram of the unification scale for the 53,512 viable black points in the split Wilson line “left-right” unification scheme. The average value of the unified gauge coupling is $\langle \alpha_u \rangle = 0.0498 = \frac{1}{20.08}$. 
logical” constraints on our $B−L$ MSSM vacuum. The first constraint is that

$$\langle M_U \rangle = 3.15 \times 10^{16} \text{ GeV} \equiv \frac{1}{\sqrt{V^{1/6}}} = \frac{1}{v^{1/6}V^{1/6}} .$$

(2.2.1)

To elucidate the second constraint, we must present the explicit expression for the $D = 4$ effective Lagrangian for the observable and hidden sector gauge field kinetic terms. This was calculated in [10,37,38] and, ignoring gravitation, was found to be

$$\mathcal{L} = \cdots - \frac{1}{16\pi \hat{\alpha}_{\text{GUT}}} (\text{Re} f_1 \text{Tr} E_8 F_1^{\mu \nu} F_1_{\mu \nu} + \text{Re} f_2 \text{Tr} E_8 F_2^{\mu \nu} F_2_{\mu \nu}) + \cdots$$

(2.2.2)

where $\hat{\alpha}_{\text{GUT}}$ is a parameter given by\textsuperscript{1}

$$\hat{\alpha}_{\text{GUT}} = \frac{\kappa^2_{11}}{v} \left( \frac{4\pi}{\kappa_{11}} \right)^{2/3} .$$

(2.2.3)

It then follows from Figure 2.3 and (2.2.2) that

$$\langle \alpha_u \rangle = \frac{1}{20.08} = \frac{\hat{\alpha}_{\text{GUT}}}{\text{Re} f_1} .$$

(2.2.4)

Furthermore, from the dimensionality reduction, we know that

$$\kappa^2_4 = \frac{8\pi}{M_P^2} = \frac{\kappa^2_{11}}{v2\pi \rho} ,$$

(2.2.5)

where $\kappa_4$ and $M_P = 1.221 \times 10^{19}$ GeV are the four-dimensional Newton’s constant and Planck mass respectively. It then follows that

$$\rho = \left( \frac{\hat{\alpha}_{\text{GUT}}}{8\pi^2} \right)^{3/2} v^{1/2} M_P^2 .$$

(2.2.6)

\textsuperscript{1}As discussed in [58], the expression for $\hat{\alpha}_{\text{GUT}}$ presented here is two times larger than the result given in [10,37,38].
Finally, using these relations, the expression for $\epsilon'_S$ in (2.1.75) can be rewritten as

$$
\epsilon'_S = \frac{2\pi^2 \rho^{4/3}}{v^{1/3} M_{P}^{2/3}}.
$$

(2.2.7)

That is, using the physical values of the constants $M_U$ and $\alpha_u$ determined in this section, one can determine all constant parameters of the theory — that is, $v$, $\hat{\alpha}_{GUT}$, $\rho$, $\epsilon'_S$ and $\epsilon_R$, at any given fixed point $(a^1, a^2, a^3)$ inside the Kähler moduli space.

**Simultaneous Wilson lines**

In the previous subsection, we presented the phenomenological constraints for the “left-right” split Wilson line scenario. Here, we will again discuss the two phenomenological constraints, but this time in the scenario where the mass scales of the two Wilson lines and the “unification” scale are approximately degenerate. Although somewhat less precise than the split Wilson line scenario, this “simultaneous” Wilson line scenario is more natural in the sense that less fine-tuning is required. We refer the reader to [42] for details. In this new scenario, we continue to use the previous mass scale $\langle M_U \rangle = 3.15 \times 10^{16}$ GeV as the $SO(10)$ “unification” scale — since its mass is set by the scale of the gauge bundle — even though when the Wilson lines are approximately degenerate the low-energy gauge couplings no longer unify there. Rather, they are split at that scale by individual “threshold” effects. Since the full $B - L$ MSSM low energy theory now exists at $\langle M_U \rangle$, we will assume that soft supersymmetry breaking also occurs at that scale. As shown in [42], we find that 44,884 valid black points satisfy all low-energy physical requirements — including the correct Higgs mass. Rather than statistical plots over the set of all phenomenological black points, as we did in Figures 2.2 and 2.3 for the previous scenario, here we present a single figure showing the running of the inverse $\alpha$ parameters for the $SU(3)_C$, $SU(2)_L$, $U(1)_{3R}$ and $U(1)'_{B-L}$ gauge couplings. This is presented in Figure 2.4. Note that in the analysis of Figure 2.4, we use the $U(1)_{3R}$ gauge group instead of $U(1)_Y$ and $U(1)'_{B-L}$ instead of $U(1)_{B-L}$, which is a minor redefinition of the $B - L$ charges, since this simplifies the renormalization group analysis. However, the averages over their gauge thresholds differ only minimally from the
basis used here. Furthermore, we will augment the results of Figure 2.4 with a more detailed
discussion below which uses our standard basis.

As discussed in the previous paragraph, the first constraint in this new scenario is
identical to constraint (2.2.1) above. That is,

\[ \langle M_U \rangle = 3.15 \times 10^{16} \text{ GeV} \equiv \frac{1}{\sqrt{V^{1/6}}} = \frac{1}{v^{1/6}V^{1/6}} . \]  

(2.2.8)

To elucidate the second phenomenological constraint in this scenario, however, requires
further analysis. First note from Figure 2.4, which is computed for a single initial valid
black point, that at \( \langle M_U \rangle \) the values of the \( \alpha \) parameters for each of the four gauge couplings
are given by

\[ \alpha_3(\langle M_U \rangle) = 0.0377 , \quad \alpha_2(\langle M_U \rangle) = 0.0377 , \quad \alpha_3R(\langle M_U \rangle) = 0.0433 , \quad \alpha_{BL'}(\langle M_U \rangle) = 0.0360 , \]  

(2.2.9)  

(2.2.10)
respectively. Taking the average over these parameters, we find that for that specific valid black point,

$$\alpha_{avg}^u = \frac{1}{25.87}. \quad (2.2.11)$$

However, to get a more generic value for the average $\langle \alpha_u \rangle$ at the unification scale $\langle M_U \rangle$, one can either: 1) repeat the same analysis as in Figure 2.4, statistically calculating over all valid black points and finding the average of the results, or 2) use the following technique, which is unique to a string theory analysis. Since our observable sector comes from an $E_8 \times E_8$ heterotic string theory in ten dimensions, we will use the second analysis for simplicity.

To do this, we note that, at the string tree level, the gauge couplings are expected to grand unify to a single parameter $g_{\text{string}}$ at a “string unification” scale

$$M_{\text{string}} = g_{\text{string}} \times 5.27 \times 10^{17} \text{ GeV}. \quad (2.2.12)$$

The string coupling parameter $g_{\text{string}}$ is set by the value of the dilaton, and is typically of $O(1)$. A common value in the literature, see for example [59–61], is $g_{\text{string}} = 0.7$ which, for specificity, we will use henceforth. Therefore, we take $\alpha_{\text{string}}$ and the string unification scale to be

$$\alpha_{\text{string}} = \frac{g_{\text{string}}^2}{4\pi} = 0.0389, \quad M_{\text{string}} = 3.69 \times 10^{17} \text{ GeV}, \quad (2.2.13)$$

respectively. Note that $M_{\text{string}}$ is approximately an order of magnitude larger than $\langle M_U \rangle$. Below $M_{\text{string}}$, however, the couplings evolve according to the renormalization group equations of $B - L$ MSSM effective field theory. This adds another scaling regime, $\langle M_U \rangle \to M_{\text{string}}$, to those discussed previously. The effective field theory in this regime remains that of the $B - L$ MSSM, with the same renormalization group factors as between the $B - L$ breaking scale and $\langle M_U \rangle$. However, the gauge coupling renormalization group equations are now altered to

$$4\pi \alpha_a^{-1}(p) = 4\pi \alpha_{\text{string}}^{-1} - b_a \ln \left( \frac{p^2}{M_{\text{string}}^2} \right), \quad (2.2.14)$$

where the index $a$ runs over $SU(3), SU(2), 3R, B - L$, the coefficients $b_a$ are given in [46].
and, for simplicity, we have ignored the “string threshold” corrections calculated in [42].

Note that the one-loop running gauge couplings do not unify exactly at $\langle M_U \rangle$. Rather, they are “split” by dimensionless threshold effects. Using (2.2.13) and taking $p^2 = \langle M_U \rangle^2$, one can evaluate the $\alpha_a$ parameter for each of the four gauge couplings at the scale $\langle M_U \rangle$. We find that

$$\alpha_{SU(3)}(\langle M_U \rangle) = 0.0430, \quad \alpha_{SU(2)}(\langle M_U \rangle) = 0.0383, \quad (2.2.15)$$

$$\alpha_{3R}(\langle M_U \rangle) = 0.0351, \quad \alpha_{B-L}(\langle M_U \rangle) = 0.0356, \quad (2.2.16)$$

and, hence, the average “unification” parameter at $\langle M_U \rangle$ is given by

$$\langle \alpha_u \rangle = \frac{1}{26.46}. \quad (2.2.17)$$

It follows that for the “simultaneous” Wilson line scenario, the second phenomenological constraint is altered to become

$$\langle \alpha_u \rangle = \frac{1}{26.46} = \frac{\hat{\alpha}_{GUT}}{\text{Re} f_1}. \quad (2.2.18)$$

As with the “left-right” Wilson line scenario in the previous subsection, given the values for $v$ and $\hat{\alpha}_{GUT}$ from (2.2.8) and (2.2.18), one can then compute the parameters $\rho$, $\epsilon'_S$ and $\epsilon_R$ using (2.2.6), (2.2.7) and (2.1.48) respectively.

### 2.3 Solving the $B - L$ MSSM Vacuum Constraints

In this section, we will present a simultaneous solution to all of the $B - L$ MSSM vacuum constraints listed above. We briefly review them since they impose important constraints on the physically allowed region of Kähler and $\tilde{R}$ moduli space. We study a specific configuration, with a single five-brane. We denote its location in the bulk space by $z$, where $z \in [0,1]$. When convenient, we will re-express this five-brane location in terms of the parameter $\lambda = z - \frac{1}{2}$, where $\lambda \in [-\frac{1}{2}, \frac{1}{2}]$. 
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1. In order to preserve $N = 1$ supersymmetry in the four-dimensional effective theory, the $SU(4)$ bundle must be both slope-stable and have vanishing slope [25, 34]. As proven in detail in [25], the $SU(4)$ bundle in the observable sector of the $B - L$ MSSM is slope-stable, and, hence, admits a connection that satisfies the Hermitian Yang–Mills (HYM) equations, in the regions of the positive Kähler cone defined by

$$ a^1 < a^2 \leq \sqrt{\frac{5}{2}} a^1 \quad \text{and} \quad a^3 < \frac{-(a^1)^2 - 3a^1a^2 + (a^2)^2}{6a^1 - 6a^2}$$

or

$$ \left( \sqrt{\frac{5}{2}} a^1 < a^2 < 2a^1 \quad \text{and} \quad \frac{2(a^2)^2 - 5(a^1)^2}{30a^1 - 12a^2} < a^3 < \frac{-(a^1)^2 - 3a^1a^2 + (a^2)^2}{6a^1 - 6a^2} \right).$$

(2.3.1)

2. The four-dimensional effective theory is derived by first compactifying on a Calabi–Yau threefold to give a five-dimensional theory, and then reducing further on the $S^1/Z_2$ interval. For this to be consistent, we require that the length of the interval is sufficiently large compared to the average Calabi–Yau radius. This condition takes the form

$$ \frac{\pi \rho RV^{-1/3}}{(vV)^{1/6}} > 1. \quad (2.3.2)$$

3. The reduction on the orbifold interval from 5D to 4D uses a linearized approximation to the five-dimensional BPS solution of heterotic M-theory.

$$ 2\epsilon' \frac{\hat{R}}{V^{1/3}} \left| (\beta_i^{(0)}(z - \frac{1}{2}) - \frac{1}{2} W_i(\frac{1}{2} - \lambda)^2 \right| \ll \left| d_{ijk} a^j a^k \right|, \quad z \in [0, \lambda + \frac{1}{2}], \quad (2.3.3) $$

$$ 2\epsilon' \frac{\hat{R}}{V^{1/3}} \left| (\beta_i^{(0)} + W_i)(z - \frac{1}{2}) - \frac{1}{2} W_i(\frac{1}{2} + \lambda)^2 \right| \ll \left| d_{ijk} a^j a^k \right|, \quad z \in [\lambda + \frac{1}{2}, 1]. \quad (2.3.4) $$

4. The squares of the “unified” gauge couplings in both the observable and hidden sectors must be positive-definite. As shown in the previous section, these conditions can be written as

$$ d_{ijk} a^j a^k + 3 \epsilon' \frac{\hat{R}}{V^{1/3}} \left( \frac{2}{3} a^1 - \frac{1}{3} a^2 + 4a^3 + \frac{1}{2} - \lambda \right)^2 W_i a^i > 0, \quad (2.3.5)$$
\[ d_{ijk}a^i a^j a^k - 3 \frac{\epsilon^i S R}{V^{1/3}} \left( \frac{2}{3} a^1 - \frac{1}{3} a^2 + 4a^3 + (1 - (\frac{1}{2} + \lambda)^2)W_i a^i \right) > 0 , \]  

(2.3.6)

where \( z = \frac{1}{2} + \lambda \) gives the position of the five-brane in the interval.

5. We want our top-down model to give reasonable four-dimensional physics, which leads to a number of “phenomenological” constraints. One such constraint is that the \( \text{Spin}(10) \) grand unification scale, \( \langle M_U \rangle \), and the associated unified gauge coupling in the observable sector, \( \langle \alpha_u \rangle = \langle g^{(1)} \rangle^2 / 4\pi \), be consistent with phenomenologically acceptable values for these quantities. As discussed in the previous section, reasonable choices for these quantities are

\[ \langle M_U \rangle = 3.15 \times 10^{16} \text{ GeV} , \quad \langle \alpha_u \rangle = \frac{1}{20.08} . \]  

(2.3.7)

for the split Wilson lines scenario, and

\[ \langle M_U \rangle = 3.15 \times 10^{16} \text{ GeV} , \quad \langle \alpha_u \rangle = \frac{1}{26.46} . \]  

(2.3.8)

in the simultaneous Wilson lines scenario.

The slope-stability condition for the \( SU(4) \) observable sector gauge bundle is independent of the choice of the hidden-sector gauge bundle and any bulk-space five-branes. However, the remaining constraints depend strongly upon the specific choice of the line bundle \( L \) in the hidden sector, its exact embedding in the hidden sector \( E_8 \) gauge group, and, finally, on the location \( \lambda \) and the effective class of the five-brane in the \( S^1 / \mathbb{Z}_2 \) interval.

We propose the following line bundle \( L \) as a solution for all these constraints

\[ L = \mathcal{O}_X(2, 1, 3) . \]  

(2.3.9)

The reason why a line bundle with these divisor values is an appealing choice will be explained later. Note that each entry is an integer and that \( l^1 = 2 \) and \( l^2 = 1 \) satisfy the
equivariance condition (2.1.18), as they must. The reason for this choice of line bundle, and the presentation of several other line bundles that lead to acceptable results, will be discussed below. Generically, there are numerous distinct embeddings of a given arbitrary line bundle into an $E_8$ gauge group, each with its commutant subgroup. For concreteness, we choose the particular embedding of $L = \mathcal{O}_X(2, 1, 3)$ into $E_8$ discussed in Section 2.1.3, for which $a = 1$. For this line bundle choice, using eq. (2.1.42) we find that

$$W_i = (9, 17, 0) |_{i \geq 0} \text{ for each } i = 1, 2, 3 . \quad (2.3.10)$$

Hence, the anomaly cancellation condition is satisfied and the five brane class is effective, preserving supersymmetry.

### 2.3.1 Moduli Scaling: Simplified Gauge Parameter Constraints

Before presenting solutions to the rest of the constraints shown above, we observe the following important fact. The form of those constraints remains invariant under the scaling

$$a^i \to \mu a^i , \quad \epsilon_S' \hat{R} \to \mu^3 \epsilon_S' \hat{R} , \quad (2.3.11)$$

where $\mu$ is any positive real number. It follows that the coefficient $\epsilon_S' \hat{R}/V^{1/3}$ in front of the $\kappa_{11}^{4/3}$ terms in each of the two constraint equations can be set to unity by choosing the appropriate constant $\mu$; that is

$$\epsilon_S' \frac{\hat{R}}{V^{1/3}} \to 1 . \quad (2.3.12)$$

We will refer to this choice of $\epsilon_S' \hat{R}/V^{1/3} = 1$ as the “unity” gauge.

This scaling invariance property is obvious for the $SU(4)$ slope-stability condition discussed above, but can be verified for all the other conditions enumerated above. For example, under the $a^i \to \mu a^i$ scaling, the gauge coupling positivity constraints (2.3.6) simplify to

$$d_{ijk}a^i a^j a^k - 3\left(-\frac{8}{3}a^1 + \frac{5}{3}a^2 + 4a^3\right) + 2(a^1 + a^2) - \left(\frac{1}{2} - \lambda\right)^2 a^i W_i > 0 , \quad (2.3.13)$$
and
\[ d_{ijk}a^ia^ja^k - 3(a d_{ijk}a^il_jl_k + 2(a^1 + a^2) - (\frac{1}{2} + \lambda)^2a^i W_i) > 0. \]  

(2.3.14)

For the explicit choice of line bundle \( L = O_X(2,1,3) \), these constraints become
\[ (a^1)^2a^2 + a^1(a^2)^2 + 6a^1a^2a^3 + 2a^1 - a^2 + 12a^3 + 
+ 3\left(\frac{1}{2} - \lambda\right)^2(9a^1 + 17a^2) > 0 \]

(2.3.15)

and
\[ (a^1)^2a^2 + a^1(a^2)^2 + 6a^1a^2a^3 - 29a^1 - 50a^2 - 12a^3 + 
+ 3\left(\frac{1}{2} + \lambda\right)^2(9a^1 + 17a^2) > 0. \]

(2.3.16)

We will also explicitly fix the location of the bulk space five-brane by choosing its location parameter \( \lambda \). As can be seen in (2.3.16), the condition \( (g^{(2)})^2 > 0 \) is most easily satisfied when the value of \( \lambda \) is as large as possible; that is, for the five-brane to be near the hidden wall. For concreteness, we will take
\[ \lambda = 0.49. \]

(2.3.17)

Note that we do not simply set \( \lambda = \frac{1}{2} \), to avoid unwanted “small instanton” transitions of the hidden sector [62]; that is, to keep the five-brane as an independent entity.

2.3.2 Solution Space

Let us first discuss the physical constraints. We demand that at every point in the region of Kähler moduli space, all parameters of the theory are adjusted so that \( \langle M_U \rangle \) and \( \langle \alpha_u \rangle \) are fixed at the physical values presented in Section 2.2 – that is, the unification scale is always set to \( \langle M_U \rangle = 3.15 \times 10^{16} \) GeV, whereas for \( SO(10) \) breaking with split Wilson lines, \( \langle \alpha_u \rangle = 1/20.08 \), while for \( SO(10) \) breaking with simultaneous Wilson lines \( \langle \alpha_u \rangle = 1/26.46 \). It follows from the physical constraint equations (2.3.7), and (2.2.4) and (2.2.18) that the
values of $v$ and $\hat{\alpha}_{\text{GUT}}$ – and, hence, the remaining parameters $\rho$, $\epsilon'_S$ and $\epsilon_R$ – can be always be chosen so as to obtain the required values of $\langle M_U \rangle$ and $\langle \alpha_u \rangle$. To make this explicit, one can invert constraint equations (2.3.7), (2.2.4) and (2.2.18) so as to express $v$ and $\hat{\alpha}_{\text{GUT}}$ explicitly as functions of $\langle M_U \rangle$, $\langle \alpha_u \rangle$ and the Kähler moduli. That is, expression (2.3.7) can be inverted to give

$$v = \frac{1}{\langle M_U \rangle^6 V}, \quad (2.3.18)$$

while (2.2.4) and (2.2.18) give

$$\hat{\alpha}_{\text{GUT}} = \frac{1}{\langle \alpha_u \rangle \text{Re} f_1}. \quad (2.3.19)$$

Inserting these expressions into (2.2.6), (2.2.7) and (2.1.48), one obtains the following expressions for $\rho$, $\epsilon'_S$ and $\epsilon_R$ respectively. We find that

$$\rho = \left( \frac{\langle \alpha_u \rangle}{16\pi^2} \right)^{3/2} \frac{M_p^2 \langle \text{Re} f_1 \rangle^{3/2}}{\langle M_U \rangle^3 V^{1/2}} \quad (2.3.20)$$

and

$$\epsilon'_S = \frac{\langle \alpha_u \rangle^2}{128\pi^2} \frac{M_p^2 \langle \text{Re} f_1 \rangle^2}{\langle M_U \rangle^2 V^{1/2}}, \quad \epsilon_R = \frac{64\pi^2}{\langle \alpha_u \rangle^{3/2}} \frac{\langle M_U \rangle^2}{M_p^2} \frac{V^{1/3}}{\langle \text{Re} f_1 \rangle^{3/2}}. \quad (2.3.21)$$

Therefore, these parameters can be calculated at any point $(a^1, a^2, a^3)$ in the moduli space.

Next, we discuss the dimensional reduction constraint. We require that (2.1.44) be valid; that is, the length of the $S^1/Z_2$ orbifold interval should be larger than the average Calabi–Yau radius

$$\frac{\pi \rho \tilde{R} V^{-1/3}}{(v V)^{1/6}} > 1. \quad (2.3.22)$$

This condition can be verified for any $(a^1, a^2, a^3)$ point in the Kähler moduli space, using the parameter expressions given above. Also, note that in "unity gauge",

$$\tilde{R} = \frac{V^{1/3}}{\epsilon'_S}. \quad (2.3.23)$$

It is possible to use "unity gauge", because equation (2.3.22), as well as all the “vacuum”
constraints enumerated above, remain invariant under the scaling

\[ a^i \rightarrow \mu a^i \, , \quad \epsilon_S' \hat{R} \rightarrow \mu^3 \epsilon_S' \hat{R} \, , \quad (2.3.24) \]

where \( \mu > 0 \). It follows from this that if any point \( \{a^i\} \) so will any point \( \{\mu a^i\} \). Do any of these “scaled” moduli carry new information concerning both the reduction and the physical constraints? The answer to this is no, as we will now demonstrate.

Let us pick any point \( \{a^i\} \) assume that the values of the parameters at that point are given by \( v, \hat{\alpha}_{GUT}, \rho \) and \( \epsilon'_S \) obtained from expressions (2.5.69), (2.3.19), (2.3.20) and (2.3.21) respectively evaluated at this point. We now want to determine how each of these parameters changes under the \( \mu \) scaling given in (2.3.24). To do this, one can again use the same equations (2.5.69), (2.3.19), (2.3.20) and (2.3.21), but now scaling the original point as in (2.3.24). To do this, we must know the scaling behavior of both \( V \) and \( \text{Re} f_1 \) respectively. It follows from (2.1.8) that \( V \rightarrow \mu^3 V \). However, to obtain the scaling behavior of \( \text{Re} f_1 \), one must go back to (2.1.77) and recall that the terms in \( \text{Re} f_1 \) linear in the Kähler moduli are, generically, multiplied by the factor \( \epsilon'_S \hat{R}/V^{1/3} \), which scales as \( \mu^2 \). Hence, it follows from (2.3.24) that under \( \mu \) scaling \( \text{Re} f_1 \rightarrow \mu^3 \text{Re} f_1 \). Using these results, we find that

\[ v \rightarrow \mu^{-3} v \, , \quad \hat{\alpha}_{GUT} \rightarrow \mu^3 \hat{\alpha}_{GUT} \, , \quad \rho \rightarrow \mu^3 \rho \, , \quad (2.3.25) \]
\[ \epsilon'_S \rightarrow \mu^5 \epsilon'_S \, , \quad \epsilon_R \rightarrow \mu^{-7/2} \epsilon_R \, , \quad (2.3.26) \]

as well as \( \epsilon'_S \hat{R} \rightarrow \mu^3 \epsilon'_S \hat{R} \) and

\[ \hat{R} \rightarrow \mu^{-2} \hat{R} \, . \quad (2.3.27) \]

It is now straightforward to insert these results into the expression for the ratio of the orbifold interval length/average Calabi–Yau radius. We find that the scaling of the individual parameters and moduli exactly cancel. That is, under the scaling given in (2.3.24) and (2.3.26)

\[ \frac{\pi \rho \hat{R} V^{-1/3}}{(v V)^{1/6}} \rightarrow \frac{\pi \rho \hat{R} V^{-1/3}}{(v V)^{1/6}} \, . \quad (2.3.28) \]
Figure 2.5: The region of Kähler moduli space where the $SU(4)$ slope-stability conditions, the anomaly cancellation constraint and the positive squared gauge coupling constraint are satisfied, in addition to the dimensional reduction and the phenomenological constraints. The results are valid for a hidden sector line bundle $L = \mathcal{O}_X(2,1,3)$ with $a = 1$ and for a single five-brane located at $\lambda = 0.49$. We study both cases of split Wilson lines, with $\langle \alpha_u \rangle = \frac{1}{20.08}$, and simultaneous Wilson lines with $\langle \alpha_u \rangle = \frac{1}{26.46}$. Note that reducing the size of $\langle \alpha_u \rangle$ increases the space of solutions.

We conclude from this that the $\mu$-scaled point $\{\mu a^i\}$ of any point $\{a^i\}$ is subject to the same “vacuum” and “phenomenological” constraints.

With this insight, we will be able to find the subspace of that region of Kähler moduli space in which the vacuum constraints are satisfied. We will relax, however, the constraints shown in (2.3.3) and (2.3.4) that control the accuracy of the linearized approximation to the five-dimensional BPS solution. Scanning over all points $\{a^i\}$ in the Kähler cone, we find, of course, two such regions – one corresponding to the “split” Wilson line scenario and a second corresponding to the “simultaneous” Wilson line scenario. These regions are shown as the orange subspaces of Figure 2.5 (a) and (b) respectively.

One can go further and, by scanning over the brown subspace associated with each Wilson line scenario, find the numerical range of the ratio $\frac{\pi \rho R V^{-1/3}}{\langle vV \rangle^{1/6}}$ in each case. We find
that

\[ 1 \lesssim \frac{\pi \rho \hat{R} V^{-1/3}}{(v V)^{1/6}} \lesssim 17.4 \]  

(2.3.29)

for the split Wilson line scenario and

\[ 1 \lesssim \frac{\pi \rho \hat{R} V^{-1/3}}{(v V)^{1/6}} \lesssim 19.8 \]  

(2.3.30)

for the simultaneous Wilson lines.

### 2.4 The Hidden Sector - Slope Stability, Supersymmetry, Matter Content

Thus far, we have found the region of Kähler moduli space in which the \( SU(4) \) bundle is slope-stable with vanishing slope, the five-brane class is effective, the squares of both gauge couplings are positive, the length of the orbifold is larger than the characteristic length scale of the Calabi–Yau threefold and the vacuum is consistent with both the mass scale and gauge coupling of \( SO(10) \) grand unification in the observable sector.

Importantly, however, we must satisfy two remaining conditions. First, it is necessary that the gauge connection associated with the hidden sector line bundle solves the Hermitian Yang–Mills (HYM) equations [50,63] and, second, that the line bundle is such that the low-energy effective theory admits an \( N = 1 \) supersymmetric vacuum. We will now analyze both of these remaining constraints. To carry out these analyses, it is first necessary to introduce the Fayet–Iliopoulos term associated with the hidden sector \( U(1) \) gauge group and to discuss the \( \kappa_{4/3}^{11} \) correction to both the Fayet–Iliopoulos term and to the slope.

#### 2.4.1 The anomalous \( U(1) \)

In the previous section, we have shown that line the bundle \( L \) and its embedding into \( E_8 \) are chosen such that the 4D low energy group is \( E_7 \times U(1) \). In particular, the low-energy \( U(1) \) structure group leads to an anomalous gauge 3-point function. As it is well-
known, in string theory this anomaly can be removed by the Green-Schwarz mechanism [64]. The associated $U(1)$ structure group of $L$ is then referred to as an “anomalous” $U(1)$ and has several important properties. The most relevant for the present analysis is the fact that the Green-Schwarz mechanism induces an inhomogenous transformation in both the dilaton, the Kähler moduli, and the five-brane modulus discussed above, even though they are uncharged under $U(1)$. The Green-Schwarz mechanism for an anomalous $U(1)$ and the resulting inhomogenous transformations for the dilaton, Kähler moduli and five-brane modulus are shown in Appendix A. Here we simply state the results. We found that under an infinitesimal anomalous $U(1)$ gauge transformation, the scalar parts of these moduli transform as

\[
\delta_\theta S = -2i\pi \epsilon_\mathbf{S} \epsilon_\mathbf{R} \left( \frac{1}{2} \beta_{(2)}^i + W_i \theta \right) \theta \equiv k_S \theta,
\]

\[
\delta_\theta T^i = -2i\epsilon \epsilon_\mathbf{S} \epsilon_\mathbf{R} \theta \equiv k_T^i \theta , \quad i = 1, \ldots, h^{1,1},
\]

\[
\delta_\theta Z = -2i\epsilon \epsilon_\mathbf{S} \epsilon_\mathbf{R} \theta \equiv k_Z \theta .
\]

where $\theta$ is an infinitesimal parameter.

We note in passing, that the hidden sector low energy effective theory contains matter chiral superfields $(C_L, \psi_L)$ whose fermions $\psi_L$ are associated with the zero-modes of the 6D Dirac operator. These can be determined, for example, using the Euler characteristic of powers of the associated bundle, as discussed in [65]. We will explicitly compute these modes in Section 2.4.4, for our specific line bundle hidden sector. Unlike the moduli superfields, these matter superfields generically transform homogeneously under both the $E_7$ and $U(1)$ subfactors of the low energy gauge group. For example, the scalar fields $C_L$, with $Q_L$ charge under the $U(1)$ charges by $Q^L$. That is, under an infinitesimal $U(1)$ gauge transformation

\[
\delta_\theta C^L = -iQ^L C^L \theta \equiv k^L_C \theta , \quad L = 1, \ldots, \mathcal{N},
\]

Finally, as presented in [11,38], the Kähler potential associated with the matter superfields
is given by

\[ K_{\text{matter}} = e^{\kappa^2 K_T/3} \mathcal{G}_{L\bar{M}} C^L \bar{C}^{\bar{M}}, \tag{2.4.3} \]

where \( \mathcal{G}_{L\bar{M}} \) is an unspecified, generically moduli dependent, Hermitian matrix on the \( H^1 \) cohomologies associated with the \( C^L \) matter fields in the hidden sector. In this analysis, we will, for simplicity, assume that \( \mathcal{G}_{L\bar{M}} \) is a constant matrix.

The explicit vectors \( k_S \), \( k_T^i \), \( k_Z \) and \( k_{C}^L \), defined by the transformations above, that is

\[ k_S = -2i\pi a \epsilon^{2} \epsilon^{2} e_{R}^{2} \left( \frac{1}{2} \beta_{i}^{(2)} l^{i} + W_{i} l^{i} z^{2} \right), \]
\[ k_T^i = -2i a \epsilon^{2} \epsilon_{R}^{2} l^{i}, \]
\[ k_Z = -2i a \epsilon^{2} \epsilon_{R}^{2} W_{i} l^{i} z, \]
\[ k_{C}^L = -i Q^L C^L \]

can be shown to be the Killing vectors on the space of all moduli and the matter chiral superfields.

2.4.2 \( D = 4 \) Effective Lagrangian and the Anomalous \( U(1) \) Mass

Before proceeding to the discussion of \( N = 1 \) supersymmetry, it will be useful to present the \( D = 4 \) effective theory for the hidden sector and to explicitly compute the anomalous mass of the \( U(1) \) gauge boson. We present the results for a generic hidden sector line bundle \( L = \mathcal{O}_X(l^1, l^2, l^3) \) with an arbitrary embedding into the hidden sector \( E_8 \). However, we conclude this subsection by computing the anomalous mass associated with the specific line bundle \( L = \mathcal{O}_X(2, 1, 3) \) embedded into \( E_8 \) as in (2.1.26) with \( a = 1 \).
$D = 4$ Effective Lagrangian

Following the conventions of [11, 66], the relevant terms in the four-dimensional effective action for the hidden sector of the strongly coupled heterotic string are

$$L \supset -g_{\overline{S}S} D_\mu S \overline{D}^\mu \overline{S} - g_{T^i \overline{T}^j} D_\mu T^i \overline{D}^\mu \overline{T}^j - g_{Z \overline{Z}} D_\mu Z \overline{D}^\mu \overline{Z} - g_{C^L \overline{C}^M} D_\mu C^L \overline{D}^\mu \overline{C}^M$$

$$+ ( - g_{ST^i} D_\mu S \overline{D}^\mu T^i - g_{SZ} D_\mu S \overline{D}^\mu Z - g_{C^L \overline{C}^M} D_\mu T^i \overline{D}^\mu \overline{C}^L - g_{ZT^i} D_\mu Z \overline{D}^\mu \overline{T}^i + h.c) \quad (2.4.5)$$

where $C^L$ denote the scalar components of the charged zero-mode chiral superfields, generically with different $U(1)$ charges $Q^L$ discussed in the previous subsection, $F_{2\mu \nu}$ is the hidden sector four-dimensional $U(1)$ field strength. The Kähler metrics $g_{\overline{S}S} = \partial S \partial \overline{S} K$, $g_{T^i \overline{T}^j} = \partial T^i \partial \overline{T}^j K$, $g_{C^L \overline{C}^M} = \partial C^L \partial \overline{C}^M K$, etc. are defined in terms of the Kähler potential for $S, T^i, Z$ and $C^L$ fields

$$K = K_S + K_T + K_{\text{matter}} , \quad (2.4.6)$$

where $K_S, K_T$ and $K_{\text{matter}}$ were given in (2.1.62) and (2.4.3). As we will see below, the exact form of $g_{C^L \overline{C}^M}$ is not important in this analysis, whereas the exact form of $g_{ij} \equiv g_{T^i \overline{T}^j}$ will be essential in the calculation of the anomalous $U(1)$ vector superfield mass. An explicit calculation of $g_{ij}$ is presented in Appendix C. The covariant derivatives for the scalar components

$$D_\mu S = \partial_\mu S - A_\mu k_S ,$$

$$D_\mu T^i = \partial_\mu T^i - A_\mu k_T^i , \quad i = 1, \ldots, h^{1,1} ,$$

$$D_\mu Z = \partial_\mu Z - A_\mu k_Z ,$$

$$D_\mu C^L = \partial_\mu C^L - A_\mu k_C^L , \quad (2.4.7)$$

are defined to ensure that the kinetic terms are invariant under the anomalous $U(1)$ transformations.

Also note that we have written the kinetic term for the hidden sector gauge field as a
trace over $U(1)$ instead of $E_8$, so that $\text{Tr} \, E_8 F_{2\mu}F_{2\nu} = 4a \, F_{2\mu}F_{2\nu}$. The final term in (2.4.5) is the potential energy, where $D_{U(1)}$ is proportional to the solution of the auxiliary D-field equation of motion and is given by

$$D_{U(1)} = ik_S \frac{\partial K}{\partial S} + ik_T^i \frac{\partial K}{\partial T^i} + ik_Z \frac{\partial K}{\partial Z} + ik_C^L \frac{\partial K}{\partial C^L} \cdots \quad (2.4.8)$$

Therefore, using the Killing vector expressions from (2.4.4), we find that

$$D_{U(1)} = -\frac{aeS\epsilon^2R}{2\kappa^2R V^{2/3}} \left( \mu(L) + \pi \epsilon S \hat{R} \left( \beta^{(2)}_i + z^2 W_i \right) l^i \right) + G_{LM} e^{\kappa R V^{2/3}} \left( 1 + \frac{aeS\epsilon^2R}{12Q^L R V^{2/3}} \mu(L) \right) Q^L C^L \bar{C}^M \quad (2.4.9)$$

In the above expression,

$$\mu(L) = \frac{1}{\text{rank}(L)V^{2/3}} \int_X c_1(L) \wedge \omega \wedge \omega = d_{ijk}l^ia^ja^k \quad (2.4.10)$$

is the tree-level expression for the slope of the line bundle $L$ and we have defined the metric

$$G_{LM} = G_{LM} e^{\kappa R V^{2/3}} \left( 1 + \frac{aeS\epsilon^2R}{12Q^L R V^{2/3}} \mu(L) \right) \quad (2.4.11)$$

The complex scalar fields $C^L$ enter the expression for $D_{U(1)}$ since they transform linearly under $U(1)$ with charge $Q^L$.

For the vacuum to be $N = 1$ supersymmetric, it is necessary that the vacuum expectation values of the fields $S, T^i, Z$ and $C^L$ satisfy the D-flatness condition

$$V = V_D = 0 \quad \Rightarrow \quad \langle D_{U(1)} \rangle = 0 \quad (2.4.12)$$

At this point, it is useful to define the so-called Fayet-Iliopoulos (FI) term within our present
context. The FI term is defined to be

$$FI = i(k_S \frac{\partial K}{\partial S}) + i(k_T \frac{\partial K}{\partial T}) + i(k_Z \frac{\partial K}{\partial Z})$$

$$= -\frac{\alpha \epsilon S \epsilon^2 \hat{R}}{2 \kappa_4^2 V^{2/3} \hat{R}} \left( \mu(L) + \frac{\pi \epsilon S \hat{R}}{V^{1/3}} \left( \beta_i^{(2)} + W_i z^2 \right) t^i \right), \quad (2.4.13)$$

that is, the part of $D_{U(1)}$ that is independent of the matter fields $C^L$. The reader should be aware that we dropped the VEV bracket notation for brevity. Note that the moduli-dependent parameters from the expression for the FI term, such as $V$ and $\hat{R}$, have fixed values inside the vacuum we have just described. The string one-loop corrected Fayet–Iliopoulos (FI) term was also computed in [67], within the context of the weakly coupled heterotic string, and in [54,68] for a specific embedding of $U(1)_r$ into $E_8$ in strongly coupled heterotic $M$-theory. In conclusion, $N = 1$ supersymmetry is preserved in the hidden sector iff

$$D_{U(1)} = FI + Q^L \langle G_{LM} C^L \bar{C}^M \rangle = 0. \quad (2.4.14)$$

The D-term stabilization condition above defines two types of vacua:

- With vanishing FI term, $FI= 0$. In this case, the $C^L$ matter fields do not need to obtain non-zero VEVs $\langle C^L \rangle = 0$;

- With non-vanishing FI term, $FI \neq 0$. In this case, the $C^L$ matter fields must obtain non-zero VEVs $\langle C^L \rangle \neq 0$ to cancel the FI term, assuming they have charges $Q_L$ with the right sign to allow such a cancellation.

We will continue our discussion about these two types of vacua in Section 2.4.5, within a specific context.

A Fayet–Iliopoulos Term and the $\kappa_4^{4/3}$ Slope Correction

The value of the FI term, whether it is vanishing or non-vanishing, will play an important role below in categorizing specific vacua. Given its importance in our analysis, let us now discuss this term in more detail, and how it appeared in literature in more general contexts.
In the heterotic standard model vacuum, the observable sector vector bundle $V^{(1)}$ has structure group $SU(4)$. Hence, it does not lead to an anomalous $U(1)$ gauge factor in the observable sector of the low energy theory. However, the hidden sector structure group can contain such abelian subgroups. Let us consider again the general case, in which the hidden sector bundle $V^{(2)} = \bigoplus_{r=1}^{R} L_r$ consists of a sum of line bundles with the additional structure group $U(1)^R$. Each $U(1)$ factor leads to an anomalous $U(1)$ gauge group in the four-dimensional effective field theory of the hidden sector and, hence, an associated FI-term. Let $L_r$ be any one of the irreducible line bundles of $V^{(2)}$. Comparing various results in the literature with our above results, it is straightforward to show that to order $\kappa_{11}^{4/3}$ the one-loop corrected FI-term for $L_r$ in the strongly coupled heterotic string is

$$FI_r = \frac{a_r \varepsilon'(S)}{2} \frac{1}{\kappa_4^2} \left( \frac{R}{V^{2/3}} \right) \int_X c_1(L_r) \wedge \left( \sum_{n=1}^{N} \varepsilon_n^2 J^{(n)} \right), \quad (2.4.15)$$

where $a_r$ is a group-theoretical coefficient, defined in (2.1.22), determined by how the $U(1)$ structure group of $L_r$ embeds in $E_8$, and $\mu(L_r)$ is given in (2.1.11). We note that the $\kappa_{11}^{2/3}$ part of this expression is identical to that derived in [54]. Insert (2.1.34) and, following the conventions of [55, 67], redefine the five-brane moduli as in (2.1.67). Furthermore, choosing our hidden sector bundle to be the sum of line bundles $L = \bigoplus_{r=1}^{R} L_r$, $L_r = \mathcal{O}_X(l_1^r, l_2^r, l_3^r)$, we find that the FI-term becomes

$$FI_r = \frac{a_r \varepsilon'(S)}{2} \frac{1}{\kappa_4^2} \frac{R}{V^{2/3}} \left( \mu(L_r) - \varepsilon'(S) \frac{R}{V^{1/3}} \int_X c_1(L_r) \wedge \left( \sum_{s=1}^{R} a_s c_1(L_s) \wedge c_1(L_s) + \frac{1}{2} c_2(TX) - \sum_{n=1}^{N} \varepsilon_n^2 J^{(n)} \right) \right), \quad (2.4.16)$$

The first term on the right-hand side, that is, the slope of $L_r$, is the order $\kappa_{11}^{2/3}$ result. The remaining terms are the $\kappa_{11}^{4/3}$ M-theory corrections first presented in [13]. Note that the dimensionless parameter $\varepsilon'(S) \frac{R}{V^{1/3}}$ of the $\kappa_{11}^{4/3}$ term is identical to the expansion coefficient of the linearized solution – when expressed in terms of the $a^i$ moduli. Finally, recalling definition (2.1.11) of the slope, using (2.1.3), (2.1.4), (2.1.6), (2.1.19), (2.1.37) and the
properties of the second Chern character, it follows that for each $L_r$ the associated Fayet–Iliopoulos factor $FI_r$ in (2.4.16) can be written as

$$FI_r = \frac{a_r \epsilon S^2_{\hat{R}}}{2} \frac{1}{RV^{2/3}} \left( d_{ijk} l_i^r a^i a^k - \epsilon'_S \frac{\hat{R}}{V^{1/3}} \right) \left( d_{ijk} l_i^r \sum_{s=1}^R a_s l_j^s l_k^s + l_i^r (2, 2, 0) |_i - \sum_{n=1}^N \left( \frac{1}{2} + \lambda_n \right)^2 l_i^r W_i^{(n)} \right), \quad (2.4.17)$$

Returning to our chosen configuration, it follows from (2.4.17) that the Fayet–Iliopoulos term associated with a generic single line bundle $L = \mathcal{O}_X(l^1, l^2, l^3)$, embedded in the hidden $E_8$ such that $a = 1$, and a single five-brane located at $\lambda \in [-1/2, 1/2]$ is given in “unity” gauge $\epsilon_S \hat{R}/V^{1/3} = 1$ by

$$FI = \frac{a \epsilon S^2_{\hat{R}}}{2} \frac{1}{RV^{2/3}} \left( d_{ijk} l_i^r a^i a^k - \mu d_{ijk} l_i^r l_j^r l_k^r - l_i^r (2, 2, 0) |_i + \left( \frac{1}{2} + \lambda \right)^2 l_i^r W_i \right), \quad (2.4.18)$$

with the volume modulus $V$ and $W_i$ presented in (2.1.8) and (2.1.42) respectively and $\hat{R}$ defined in (2.1.43).

We can use the “unity gauge” in which $\epsilon_S \hat{R}/V^{1/3} = 1$, because under the scaling $a^i \rightarrow \mu a^i$, the FI term remains invariant, as can be checked using the results given in (2.3.26).

It is important to note – using (2.1.3), (2.1.11) and (2.1.19) – that the “classical” slope of the line bundle $L = \mathcal{O}_X(l^1, l^2, l^3)$ is given by

$$\mu(L) = d_{ijk} l_i^r a^i a^k , \quad (2.4.19)$$

that is, the first term in the bracket of (2.4.18). It follows that the remaining terms in the bracket, specifically

$$-d_{ijk} l_i^r l_j^r l_k^r - l_i^r (2, 2, 0) |_i + \left( \frac{1}{2} + \lambda \right)^2 l_i^r W_i , \quad (2.4.20)$$

are the strong coupling $\kappa_{11}^{A/3}$ corrections to the slope of $L$. For the remainder of this calculation, we will take the slope of the line bundle $L = \mathcal{O}_X(l^1, l^2, l^3)$ to be the $\kappa_{11}^{A/3}$, genus-one

Note that this is not the same as the scaling factor $\mu$ of the previous section. From here onwards, $\mu$ will denote the slope.
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corrected expression

\[
\mu(L) = d_{ijk} l^i a^j a^k - d_{ijk} l^i l^j l^k - l^i (2, 2, 0)|_i + \left(\frac{1}{2} + \lambda \right)^2 l^i W_i .
\] (2.4.21)

The Anomalous U(1) Mass

As is commonly known, a U(1) symmetry that appears in both the internal and four-dimensional gauge groups is generically anomalous [67, 69–71]. Hence, there must be a Green–Schwarz mechanism in the original heterotic M-theory that will cancel this anomaly in the effective field theory. Importantly, however, in addition to canceling this anomaly, the Green–Schwarz mechanism will give a mass for the U(1) vector superfield [64]. The way this mechanism works was reproduced in Appendix B. Here we will apply the conclusions of Appendix B to the specific field content of our theory.

We mentioned previously that the value of the FI term characterizes two sets of vacua, with very different properties, depending on if the FI is zero or not. Assuming that the D-term stabilization condition sets FI = 0, then one U(1) \(N = 1\) supervector multiplet becomes massive, with components

\[(\phi, A_\mu, \Psi).
\] (2.4.22)

To linear order in \(\epsilon_S\), the scalar component of this massive gauge vector supermultiplet is given by

\[
\phi = \frac{1}{8\sqrt{\pi}} \epsilon_S \left(\beta_i^{(2)} + W_i z^2\right) l^i \delta V + \kappa^2 g_{ij} T^i j \delta t^i + O(\epsilon_S^2) ,
\] (2.4.23)

which represents a linear combination of the moduli scalar perturbations \(\delta V\) and \(\delta t^i\) around the D-flat vacuum defined by \(\langle D_{U(1)} \rangle = \text{FI} = 0\). On the other hand, the corresponding linear combination of moduli axions,

\[
\eta = \frac{1}{8\sqrt{\pi}} \epsilon_S \left(\beta_i^{(2)} + W_i z^2\right) l^i \sigma + 2 \kappa^2 g_{ij} T^i j \chi^i + O(\epsilon_S^2) ,
\] (2.4.24)

forms the longitudinal degree of freedom of the massive \(U(1)\) vector boson \(A_\mu\). Specifically,
it is absorbed by redefining the gauge field as

\[ A'_\mu = A_\mu - \frac{\partial_\mu \eta}{\sqrt{\langle g_{BC}k_Bk_C \rangle}}. \]  

(2.4.25)

Note that, for simplicity, we have dropped the VEV bracket notation from these final expressions for all moduli-dependent quantities. We will continue to do this in every final result throughout the rest of this work. Note that at order \( \epsilon^2_S \), the five brane axion and the five-brane scalar perturbation \( \delta z \) enter the definitions of \( \phi \) and \( \eta \) as well.

Similarly, the fermion \( \psi_1^\xi \) is a linear combination of the fermionic parts of the chiral moduli multiplets. Using the expressions for the Killing fields \( k_S, k^i_T, k_Z \) given in (2.4.4) and for the moduli space metrics presented in Appendix C, now restricted to \( i, j = 1, 2, 3 \), we find that

\[ \psi_1^\xi = \frac{1}{4\pi \tau} \epsilon_S \left( \beta_i^{(2)} + W_i z^2 \right) t^i \psi_S + \kappa_2^2 g^{T \bar{I}}_i \psi_T + \mathcal{O}(\epsilon_S^2). \]  

(2.4.26)

As discussed in Appendix B, \( \psi_1^\xi \) combines with the U(1) gaugino \( \lambda \) to form a massive Dirac fermion

\[ \Psi = \left( \frac{\lambda^\dagger_i}{\langle g_2 \rangle} \psi_1^\xi \right). \]  

(2.4.27)

Since \( N = 1 \) supersymmetry is protected by the D-flatness condition, the masses of vector supermultiplet components, \( \phi, A_\mu \), and \( \Psi \) are all identical. Once again, using the results of the Appendix B, and the metrics given in Appendix C, we find that the squared mass of this vector superfield can be expressed as

\[ m_A^2 = \frac{\pi \hat{\alpha}_{GUT}}{a \text{Re} f_2} \frac{\epsilon_S^2 \epsilon_R^2}{8V^2} \left[ g^{T \bar{I}}_i t^i \tilde{\psi} + \frac{\pi \epsilon_S^2}{8V^2} \left( \beta_i^{(2)} t^i - W_i t^i z^2 \right)^2 \right]. \]  

(2.4.28)

Using the \( g_{ij} \) metric expression given in Appendix C, we get for \( m_A^2 \) of the form

\[ m_A^2 = \frac{4\pi \hat{\alpha}_{GUT}}{a \text{Re} f_2} \frac{\epsilon_S^2 \epsilon_R^2}{8V^2} \left( \frac{1}{8V^{4/3} \mu(L)^2} - \frac{1}{2V^{1/3}} d_{ijk} t^i \tilde{a}^k + \frac{\pi \epsilon_S^2}{8V^2} \left( \beta_i^{(2)} t^i - W_i t^i z^2 \right)^2 \right), \]  

(2.4.29)
which is valid for a generic line bundle \( L = \mathcal{O}_X(l^1, l^2, l^3) \) embedded arbitrarily into the hidden sector \( E_8 \).

### 2.4.3 Slope-Stability of the Hidden Sector Bundle \( L = \mathcal{O}_X(2, 1, 3) \)

Although any line bundle \( L \) is automatically slope-stable, since it has no sub-bundles, in order for its gauge connection to “embed” into the hidden sector \( E_8 \) gauge connection it is necessary to extend the bundle to \( L \oplus L^{-1} \), as discussed in subsection 2.1.3. However, even though the connection associated with the bundle \( L \oplus L^{-1} \) can, in principle, embed properly into the 248 gauge connection of the hidden sector \( E_8 \), it remains necessary to show that \( L \oplus L^{-1} \) is “slope-stable”; that is, that its associated connection satisfies the Hermitian Yang–Mills equations. More properly stated, since \( L \oplus L^{-1} \) is the Whitney sum of two line bundles, it was shown in [50, 63] that it will admit a connection that uniquely satisfies the Hermitian Yang–Mills equations if and only if it is “polystable”; that is, if and only if

\[
\mu(L) = \mu(L^{-1}) = \mu(L \oplus L^{-1}) .
\]  

(2.4.30)

Since \( \mu(L \oplus L^{-1}) \) must vanish by construction, it follows that \( L \oplus L^{-1} \) is polystable if and only if \( \mu(L) = 0 \).

Let us now consider the specific line bundle \( L = \mathcal{O}_X(2, 1, 3) \) embedded into \( SU(2) \subset E_8 \) as in subsection 2.1.3, with coefficient \( a = 1 \), and take \( \lambda = 0.49 \). It follows from (2.4.21) that the associated genus-one corrected slope is

\[
\mu(L) = \frac{1}{3}(a^1)^2 + \frac{2}{3}(a^2)^2 + 8a^1 a^2 + 4a^2 a^3 + 2a^1 a^3 - 13.35 .
\]  

(2.4.31)

Hence, this specific hidden sector bundle will be slope polystable – and, therefore, admit a gauge connection satisfying the corrected Hermitian Yang–Mills equations – if and only if the Kähler moduli \( a^i, i = 1, 2, 3 \) satisfy the condition that

\[
\frac{1}{3}(a^1)^2 + \frac{2}{3}(a^2)^2 + 8a^1 a^2 + 4a^2 a^3 + 2a^1 a^3 - 13.35 = 0 .
\]  

(2.4.32)
Figure 2.6: The surface in Kähler moduli space where the genus-one corrected slope of the hidden sector line bundle $L = \mathcal{O}_X(2, 1, 3)$ vanishes.

The region of Kähler moduli space satisfying this condition is the two-dimensional surface displayed in Figure 2.6.

Recall that for hidden sector line bundle $L = \mathcal{O}_X(2, 1, 3)$ with $a = 1$ and a single five-brane located at $\lambda = 0.49$, the region of Kähler moduli space satisfying all previous constraints – that is, the $SU(4)$ slope-stability conditions, the anomaly cancellation constraint, the positive squared gauge coupling constraints, in addition to the dimensional reduction and the phenomenological constraints – are shown as the orange regions in Figure 2.5 (a) and (b), for the split Wilson lines and the simultaneous Wilson line scenarios respectively. It follows that the intersection of the orange regions of Figure 2.5 (a) and (b) with the two-dimensional surface in Figure 2.6 will further constrain our theory so that the hidden sector gauge connection satisfies the corrected Hermitian Yang–Mills equations – as it must. The regions of intersection are displayed graphically in Figure 2.7. We emphasize that although the brown regions of Figure 2.5 (a) and (b) overlap in this region of Kähler moduli space, each point in their overlap region has a somewhat different set of parameters associated with it. Hence, in discussing a point in the magenta region of Figure 2.7, for example, it is
Figure 2.7: The magenta region shows the intersection between the orange regions of Figure 2.5 (a) and (b) and the two-dimensional cyan surface in Figure 2.6. Therefore, the magenta region represents the sub-region of the vanishing, genus-one corrected slope surface, each point of which satisfies all the necessary constraints discussed in Section 2.2. The size of the magenta region is the same for both the split and simultaneous Wilson lines scenarios. However, the values of the coupling parameters differ slightly for these two cases, at any point in this intersection subspace.

necessary to state whether it is arising from the split Wilson line or simultaneous Wilson line scenario.

As we did previously for the orange regions presented in Figure 2.5 (a) and (b), it is of interest to scan over the magenta subspace of Figure 2.7 to find the numerical range of the ratio \( \frac{\pi \rho \hat{R} V^{-1/3}}{(vV)^{1/6}} \). We find that

\[
6.4 \lesssim \frac{\pi \rho \hat{R} V^{-1/3}}{(vV)^{1/6}} \lesssim 12.9 \tag{2.4.33}
\]

for the split Wilson line scenario and

\[
7.3 \lesssim \frac{\pi \rho \hat{R} V^{-1/3}}{(vV)^{1/6}} \lesssim 14.7 \tag{2.4.34}
\]
for simultaneous Wilson lines. In fact, one can go further and present a histogram of the percentage versus the ratio $\pi \rho R V^{-1/3} (\omega V)^{1/6}$ for each scenario. These histograms are shown in Figure 2.8 (a) and (b) for the split Wilson line and simultaneous Wilson line scenarios respectively.

Before proceeding to the discussion of $N = 1$ supersymmetry in the $D = 4$ effective theory, it will be useful to present the formalism for computing the low-energy matter spectrum associated with a given hidden sector line bundle. We do this in the next subsection, displaying the formalism and low energy spectrum within the context of the line bundle $L = O_X(2, 1, 3)$ for specificity.

### 2.4.4 The Hidden Sector Matter Spectrum of the $D = 4$ Effective Theory

Having found the explicit sub-region of Kähler moduli space that satisfies all required constraints for the $L = O_X(2, 1, 3)$ line bundle, in this subsection, we will discuss the computation of the vector and chiral matter content of the $D = 4$ low-energy theory of the
hidden sector. Generically, the low-energy matter content depends on the precise hidden
sector line bundle under consideration, as well as its embedding into $E_8$. In this subsection,
we again choose the line bundle to be $L = \mathcal{O}_X(2, 1, 3)$, embedded into $E_8$ as in (2.1.26) with
$a = 1$. However, the formalism presented applies to any line bundle with any embedding
into $E_8$. The commutant of the $U(1)$ structure group of our specific embedding is $U(1) \times E_7$.
As discussed in Section 2.1.3, the $248$ decomposes under $U(1) \times E_7$ as

$$248 \rightarrow (0, 133) \oplus ((1, 56) \oplus (-1, 56)) \oplus ((2, 1) \oplus (0, 1) \oplus (-2, 1)).$$

The $(0, 133)$ corresponds to the adjoint representation of $E_7$, while the $(\pm 1, 56)$ give rise
to chiral matter superfields with $\pm 1$ $U(1)$ charges transforming in the $56$ representation of
$E_7$ in four dimensions. The $(\pm 2, 1)$ are $E_7$ singlet chiral superfields fields with charges $\pm 2$
under $U(1)$. Finally, the $(0, 1)$ gives the one-dimensional adjoint representation of the $U(1)$
gauge group. The embedding of the line bundle is such that fields with $U(1)$ charge $-1$ are
counted by $H^*(X, L)$, charge $-2$ fields are counted by $H^*(X, L^2)$ and so on.\(^3\)

The low-energy massless spectrum can be determined by examining the chiral fermionic
zero-modes of the Dirac operators for the various representations in the decomposition of
the $248$. Generically, the Euler characteristic $\chi(\mathcal{F})$ counts $n_R - n_L$, where $n_R$ and $n_L$
are the number of right- and left-chiral zero-modes respectively transforming under the
representation associated with the bundle $\mathcal{F}$. With the notable exception of $\mathcal{F} = \mathcal{O}_X$,
which is discussed below, paired right-chiral and left-chiral zero-modes are assumed to form
a massive Dirac fermion and are integrated out of the low-energy theory. Therefore, it is
precisely the difference of the number of right-chiral fermions minus the left-chiral fermions,
counted by the Euler characteristic $\chi$, that give the massless zero-modes of the $D = 4$
theory. On a Calabi–Yau threefold $X$, $\chi(\mathcal{F})$ can be computed by the Atiyah–Singer index
theorem as

$$\chi(\mathcal{F}) = \sum_{i=0}^{3} (-1)^i h^i(X, \mathcal{F}) = \int_X \text{ch}(\mathcal{F}) \wedge \text{Td}(X),$$

\(^3\)This is due to the form of the gauge transformation of the matter fields. This was chosen so as to agree
with [54, 72].
\[ U(1) \times E_7 \times \text{Cohomology} \quad \text{Index } \chi \]

|\( (0, 133) \)| \(H^*(X, \mathcal{O}_X)\) | 0 |
|---|
|\( (0, 1) \)| \(H^*(X, \mathcal{O}_X)\) | 0 |
|\( (-1, 56) \)| \(H^*(X, L)\) | 8 |
|\( (1, 56) \)| \(H^*(X, L^{-1})\) | -8 |
|\( (-2, 1) \)| \(H^*(X, L^2)\) | 58 |
|\( (2, 1) \)| \(H^*(X, L^{-2})\) | -58 |

**Table 2.1:** The chiral spectrum for the hidden sector \( U(1) \times E_7 \) with a single line bundle \( L = \mathcal{O}_X(2, 1, 3) \). The Euler characteristic (or index) \( \chi \) gives the difference between the number of right- and left-chiral fermionic zero-modes transforming in the given representation. We denote the line bundle dual to \( L \) by \( L^{-1} \) and the trivial bundle \( L^0 \) by \( \mathcal{O}_X \).

where \( h^i \) are the dimensions of the \( i \)-th cohomology group, \( \text{ch}(\mathcal{F}) \) is the Chern character of \( \mathcal{F} \), and \( \text{Td}(X) \) is the Todd class of the tangent bundle of \( X \). When \( \mathcal{F} = L = \mathcal{O}_X(l^1, l^2, l^3) \) is a line bundle, this simplifies to

\[
\chi(L) = \frac{1}{3}(l^1 + l^2) + \frac{1}{6}d_{ijk}l^i l^j l^k .
\] (2.4.37)

Unlike the case of an \( SU(N) \) bundle, when \( L \) is a line bundle with non-vanishing first Chern class, \( \chi \) can receive contributions from all four \( h^i \), \( i = 0, 1, 2, 3 \). For example, \( h^1(X, L) + h^3(X, L) \) then counts the number of (left-handed) chiral multiplets while \( h^0(X, L) + h^2(X, L) \) counts (right-handed) anti-chiral multiplets, both transforming in the \( (−1, 56) \) representation. Note that the multiplets counted by \( h^0(X, L) + h^2(X, L) \) are simply the CPT conjugate partners of those already counted by \( h^1(X, L^{-1}) + h^3(X, L^{-1}) \). Since it is conventional to give a supersymmetric matter spectrum in terms of (left-handed) chiral supermultiplets, it is sufficient to compute \( h^1 + h^3 \) for the various bundles under consideration.

Using (2.4.37), it is straightforward to compute the value of \( \chi \) for the powers of \( L \) associated with the decomposition (2.6.18). These are presented in Table 2.1. Having done this, let us discuss the spectrum in more detail.\(^4\)

\(^4\)See [16], for example, for a similar discussion of the hidden-sector spectrum for an \( SU(2) \) bundle.
The index of the bundle $\mathcal{O}_X$ associated with the $(0, 133)$ and $(0, 1)$ representations vanishes, so the corresponding fermionic zero-modes must be non-chiral. As discussed in [73], since the trivial bundle $\mathcal{O}_X$ has $h^0(X, \mathcal{O}_X) = h^3(X, \mathcal{O}_X) = 1$ and zero otherwise, there is a single right-chiral fermionic zero-mode (counted by $h^0$) and a single left-chiral fermionic zero-mode (counted by $h^3$), which combine to give the conjugate gauginos in a massless vector supermultiplet. In other words, the low-energy theory has one vector supermultiplet transforming in the $(0, 133)$ adjoint representation of $E_7$ and one vector supermultiplet in the $(0, 1)$ adjoint representation of $U(1)$.

The $(1, 56)$ multiplets are counted by $H^*(X, L^{-1})$. Since $\chi(L^{-1}) = -8$, there are 8 unpaired left-chiral fermionic zero-modes that contribute to 8 chiral matter supermultiplets transforming in the $(1, 56)$ of $U(1) \times E_7$.

Similarly, the $(-1, 56)$ multiplets are counted by $H^*(X, L)$. Since $\chi(L) = 8$, there are 8 unpaired right-chiral fermionic zero-modes that contribute to 8 anti-chiral matter supermultiplets transforming in the $(-1, 56)$ of $U(1) \times E_7$. However, these do not give extra fields in the spectrum: they are (right-handed) anti-chiral $(-1, 56)$ supermultiplets which are simply the CPT conjugate partners of the 58 chiral $(1, 56)$ supermultiplets already counted above [65].

Since $\chi(L^{-2}) = -58$, there are 58 unpaired left-chiral fermionic zero-modes that contribute to 58 chiral matter supermultiplets transforming in the $(2, 1)$ representation of $U(1) \times E_7$.

Similarly, the $(-2, 1)$ multiplets are counted by $H^*(X, L^2)$. Since $\chi(L^2) = 58$, there are 58 unpaired right-chiral fermionic zero-modes that contribute to 58 charged anti-chiral matter supermultiplets transforming in the $(2, 1)$ representation of $U(1) \times E_7$. However, as discussed above, these do not give extra fields in the spectrum: they are (right-handed) anti-chiral $(-2, 1)$ supermultiplets which are simply the CPT conjugate partners of the 58 chiral $(2, 1)$ supermultiplets already counted above.
In summary, the $U(1) \times E_7$ hidden sector massless spectrum for $L = O_X(2, 1, 3)$ is

$$1 \times (0, 133) + 1 \times (0, 1) + 8 \times (1, 56) + 58 \times (2, 1) , \quad (2.4.38)$$

corresponding to one vector supermultiplet transforming in the adjoint representation of $E_7$, one $U(1)$ adjoint representation vector supermultiplet, eight chiral supermultiplets transforming as $(1, 56)$ and 58 chiral supermultiplets transforming as $(2, 1)$.

Note that since we have a chiral spectrum charged under $U(1)$ with all positive charges, the $U(1)$ gauge symmetry will be anomalous. As we discuss in the next subsection, this anomaly is canceled by the four-dimensional version of the Green–Schwarz mechanism which, in addition, gives a non-zero mass to this “anomalous” hidden sector $U(1)$.

2.4.5 Supersymmetric Vacuum Solutions in Four Dimensions

In this subsection, the generic form of the $U(1)$ D-term potential in the four-dimensional effective theory for an arbitrary hidden sector line bundle $L = O_X(l^1, l^2, l^3)$ will be presented. Using this result, we will then discuss the conditions for unbroken $\mathcal{N} = 1$ supersymmetry in the four-dimensional theory. In the next subsection, we will be more specific, focusing on the example of $L = O_X(2, 1, 3)$ with $a = 1$ discussed above.

$\mathcal{N} = 1$ supersymmetry will be preserved in the $D = 4$ effective theory only if the $D_{U(1)}$ term presented in (2.4.14) vanishes at the minimum of the potential energy; that is

$$\langle D_{U(1)} \rangle = 0 . \quad (2.4.39)$$

Whether or not the $D = 4$ effective theory can satisfy this condition, and the exact details as to how it does so depends strongly on the value of the Fayet–Iliopoulos term. There are two generic possibilities.

(i) The genus-one corrected FI-term vanishes. In this case, the VEVs of the scalar fields either all vanish or the VEVs of those fields with opposite charges, should they exist, cancel against each other.
(ii) The genus-one corrected FI-term is non-vanishing. In this case, non-zero VEVs of the scalar fields $C^L$ with the same sign as FI turn on to cancel the non-vanishing FI-term.

Each of the two scenarios comes with its conditions which have to be met. In the first case, to obtain a vanishing FI-term, the strong coupling $\kappa^{2/3}_{11}$ corrections to the slope need to cancel the tree-level “classical” slope in (3.2.9). For that to happen, one needs to be in a very strongly coupled regime, in which working only to order $\kappa^{2/3}_{11}$ may be a poor approximation. In the second case, the low-energy spectrum needs to contain scalars $C^L$ with the correct charge $Q^L$ under $U(1)$, such that their VEVs can cancel the non-zero FI contribution. In such a scenario, one can move in Kähler moduli space—while still satisfying all the vacuum and phenomenological constraints (that is, outside the magenta region of Figure 2.7 while remaining within the brown region)—to a less strongly coupled regime in which the first-order expansion to $\kappa^{2/3}_{11}$ is more accurate. However, we will show that the VEVs of these scalar fields will deform the hidden sector line bundle to an $SU(2)$ bundle, which might not be slope-stable.

**Vanishing FI**

Let us start by analyzing the first case. A simple way to ensure unbroken $N = 1$ supersymmetry in $D = 4$ and slope stability of the hidden sector bundle is to require that

$$\text{FI} = 0. \quad (2.4.40)$$

There are then two scenarios in which supersymmetry can remain unbroken in the low energy theory. These are the following:

1. The first, and simplest possibility is that the charges $Q^L$ of the scalar fields $C^L$ are all of the same sign. It follows that the potential energy will set all VEVs to zero, $\langle C^L \rangle = 0$, and hence $D_{U(1)}$ will vanish at this stable vacuum. Thus $N = 1$ supersymmetry will be unbroken.
2. A second possibility is that some of the $Q^L$ signs may differ. This will lead to unstable, flat directions where both $D_{U(1)}$ and the potential energy vanish. If one is at an arbitrary point, away from the origin, in a flat direction, then at least two VEVs will be non-vanishing $\langle C^L \rangle \neq 0$ and, hence, although preserving $N = 1$ supersymmetry, such a vacuum would also spontaneously break the $U(1)$ symmetry.

Having discussed this second possibility, we note again that the associated potential energy must have at least one flat direction and, hence, is an *unstable* vacuum state. For this reason, we will ignore such vacua. However, the first scenario is easily satisfied, as we now demonstrate with an explicit example.

**FI = 0** Example: $N = 1$ Supersymmetry for $L = \mathcal{O}_X(2, 1, 3)$

We now discuss $N = 1$ supersymmetry in the example introduced above, where the line bundle is taken to be $L = \mathcal{O}_X(2, 1, 3)$ and embedded into $SU(2) \subset E_8$ as in (2.1.26) with coefficient $a = 1$, and the location of the single five-brane is at $\lambda = 0.49$. In this case, for the bundle $L \oplus L^{-1}$ to be polystable, it was necessary to restrict this region of moduli space to points that set the genus-one corrected slope (2.4.31) – and, hence, the FI-term–to zero. Furthermore, the low-energy scalar spectrum carrying non-vanishing $U(1)$ charge was shown in Table 2.1. It was shown there that the low-energy scalar spectrum of the hidden sector – specifically $8 \times (1, 56) + 58 \times (2, 1)$ – each had charges $Q^L$ of the same sign. It then follows from the above discussion that the potential energy must have a unique minimum where the VEVs vanish, $\langle C^L \rangle = 0$, such that $\langle D_{U(1)} \rangle = 0$ at this minimum. Hence, $N = 1$ supersymmetry is *unbroken* in the vacuum state of the $D = 4$ effective theory. As discussed above, since the $U(1)$ symmetry is anomalous, the mass $m_A$ presented in (2.4.29) is non-vanishing.

We would like to point out that $L = \mathcal{O}_X(2, 1, 3)$ is not the only hidden sector line bundle which, if embedded into $SU(2) \subset E_8$ as in (2.1.26) with $a = 1$, has a region of Kähler moduli space where all required constraints are satisfied, $\text{FI} = 0$ and the $D = 4$ vacuum preserves $N = 1$ supersymmetry. However, any such line bundle $L$ must be “ample”—that
is, each of its defining integers $l^i, i = 1, 2, 3$ where $l^1 + l^2 = 0 \mod 3$ must either be all positive or all negative. The reason is that for the Schoen manifold defined in Section 2.1.1, one can show that the genus-one corrected Fayet-Iliopoulos term can vanish, that is, $FI = 0$, if and only if $L$ is ample. Restricting to ample line bundles, one can indeed find a significant number satisfying all required constraints. However, of these, many have a large number of equal sign zero-mode chiral multiplets – some with large charges $Q^L$ – making them incompatible with spontaneous supersymmetry breaking via gaugino condensation. While potentially of physical interest, we wish to focus on the subset of ample line bundles that have a sufficiently small zero-mode chiral spectrum, with sufficiently small charges, to be compatible with supersymmetry breaking via $E_7$ gaugino condensation. These line bundles are specified by

$$O_X(2, 1, 3), \quad O_X(1, 2, 3), \quad O_X(1, 2, 2), \quad O_X(2, 1, 2), \quad O_X(2, 1, 1), \quad O_X(1, 2, 1), \quad O_X(2, 1, 0),$$

and their duals; that is, for example, $O_X(-2, -1, -3)$. Spontaneous supersymmetry breaking via $E_7$ gaugino condensation in this context will be explored in Section 2.6.

As discussed at the beginning of this section, although this hidden sector vacuum satisfies all required physical and phenomenological constraints, setting the FI-term to zero necessitates exact the cancellation of the genus-one corrected slope against the tree-level slope of the hidden sector line bundle. Unsurprisingly, this fine-tuning can only be carried out in a relatively strongly coupled regime of heterotic M-theory – thus making the validity of the linearized approximation used in our analysis uncertain. It is, therefore, of some interest to explore vacua for which the genus-one corrections to the slope are significantly smaller than the tree-level slope of the hidden sector bundle. In this case, one expects the effective coupling parameter to be smaller than in the previous scenario and, hence, the linearized results to be a better approximation. For this reason, we now consider hidden sector vacua where the FI-term does not vanish.
Non-vanishing FI

We now consider what happens when the $\kappa_{11}^{2/3}$ correction to the tree-level slope is small and so cannot be used to set the FI-term to zero. The question then is, given a non-vanishing FI-term

$$\text{FI} \neq 0 ,$$

(2.4.42)
can one still preserve $N = 1$ supersymmetry in the four-dimensional effective theory?

Recall that the conditions for a supersymmetric vacuum are the vanishing of the F- and D-terms. If we insist that the vacuum has an unbroken $E_7$ gauge symmetry, the $E_7$ D-terms will vanish by setting the VEVs of the non-abelian $(\pm 1, 56)$ matter fields to be zero. Any F-terms involving the non-abelian matter fields will then also vanish. As discussed in [1], the F-term conditions for the $(\pm 2, 1)$ matter fields permit us to give VEVs to only one set of fields, that is, either $(2, 1)$ or $(-2, 1)$ but not both. The remaining condition for the vacuum solution to be supersymmetric is the vanishing of the $U(1)$ D-term, $\langle D_{U(1)} \rangle = 0$. Since the FI term does not vanish for any choice of line bundle when the $\kappa_{11}^{2/3}$ correction is small, one is forced to cancel the FI term against the VEVs of the charged singlet fields. In other words, we want

$$Q^L \langle C^L \rangle G_{LM} \langle \bar{C}^M \rangle = \text{FI} \implies \langle D_{U(1)} \rangle = 0 .$$

(2.4.43)

Obviously, such cancellation will depend on the relative sign of FI and the charges of the scalars $C^L$. For example, if the FI term is positive, one needs at least one zero-mode chiral supermultiplet whose scalar component is a singlet under the non-abelian group and has positive $U(1)$ charge. Whether or not such scalar fields are present will depend on the specific line bundle studied.

The embedding of $U(1)$ inside $E_8$ that we have considered for much of this analysis factors through the $SU(2)$ subgroup of $E_8$ that commutes with $E_7$. The $U(1)$ gauge connection $A$ for the line bundle $L$ can be thought of as defining an $E_8$ connection by first embedding in $SU(2)$ as diag$(A, -A)$ and then embedding $SU(2)$ in $E_8$. 
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First note that the connection \( \text{diag}(A, -A) \) is a connection for an \( SU(2) \) bundle which splits as a direct sum
\[
\mathcal{V} = L \oplus L^{-1} \quad (2.4.44)
\]
of line bundles. How does this relate to supersymmetry? The induced \( E_8 \) connection will solve the (genus-one corrected) Hermitian Yang–Mills equation, and so give a supersymmetric solution, if the \( SU(2) \) connection itself solves the (genus-one corrected) Hermitian Yang–Mills equation. This is guaranteed if the rank two \( L \oplus L^{-1} \) bundle is polystable with a vanishing slope.\(^5\) Since \( \mu(\mathcal{V}) = 0 \) by construction, the remaining conditions for polystability are
\[
\mu(L) = \mu(L^{-1}) = 0. \quad (2.4.45)
\]
This is exactly the vanishing \( FI \) case studied in 2.4.5, where the corrected slope of \( L \) is set to zero and the VEVs of the charged singlet matter fields vanish.

When \( \mu(L) \neq 0 \), the \( SU(2) \) bundle \( \mathcal{V} \) is no longer polystable and so its connection does not solve the Hermitian Yang–Mills equation. The four-dimensional consequence of this is that the FI term no longer vanishes. However, we might be able to turn on VEVs for appropriate charged singlet matter fields to cancel the FI term and set the D-term to zero, thus preserving supersymmetry. One might wonder: what is the bundle interpretation of turning on VEVs for these charged singlet matter fields? As discussed in [74–76], these VEVs should be seen as deforming the gauge bundle away from its split form \( \mathcal{V} = L \oplus L^{-1} \) to a \textit{non-split} \( SU(2) \) bundle \( \mathcal{V}' \) which admits a connection that \textit{does} solve the Hermitian Yang–Mills equations.

Consider the case where \( \mu(L) > 0 \) (equivalent to \( \text{FI} > 0 \)) in some region of Kähler moduli space where the constraints of Section 2.3 are all satisfied. From (2.4.43) we see that one can set \( \langle D_{U(1)} \rangle = 0 \) provided we have charged scalars \( C^L \) with positive charge, \( Q^L > 0 \). From the cohomologies in Table 2.1, the required scalars are those transforming in \( (2, 1) \), with the chiral superfields which contain these scalars counted by \( h^1(X, L^{-2}) + h^3(X, L^{-2}) \). Hence,

\(^5\)Here, the slope is taken to mean the genus-one corrected slope. The same comments apply if one considers only the tree-level expression.
giving VEVs to \((2, 1)\) scalars corresponds to allowing non-trivial elements of \(H^1(X, L^{-2}) \oplus H^3(X, L^{-2})\). The first summand has an interpretation as the space of extensions of \(L^{-1}\) by \(L\), with the exact sequence

\[
0 \rightarrow L^{-1} \rightarrow \mathcal{V}' \rightarrow L \rightarrow 0
\]  

(2.4.46)

defining an \(SU(2)\) bundle \(\mathcal{V}'\). This extension can be non-trivial \((\mathcal{V} \neq \mathcal{V}')\) provided

\[
\text{Ext}^1(L^{-1}, L) = H^1(X, L^{-2}) \neq 0 .
\]

(2.4.47)

Choosing a non-zero element of this space then corresponds to turning on VEVs for some set of \((2, 1)\) scalars. Thus we see that giving VEVs to positively charged singlet scalars arising from \(H^1(X, L^{-2})\) amounts to deforming the induced \(L \oplus L^{-1}\) bundle \(\mathcal{V}\) to the \(SU(2)\) bundle \(\mathcal{V}'\). Note that if \(H^1(X, L^{-2}) = 0\), the VEVs of positively charged matter coming from \(H^3(X, L^{-2})\) cannot be interpreted as deforming to a new \(SU(2)\) bundle. Hence, the bundle remains \(L \oplus L^{-1}\) which is unstable and, therefore, its gauge connection does not solve the Hermitian Yang–Mills equation.

Assuming one can show for a given line bundle \(L\) that \(H^1(X, L^{-2}) \neq 0\), it might seem that we are done – the \(U(1)\) D-term vanishes, and supersymmetry appears to have been restored. However, the four-dimensional analysis is insensitive to whether the new bundle \(\mathcal{V}'\) is slope stable and thus actually admits a solution to Hermitian Yang–Mills. Unfortunately, checking slope stability is a difficult calculation that one must do explicitly for each example. As a preliminary check, one can first see whether \(\mathcal{V}'\) satisfies some simpler necessary conditions for slope stability. First, the obvious subbundle \(L^{-1}\) should not destabilize \(\mathcal{V}'\). In our case, this is guaranteed as we have assumed \(\mu(L) > 0\), so that \(L^{-1}\) has a negative slope.\(^6\) Second, \(\mathcal{V}'\) must satisfy the Bogomolov inequality [77]. For a bundle with vanishing first Chern class, this states that if \(\mathcal{V}'\) is slope stable with respect to some choice of Kähler class \(\omega = a^i \omega_i\), then

\[
\int_X c_2(\mathcal{V}') \wedge \omega \geq 0 .
\]

(2.4.48)

\(^6\)If instead \(\mu(L) < 0\), one simply swaps the roles of \(L\) and \(L^{-1}\) in the above discussion and instead considers the extension of \(L^{-1}\) by \(L\).
Since \( \mathcal{V}' \) is constructed as an extension of line bundles, we have
\[
c_2(\mathcal{V}') \equiv c_2(L \oplus L^{-1}) = -\frac{1}{2}c_1(L) \wedge c_1(L) ,
\]
(2.4.49)
with \( c_1(L) = v^{-1/3}\ell\omega_i \). Thus if \( \mathcal{V}' \) is to be slope stable, we must be in a region of Kähler moduli space where
\[
\frac{1}{2} \int_X c_1(L) \wedge c_1(L) \wedge \omega \geq 0 \quad \Rightarrow \quad d_{ijk}l^i l^j a^k \leq 0 .
\]
(2.4.50)

Note that this is a necessary but not sufficient condition. However, it is often the case that the Bogomolov inequality is the only obstruction to finding stable bundles [34].

We thus have a new set of necessary conditions on \( L \) (in addition to the physically and mathematically required constraints presented in Section 2.3) for there to be a supersymmetric vacuum after turning on the VEVs to cancel the FI-term. These are

1. Singlet matter with the correct charge must be present so that FI can be canceled and the D-term set to zero.

2. \( H^1(X, L^{-2}) \) must not vanish.

3. The Bogomolov inequality, \( d_{ijk}l^i l^j a^k \leq 0 \), must be satisfied.

Does our previous choice of \( L = \mathcal{O}_X(2, 1, 3) \) satisfy these conditions? Note that \( \mu(L) > 0 \) everywhere in the Kähler cone for this line bundle. From the low-energy spectrum in Table 2.1, we see we have 58 massless positively charged singlets transforming in the \((2, 1)\) representation, and so we do indeed have the correct matter to cancel the FI-term and set the D-term to zero. However, as discussed in [73], if \( L \) is an ample line bundle then
\[
H^1(X, L) = 0 .
\]
(2.4.51)

Since \( L = \mathcal{O}_X(2, 1, 3) \)–and, hence, \( L^{-2} \)–is ample, it follows that \( H^1(X, L^{-2}) = 0 \). Therefore, condition 2 above implies that \( L \oplus L^{-1} \) cannot admit an extension to an \( SU(2) \) bundle \( \mathcal{V}' \). 87
Ignoring this for a moment, and assuming that there did exist an $SU(2)$ extension, we would still have to check whether or not the Bogomolov inequality, a necessary condition for $V'$ to be slope stable, is satisfied. However, from (2.4.50) and the positivity of the Kähler moduli, we see that it is impossible to satisfy this inequality, implying (again) that the split bundle cannot be deformed to admit a solution to the Hermitian Yang–Mills equation. Moreover, we see the same will be true for any ample line bundle – the $l^i$ are positive and $d_{ijk} l^i l^j a^k \leq 0$ is not satisfied anywhere in the Kähler cone.

What about other choices of line bundle? It turns out that of the three conditions, the Bogomolov inequality is the more difficult to satisfy. Scanning over different choices of $L$, one finds that in the region of Kähler moduli space where the $SU(4)$ bundle is stable, the only line bundles that are equivariant with $\mu(L) > 0$, allow for anomaly cancellation and satisfy the Bogomolov inequality are

$$
O_X(1, 2, -1), \quad O_X(2, 1, -1), \quad O_X(7, 2, -2), \quad O_X(7, 5, -3).
$$

Do any of these have positively charged singlet matter in their low-energy spectrum to allow for a non-trivial extension? That is, do we have $H^1(X, L^{-2}) > 0$ for any of these candidate line bundles? For $O_X(1, 2, -1)$ and $O_X(2, 1, -1)$, it is simple to show using a Leray spectral sequence that the answer is no. For a definitive answer in the remaining two cases, one must extend the analysis of Appendix A of [34] to higher degree line bundles on $dP_9$. This is beyond the scope of the present work. Therefore, for now, we content ourselves with noting that $\chi(L^{-2})$ is positive for both remaining line bundles, which is consistent with $H^1(X, L^{-2}) = 0$ and the absence of an extension to a $SU(2)$ bundle $V'$.

As exploited by a number of other works [1,21,23], moving from a single line bundle to two or more such bundles provides a richer low-energy spectrum, making it much easier to find examples that possess the correct charged matter and satisfy both the phenomenological constraints and the Bogomolov inequality. We analyze this case in the next section.

---

7We restrict to $\mu(L) > 0$ in our scan to match our analysis above. Including bundles with $\mu(L) < 0$ would give the reverse extension sequence with the bundle and its dual swapped, leading to the same $SU(2)$ bundles that were already captured by restricting to a positive slope.
So far, we have explicitly chosen the hidden sector line bundle $O_X(2,1,3)$, embedded in a specific way with embedding coefficient $a = 1$ into the $E_8$ gauge group, and studied its phenomenological properties. This choice of the hidden sector was shown to satisfy all “vacuum” constraints required to be consistent with present low-energy phenomenology, as well as both the “reduction” and “physical” constraints required to be a “strongly-coupled” heterotic vacuum consistent with both the mass scale and gauge coupling of a unified $SO(10)$ theory in the observable sector. Additionally, we showed that the induced $SU(2)$ bundle $L \oplus L^{-1}$ is polystable after including genus-one corrections, and that the effective low-energy theory admits an $N = 1$ supersymmetric vacuum. We pointed out that there are actually a large number of different line bundles that one could choose, and a large number of inequivalent embeddings of such line bundles into $E_8$. An alternative choice of hidden sector bundle could lead to: 1) a different commutant subgroup $H$ and hence a different low-energy gauge group, 2) a different spectrum of zero-mass particles transforming under $H \times U(1)$, 3) a different value for the associated Fayet–Iliopoulos term and, hence, a different D-term mass for the $U(1)$ vector superfield, and so on. We will explore an alternative type of hidden sector in the next section.

2.5 Hidden Sectors with two Line Bundle Embedding

In Section 2.3 we showed that vacuum configurations with hidden sectors built from a single line bundle require that the genus-one corrected slope of the line bundle vanishes. It seems that such a configuration always pushes us into a strongly coupled regime in which the accuracy of the linear approximation used to derive the effective four-dimensional theory is uncertain. Here, we begin with a general overview of constructing Abelian line bundle backgrounds, before specializing our discussion on hidden sectors built from two line bundles embedded into the hidden $E_8$ gauge group. As an example of how this works, we will then focus on embeddings which lead to the breaking pattern $E_8 \rightarrow E_6 \times U(1) \times U(1)$. 
2.5.1 Line Bundle Embeddings

A particularly simple set of hidden sector bundles are those constructed from line bundles. These are defined by a set of line bundles and the embedding of their corresponding $U(1)$ groups into $E_8$. Given a set of line bundles, there are multiple inequivalent ways to embed their Abelian gauge connections into the ten-dimensional hidden $E_8$ connection. A particularly useful formalism for describing these embeddings is using “line bundle vectors”. Following [78], the Abelian gauge connections can be embedded in the hidden sector $E_8$ by expanding the curvature $F_{E_8}$ as

$$\frac{F_{E_8}}{2\pi} = \frac{1}{\sqrt[3]{3}} \omega_i H_i,$$  \hspace{1cm} (2.5.1)

where the coefficients $H_i$ are matrices valued in the Lie algebra of $E_8$. As in [29,30], the $\omega_i$ are the three harmonic (1,1)-forms that span the $H^{1,1}(X,\mathbb{C})$ cohomology on the Schoen threefold $X$. Since the background is Abelian, one can expand the coefficients as

$$H_i = V_I^I H_I,$$  \hspace{1cm} (2.5.2)

where $I = 1,\ldots, 8$ runs over the Cartan subalgebra of the hidden $E_8$. Here the $H_I$ denote the Cartan generators of the $SO(16) \subset E_8$ maximal subgroup, normalized so that

$$\text{Tr} H_I H_J = 2 \delta_{IJ},$$  \hspace{1cm} (2.5.3)

where the trace is $1/30$ of the trace over the 248 of $E_8$ or, equivalently, taken in the fundamental 16 representation of $SO(16)$.\footnote{This agrees with the normalisation in [78] after noting that their trace is taken in the fundamental of an SU group rather than SO. See [79, Appendix A] for more details.} The eight-component vectors $V_i = V_I^I$ are known as line bundle vectors. Given a choice of Cartan generators, an Abelian hidden sector bundle is completely specified by a choice of three line bundles vectors $V_i$, $i = 1, 2, 3$. For example, $V_1$ then encodes how much $\omega_1$ contributes to the curvature $F_{E_8}$. This is somewhat abstract at the moment, but we will see how this works with an explicit example later.
As noted in [23], the flux $F_{E_8}$ has to be quantized when evaluated on a string state and integrated over any curve dual to a divisor defined by a sum of the $\omega_i$. Since the string states are characterized by weight vectors that lie on the $E_8$ root lattice $\Lambda$, the line bundle vectors must also lie on the root lattice, that is $V_i \in \Lambda$. Following the conventions of [4, 5], the $E_8$ root lattice is given by the set of points $\Lambda \in \mathbb{R}^8$ such that all eight coordinates are integers or half-integers (but not a mix of the two), and the coordinates sum to an even integer. This constrains the form of the line bundle vectors and ensures that the curvature of the resulting hidden sector bundle obeys flux quantization.

The second Chern character of the hidden sector bundle $V^{(2)}$ constructed from the line bundles is given by

$$\text{ch}_2(V^{(2)}) = \frac{1}{16\pi^2} \text{Tr} F_{E_8} \wedge F_{E_8} = \frac{1}{2} (V_i \cdot V_j) \frac{1}{\sqrt{2/3}} \omega_i \wedge \omega_j ,$$

(2.5.4)

where $V_i \cdot V_j = V_i^I V_j^I$ is the Euclidean scalar product between the $i^{th}$ and $j^{th}$ line bundle vectors. Since $c_1(V) = 0$ – following from the fact that the generators $H_I$ are traceless – the second Chern class is given by $c_2(V^{(2)}) = -\text{ch}_2(V^{(2)})$. Wedging with $\omega_i$ and integrating over $X$, one finds that the second Chern numbers of $V^{(2)}$ are

$$c_{2,i}(V^{(2)}) \equiv \frac{1}{\sqrt{2/3}} \int_X c_2(V^{(2)}) \wedge \omega_i = -\frac{1}{2} d_{ijk} (V_j \cdot V_k) .$$

(2.5.5)

The unbroken gauge group $G$ in four dimensions is given by the commutant of the structure group of $V^{(2)}$ with the ten-dimensional gauge group. The non-Abelian part of $G$ can be computed by finding all roots $r$ of $\mathfrak{e}_8$ that are orthogonal to all of the line bundle vectors:

$$H_i(r) \equiv V_i \cdot r = 0 , \quad \text{for all } i = 1, \ldots, h^{1,1} .$$

(2.5.6)

This ensures that the components of the $E_8$ connection that form the four-dimensional connection are uncharged with respect to $G$. Since we are considering bundles with an

---

9The 240 roots are given by vectors $r$ that lie on the root lattice with length squared equal to 2; $\{ r \in \Lambda \mid r \cdot r = 2 \}$. 

---
Abelian structure group, there may also be $U(1)$ factors in $G$ (since they commute with themselves).

One can also calculate the chiral part of the matter spectrum in the resulting four-dimensional theory by computing the Euler characteristic $\chi$ for the bundles in which the various matter fields transform. This can be done using the multiplicity operator $\mathcal{N}$ [80]. More precisely, the Euler characteristic $\chi(V)$ for a bundle $V$ whose sections transform in the representation $R$ is calculated by $\mathcal{N}(r)$, where $r$ is the $\mathfrak{e}_8$ root corresponding to the highest weight of $R$. That is, given a decomposition of the 248 into representations $R$, each $R$ is characterized by some highest weight, which corresponds to some root of $\mathfrak{e}_8$ (since the roots are the weights of the 248). To compute $\chi(V)$, one simply finds the $\mathfrak{e}_8$ root $r$ that the highest weight of $R$ corresponds to and then evaluates $\mathcal{N}(r)$ as

$$\chi(V) = \mathcal{N}(r) \equiv \frac{1}{12} c_{2,i}(X) H_i(r) + \frac{1}{6} d_{ijk} H_i(r) H_j(r) H_k(r),$$

where the second Chern numbers of the Schoen threefold are $c_{2,i}(X) = (4, 4, 0)_i$. Note that we will often abuse notation and write $\chi(R)$ for the Euler characteristic of the bundle $V$ transforming in the $R$ representation. With these conventions, a left chiral fermion zero-mode in four dimensions has $\mathcal{N}(r) < 0$.

### 2.5.2 Embedding Constraints for Two Line Bundles

As mentioned above, since our Schoen threefold has $h^{1,1} = 3$, we need to specify three line bundle vectors $V_i$. To be concrete, we now consider the explicit example of a line bundle background that breaks $E_8$ to $E_6 \times U(1) \times U(1)$. We will describe this bundle using both the line bundle vector description above and a more standard description.

It is useful to decompose the $V_i$ into a set of line bundle data $(m^i, n^i)$ and a set of linearly independent, eight-component basis vectors $(t_1, t_2)$. The line bundle vectors can then be written as

$$V_i = m^i t_1 + n^i t_2.$$
To match with our previous conventions in the case of the single line bundle, we take the
generators of the $U(1) \times U(1)$ structure group to be $(-t_1, -t_2)$. One then finds that matter
fields transform according to

$$\begin{align*}
1_{-1,0} \sim \mathcal{O}_X(m^1, m^2, m^3) = L_1, \\
1_{0,-1} \sim \mathcal{O}_X(n^1, n^2, n^3) = L_2,
\end{align*}$$

(2.5.9)

From this we see that $(m^i, n^i)$ specify the line bundles, while $(t_1, t_2)$ give the embedding of
$U(1) \times U(1)$ into the hidden sector $E_8$. If we want to consider the embedding of a single
$U(1)$ into $E_8$, one takes $t_2 = 0$, while more $U(1)$s could be embedded by including more
basis vectors. This should be compared with the discussion in [78, Section 7.2], where they
give an example of a $U(1) \times U(1)$ bundle with three line bundle vectors and a single relation
between them, implying that they can be written in a basis with two linearly independent
generators.

More details on the generators and our conventions can be found in Appendix D. The
eight-component basis vectors are taken to be

$$\begin{align*}
t_1 = (0, 0, 0, 0, 0, -1, 1, 0), \\
t_2 = (0, 0, 0, 0, 0, -1, -1, -2),
\end{align*}$$

(2.5.10)

where the two $U(1)$ groups are generated by $(-t_1, -t_2)$. Note that this choice obeys flux
quantisation when the entries of $m^i$ and $n^i$ are integers. Note also that one must have
$m^1 + m^2 \mod 3 = 0$ for equivariance of the line bundle $L_1$, with the same condition for the
$n^i$ as well.

It is easy to see which simple roots of $E_8$ are broken by this choice – one simply takes
the inner product of each $V_i$ with the simple roots in (D.0.1). In particular, $t_1$ breaks a
combination of $\alpha_6$ and $\alpha_7$, while $t_2$ breaks $\alpha_6$ alone. Together, they break both $\alpha_6$ and $\alpha_7$,
suggesting that the unbroken gauge group will be $E_6$. One can check this explicitly using
(2.5.6) from which one sees that 72 roots of $E_8$ are annihilated by the line bundle vectors,
which then form the 72 roots of the unbroken $E_6$ which commutes with $U(1) \times U(1)$ inside
$E_8$. One can also see this by transforming the basis vectors to the $\omega$-basis, where they
are given by \((0,0,0,0,0,0,0,0,0,0,0,0)\) and \((0,0,0,0,0,0,0,1,1,0,0)\). Using the Mathematica package LieART [4,5], one can then find the decomposition of the adjoint representation of \(E_8\):

\[
248 = 78_{0,0} + 2 \times 1_{0,0} + 1_{2,0} + 1_{1,3} + 1_{1,1,3} + 1_{1,1,-3} + 1_{1,-1,3} + 1_{1,-1,-3} + 27_{1,-1} + 27_{-1,-1} + 27_{0,1,1} + 27_{-1,1} + 27_{0,2} + 27_{0,-2} .
\]  

(2.5.11)

This particular breaking pattern can be obtained more conventionally by first breaking \(E_8 \rightarrow E_6 \times SU(3)\), under which the adjoint representation of \(E_8\) decomposes as

\[
248 = (78, 1) + (1, 8) + (27, 3) + (27, \overline{3}) .
\]  

(2.5.12)

Breaking \(SU(3)\) further to \(SU(2) \times U(1)\), the \(SU(3)\) representations that appear above decompose as

\[
3 = 2_1 + 1_{-2} ,
\]

\[
\overline{3} = 2_{-1} + 1_2 ,
\]  

(2.5.13)

\[
8 = 3_0 + 2_3 + 2_{-3} + 1_0 .
\]

Finally, we break the \(SU(2)\) further to \(U(1)\), with the \(SU(2)\) representations above decomposing as

\[
2 = 1_1 + 1_{-1} ,
\]  

(2.5.14)

\[
3 = 1_2 + 1_0 + 1_{-2} .
\]  

(2.5.15)

Putting this together, one sees that the adjoint representation of \(E_8\) decomposes under this \(E_6 \times U(1) \times U(1)\) exactly as in (2.5.11) above. We thus have two equivalent descriptions of the embedding of this \(U(1) \times U(1)\) in \(E_8\), either via the line bundle vectors defined by (2.5.10) or via a chain of subgroups starting from the maximal subgroup \(E_6 \times SU(3)\).

We can find the \(E_8\) connection that corresponds to this breaking pattern by first building the \(SU(3)\) connection induced by the breaking \(SU(3) \rightarrow SU(1) \times U(1) \times U(1)\) \(\simeq U(1) \times U(1) \times U(1)\).
$U(1)$ and two $U(1)$ connections, $A^{(1)}_{U(1)}$ and $A^{(2)}_{U(1)}$. The two $U(1)$s embed into $SU(3)$ as

$$
(e^{i\phi_1}, e^{i\phi_2}) \leftrightarrow \begin{pmatrix} e^{-2i\phi_2} & 0 \\ 0 & e^{i\phi_2} \end{pmatrix} \begin{pmatrix} e^{i\phi_1} & 0 \\ 0 & e^{-i\phi_1} \end{pmatrix}.
$$

Using this, we can build a connection associated with a rank three bundle $V_3$ as

$$
A_{SU(3)} = \begin{pmatrix} -2A^{(2)}_{U(1)} & 0 & 0 \\ 0 & A^{(1)}_{U(1)} + A^{(2)}_{U(1)} & 0 \\ 0 & 0 & -A^{(1)}_{U(1)} + A^{(2)}_{U(1)} \end{pmatrix}
$$

where $A^{(1)}_{U(1)}$ and $A^{(2)}_{U(1)}$ are the $L_1$ and $L_2$ line bundle connections respectively. The form of connection (2.5.17) implies that the rank three bundle is the Whitney sum

$$
V_3 = L_2^{-2} \oplus ((L_1 \oplus L_1^{-1}) \otimes L_2)
$$

$$
= L_2^{-2} \oplus L_1 L_2 \oplus L_1^{-1} L_2 \equiv \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E},
$$

where we have defined

$$
\mathcal{F} = L_2^{-2}, \quad \mathcal{K} = L_1 L_2, \quad \mathcal{E} = L_1^{-1} L_2.
$$

From the form of the $SU(3)$ connection in (2.5.17), one can read off that the $U(1)$ connections associated with the line bundles $\mathcal{F}$, $\mathcal{K}$ and $\mathcal{E}$ are

$$
A^\mathcal{F}_{U(1)} = -2A^{(2)}_{U(1)}, \quad A^\mathcal{K}_{U(1)} = A^{(1)}_{U(1)} + A^{(2)}_{U(1)}, \quad A^\mathcal{E}_{U(1)} = -A^{(1)}_{U(1)} + A^{(2)}_{U(1)}
$$

respectively. Note that $A^\mathcal{E}_{U(1)} + A^\mathcal{F}_{U(1)} + A^\mathcal{K}_{U(1)} = 0$ and, therefore, that

$$
c_1(\mathcal{F}) + c_1(\mathcal{K}) + c_1(\mathcal{E}) = 0,
$$
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which is simply the condition that $V_3$ is an $SU(3)$ bundle.

The DUY theorem [50,63] implies that there exists a connection $A_{SU(3)}$ that solves the HYM equation if $V_3 = \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E}$ is poly-stable. Since the slope of any $SU(N)$ bundle such as $V_3$ vanishes, it follows that $V_3$ can be poly-stable only if the slopes of each of its subbundles vanish as well. Hence, the hidden sector bundle $V_3$ given in (2.5.18) will be slope poly-stable if

$$\mu(\mathcal{F}) = \mu(\mathcal{K}) = 0 . \quad (2.5.22)$$

Note that the slope of $\mathcal{E}$ vanishes automatically if the slopes of $\mathcal{F}$ and $\mathcal{K}$ do, so the condition above is sufficient.

The $SU(3)$ connection in (2.5.17) embeds further into an $E_8$ connection such that it commutes with $E_6$ as in (2.5.12). The embedding of the line bundle connections into the hidden $E_8$ is then given by

$$\begin{align*}
(A^{(1)}_{U(1)}, A^{(2)}_{U(1)}) \to A_{E_8} &= A^{(1)}_{U(1)}Q_1 + A^{(2)}_{U(1)}Q_2 , \quad (2.5.23)
\end{align*}$$

where $Q_1$ and $Q_2$ are elements of the $E_8$ algebra whose traces obey

$$\begin{align*}
\frac{1}{4} \text{Tr} Q_1^2 &= 1 , \quad \frac{1}{4} \text{Tr} Q_2^2 = 3 , \quad \text{Tr} Q_1Q_2 = 0 , \quad (2.5.24)
\end{align*}$$

which can also be read off from the decomposition in (2.5.11). We see that $Q_1$ and $Q_2$ contain the charges associated with each of the two $U(1)$ subgroups.

We can also see this from the line bundle vector description as follows. Since the curvature can be expanded in the Cartan generators as in (2.5.1), we can write

$$F_{E_8} = \frac{2\pi}{v^{1/3}} \omega_i H_i = \frac{2\pi}{v^{1/3}} \omega_i (m^i t^I_1 + n^i t^I_2) H_I = (F^{(1)}_{U(1)} t^I_1 + F^{(2)}_{U(1)} t^I_2) H_I \quad , \quad (2.5.25)$$

where we have identified $F^{(1)}_{U(1)} = 2\pi v^{-1/3} m^i \omega_i$ as the curvature of the line bundle $L_1 = \mathcal{O}_X(m^1, m^2, m^3)$ defined in (2.5.9), and similarly for $L_2$. Comparing with (2.5.23), we read off that $Q_1 = t^I_1 H_I$ and $Q_2 = t^I_2 H_I$. It is then simple to repeat the calculation of the traces.
to give

\[
\frac{1}{4} \text{Tr} Q_1^2 = \frac{1}{2} t_1 \cdot t_1 = 1, \quad \frac{1}{4} \text{Tr} Q_2^2 = \frac{1}{2} t_2 \cdot t_2 = 3, \quad \frac{1}{4} \text{Tr} Q_1 Q_2 = \frac{1}{2} t_1 \cdot t_2 = 0, \quad (2.5.26)
\]

where we have used the normalisation of the generators in (2.5.3). We see that this agrees with (2.5.24) upon inserting the definitions from (2.5.8) and (2.5.10).

**Anomaly Condition**

As discussed in Section 2.1.5, anomaly cancellation in heterotic M-theory requires that

\[
c_2(TX) - c_2(V^{(1)}) - \text{ch}_2(V^{(2)}) - W = 0, \quad (2.5.27)
\]

where \(V^{(1)}\) is the observable \(SU(4)\) bundle, \(V^{(2)}\) is the hidden sector bundle, \(TX\) is the tangent bundle of the compactification threefold, while \(W\) is the effective class of the single five-brane between the hidden and observable sector.

The second Chern character of the hidden sector bundle is

\[
\text{ch}_2(V^{(2)}) = \frac{1}{16\pi^2} \text{Tr} F_{E_8} \wedge F_{E_8}, \quad (2.5.28)
\]

where \(F_{E_8}\) is the curvature of the \(E_8\) connection induced from the two line bundle connections in (2.5.23). Expanding out, we find

\[
\text{ch}_2(V^{(2)}) = \frac{1}{16\pi^2} \left( \text{Tr} Q_1^2 F_{U(1)}^{(1)} \wedge F_{U(1)}^{(1)} + \text{Tr} Q_2^2 F_{U(1)}^{(2)} \wedge F_{U(1)}^{(2)} + 2\text{Tr} Q_1 Q_2 F_{U(1)}^{(1)} \wedge F_{U(1)}^{(2)} \right), \quad (2.5.29)
\]

where the \(F_{U(1)}^{(i)}\) are given in terms of the first Chern class of each line bundle as \(c_1^i = F_{U(1)}^{(i)}/2\pi\). Again denoting the \(L_1\) and \(L_2\) line bundles by

\[
L_1 = \mathcal{O}_X(m^1, m^2, m^3), \quad L_2 = \mathcal{O}_X(n^1, n^2, n^3), \quad (2.5.30)
\]
the second Chern character of $\mathcal{V}^{(2)}$ is then simply

$$
\text{ch}_2(\mathcal{V}^{(2)}) = c_1(L_1) \wedge c_1(L_1) + 3c_1(L_2) \wedge c_1(L_2)
$$

$$
= \frac{1}{v^{2/3}}(m^1 \omega_1 + m^2 \omega_2 + m^3 \omega_3)^2 + \frac{3}{v^{2/3}}(n^1 \omega_1 + n^2 \omega_2 + n^3 \omega_3)^2,
$$

(2.5.31)

where we used the trace relations from (2.5.24). Remember that for our particular configuration,

$$
\frac{1}{v^{1/3}} \int_X \left( c_2(TX) - c_2(\mathcal{V}^{(1)}) \right) \wedge \omega_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i.
$$

(2.5.32)

If we define

$$
W_i = \frac{1}{v^{1/3}} \int_X W \wedge \omega_i,
$$

(2.5.33)

it then follows that the anomaly condition is given by

$$
W_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i + d_{ijk} m^j m^k + 3d_{ijk} n^j n^k.
$$

(2.5.34)

In order to preserve $N = 1$ supersymmetry $W$ must be an effective class; that is, each component $W_i, i = 1, 2, 3$ must be non-negative.

Again we can compare this with the line bundle vector formalism. We have already given the second Chern character in (2.5.4). Expanding this out and using the trace relations in (2.5.26), one can check that it reproduces (2.5.31) above. Furthermore, the anomaly cancellation condition can then be written as

$$
W_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i + \frac{1}{2} d_{ijk} (V_j \cdot V_k),
$$

(2.5.35)

which agrees with (2.5.34) upon using the definitions from (2.5.8) and (2.5.10).

**Low-Energy Fields**

As usual, low-energy matter superfields fields arising from the decomposition in eq. (2.5.11) are associated with bundle-valued cohomologies on the Calabi–Yau threefold. Using the identification (2.5.19), we find that the $E_6$ singlets with non-zero $U(1)$ charges are associated
with

\[
1_{0,2} \sim H^\bullet(X, \mathcal{F}) = H^\bullet(X, L_2^{-2}) , \tag{2.5.36}
\]

\[
1_{-1,-1} \sim H^\bullet(X, \mathcal{K}) = H^\bullet(X, L_1 L_2) , \tag{2.5.37}
\]

\[
1_{1,-1} \sim H^\bullet(X, \mathcal{E}) = H^\bullet(X, L_1^{-1} L_2) . \tag{2.5.38}
\]

To find the cohomologies for the other representations in the decomposition, we can either use the fact that all \( SU(3) \) representations can be obtained from the fundamental \( 3 \) and its conjugate \( \overline{3} \), and then use the decomposition of the \( 3 \) in terms of \( U(1) \times U(1) \), or we can just count the charges in (2.5.11) and use the above identifications to find the corresponding cohomology. The representations we obtain for the \( E_6 \times U(1) \times U(1) \) low-energy group, as well as their corresponding cohomologies, are shown in Table 2.2. Note that each representation \( R \) in Table 2.2 has an associated cohomology of the form

\[
H^\bullet(X, L_R) = H^\bullet(X, L_1^{-q_R} \otimes L_2^{-p_R}) , \tag{2.5.39}
\]

where \( q_R \) and \( p_R \) are the charges of \( R \) for each of the two \( U(1) \) groups.

Let us now consider the low-energy matter spectrum. For fields in the \( R \) representation, with associated line bundle \( L_R \), the Euler characteristic \( \chi(L_R) \) counts the chiral asymmetry. For a line bundle of the form \( L_R = \mathcal{O}_X(l^1_R, l^2_R, l^3_R) \), the Euler characteristic is given by

\[
\chi(L_R) = \sum_{i=0}^{3} (-1)^i h^i(X, L_R) = \int_X \text{ch}(L_R) \wedge \text{Td}(X) , \tag{2.5.40}
\]

where \( \text{ch}(L_R) \) is the Chern character of \( L_R \) and \( \text{Td}(X) \) is the Todd class of the tangent bundle of \( X \). On the Schoen manifold we are considering, this simplifies to

\[
\chi(L_R) = \frac{1}{3} (l^1_R + l^2_R) + \frac{1}{6} d_{ijk} l^i_R l^j_R l^k_R . \tag{2.5.41}
\]
Using the intersection numbers $d_{ijk}$ given in (2.1.4), this expression becomes

$$\chi(L_R) = \frac{1}{6} \left(l_R^1 l_R^2 (l_R^1 + l_R^2 + 6l_R^3) + 2l_R^1 + 2l_R^2 \right). \quad (2.5.42)$$

The numbers $l_R^i$ characterizing the line bundle $L_R$ depend on the low-energy representation $R$. For our line bundle embedding and a representation $R$ with $U(1)$ charges $q_R$ and $p_R$, the Euler characteristic is given by $\chi(L_R) = \chi(L_R^{-q_R} L_R^{-p_R})$. Defining $L_1$ and $L_2$ as in (2.5.30), one finds that

$$l_R^i = -q_R m^i - p_R n^i, \quad i = 1, 2, 3. \quad (2.5.43)$$

It is then simple to evaluate the Euler characteristic for each representation by substituting the values of $l_R^i$ into (2.5.42). For example, for the line bundle $L_R^{-1} L_R^{-3}$ associated with the representation $1_{1,3}$ in Table 2.2, the $l^i$ are

$$l^i = -m^i - 3n^i. \quad (2.5.44)$$

The Euler characteristic is then given by

$$\chi(1_{1,3}) \equiv \chi(L_R^{-1} L_R^{-3}) = \frac{1}{6} \left(l^1 l^2 (l^1 + l^2 + 6l^3) + 2l^1 + 2l^2 \right). \quad (2.5.45)$$

It is straightforward to check that this agrees with the Euler characteristic as computed using the multiplicity operator in (2.5.7). For example, the highest weight of $1_{1,3}$ can be obtained by projecting the root $r = (0, 0, 0, 0, 1, 0, 1)$ of $\mathfrak{e}_8$. Using this in (2.5.7), one finds that $N(r)$ evaluates to (2.5.45).

The matter fields associated with any given representation and cohomology in Table 2.2 are either 1) chiral superfields if the corresponding Euler characteristic $\chi < 0$ or 2) anti-chiral superfields if $\chi > 0$. For any given entry in Table 2.2, the sign of the Euler characteristic depends on the choice of line bundles $L_1$ and $L_2$. Hence, the same entry in the Table can correspond to either a chiral superfield or an anti-chiral superfield depending on the circumstances of the solution. Note, however, that if a representation, such as
Table 2.2: Low-energy representations of \( E_6 \times U(1) \times U(1) \) and their associated cohomologies. \( L_1 \) is a line bundle of the form \( L_1 = O_X(m_1, m_2, m_3) \), while we write \( L_2 = O_X(n_1, n_2, n_3) \) for \( L_2 \). The entries in the third column correspond to either a chiral or an anti-chiral supermultiplet if the Euler characteristic of the associated line bundle is negative or positive respectively. Hence, the supermultiplets corresponding to a line bundle and its inverse bundle are conjugates of each other. Note that the fields \( C_i \) and \( \tilde{C}_i \) are singlets under \( E_6 \).

Deforming the bundle \( V \) away from the decomposable locus is equivalent to turning on different combinations of VEVs for the scalar components of these supermultiplets in the effective theory.

1, corresponds to chiral superfields then the conjugate representation, such as \( 1_{-1,-3} \), corresponds to anti-chiral superfields. With this in mind, in the last column of the table, we have assigned a specific symbol to the matter supermultiplet of each representation. Having done that, we note that each such superfield contains a complex scalar field component. In the following, it is convenient to abuse notation and denote each superfield and its complex scalar field component using the same symbol. Whether we are referring to the full supermultiplet or its scalar component will be clear from the context.
Genus-One Corrected FI Terms

As previously explained, a $U(1)$ symmetry that appears in both the internal and fourdimensional gauge generates a D-term potential proportional to an FI term associated with the $U(1)$ bundle

$$
\text{FI} = \frac{a_L}{2} \frac{\epsilon s \epsilon_R^2}{\kappa_4^2} \frac{1}{RV^{2/3}} \left( \mu(L) + \frac{\epsilon'_s \hat{R}}{V^{1/3}} \int_X c_1(L) \wedge \left( J^{(N+1)} + \sum_{n=1}^{N} z_n^2 J^{(n)} \right) \right),
$$

(2.5.46)

where the complex two-forms $J$ are defined in [46] and $n$ runs over all five-branes in the bulk interval. In our setup, we only have one five brane at position $z = \lambda + \frac{1}{2}$ with the source term given by $J^1 = W$. The coefficient $a_L$ depends on the exact embedding of the line bundle $L$ associated with the FI term into the hidden sector $E_8$. In the case of a hidden sector with a single line bundle, there is one FI term associated with it. In this case, the coefficient $a_L$ is simply equal to the coefficient $a$ derived for the second Chern character. For the particular embedding $U(1) \to SU(2) \to E_8$ that we studied in the previous sections, $a = 1$.

In the case of a hidden sector with two line bundles, we have two FI terms. Each is associated with one of the two line bundles $\mathcal{F}$ and $\mathcal{K}$ defined in the decomposition

$$
V_3 = \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E}
$$

(2.5.47)

of the $SU(3)$ bundle $V_3$ at the decomposable locus. Note that the line bundle $\mathcal{E}$ depends on $\mathcal{K}$ and $\mathcal{F}$ such that $c_1(\mathcal{E}) = -c_1(\mathcal{F}) - c_1(\mathcal{K})$. Hence, $V_3$ has the structure group $SU(1) \times U(1) \times U(1) \sim U(1) \times U(1)$ at the stability wall. The genus-one corrected FI terms in this case are

$$
\text{FI}_\mathcal{F} = \frac{a_\mathcal{F}}{2} \frac{\epsilon s \epsilon_R^2}{\kappa_4^2} \frac{1}{RV^{2/3}} \left( \mu(\mathcal{F}) + \frac{\epsilon'_s \hat{R}}{V^{1/3}} \int_X c_1(\mathcal{F}) \wedge \left( J^{(N+1)} + \sum_{n=1}^{N} z_n^2 J^{(n)} \right) \right),
$$

$$
\text{FI}_\mathcal{K} = \frac{a_\mathcal{K}}{2} \frac{\epsilon s \epsilon_R^2}{\kappa_4^2} \frac{1}{RV^{2/3}} \left( \mu(\mathcal{K}) + \frac{\epsilon'_s \hat{R}}{V^{1/3}} \int_X c_1(\mathcal{K}) \wedge \left( J^{(N+1)} + \sum_{n=1}^{N} z_n^2 J^{(n)} \right) \right),
$$

(2.5.48)
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Note that the FI terms in the effective theory are associated with the line bundles $\mathcal{F} = L_2^{-2}$ and $\mathcal{K} = L_1 L_2$ and not with the bundles $L_1 = \mathcal{O}_X(m^1, m^2, m^3)$ and $L_2 = \mathcal{O}_X(n^1, n^2, n^3)$. Hence, the coefficients $a_{\mathcal{F}}$ and $a_{\mathcal{K}}$ in front of the expressions in (2.5.48) depend on the how the bundles $\mathcal{F}$ and $\mathcal{K}$ embed into the $E_8$ connection. This calculation was trivial in the single bundles case, because we parametrized directly all the equations in terms of the bundle $L$ associated with the FI term. For the two line bundle case of interest, one can read off the generators $Q_{\mathcal{F}}$ and $Q_{\mathcal{K}}$ associated with their embedding into $E_8$ from Table 2.2. These are given by

$$Q_{\mathcal{F}} = (1, -1, 2, -2, -1, 1, -\text{id}_{27}, 0 \times \text{id}_{27}, \text{id}_{27}, 0 \times \text{id}_{27}, -\text{id}_{27}) ,$$

$$Q_{\mathcal{K}} = (-1, 1, 1, -1, -2, 2, 0 \times \text{id}_{27}, -\text{id}_{27}, \text{id}_{27}, 0 \times \text{id}_{27}, \text{id}_{27}, -\text{id}_{27}) .$$

Hence, we get

$$a_{\mathcal{F}} = \frac{1}{4} \text{Tr} Q_{\mathcal{F}}^2 = 1 ,$$

$$a_{\mathcal{K}} = \frac{1}{4} \text{Tr} Q_{\mathcal{K}}^2 = 1 .$$

**Extension Bundle**

In this section, we study how to deform the Whitney sum bundle defined in eq. (2.5.18) away from the decomposable locus to construct an irreducible $SU(3)$ bundle. We will also discuss how this construction appears in the effective field theory.

Consider the pair of exact sequences

$$0 \rightarrow \mathcal{F} \rightarrow W \rightarrow \mathcal{E} \rightarrow 0 ,$$

$$0 \rightarrow \mathcal{K} \rightarrow V'_3 \rightarrow W \rightarrow 0 .$$

These define an $SU(3)$ bundle $V'_3$, since $c_1(\mathcal{V}'_3) = 0$. The first extension can be non-trivial – that is, $W$ is not simply $\mathcal{F} \oplus \mathcal{E}$ – if and only if the Ext group $\text{Ext}^1(\mathcal{E}, \mathcal{F}) = H^1(X, \mathcal{F} \otimes \mathcal{E}^*)$ is non-trivial. Similarly, the second extension can be non-trivial if and only if $\text{Ext}^1(W, \mathcal{K}) =$
$H^1(X, \mathcal{K} \otimes W^*)$ is non-trivial. It is relatively easy to see that a non-trivial extension class for the first extension sequence corresponds to turning on a VEV for the field $C_2$ in the effective theory. Indeed, from Table 2.2 we see that $H^1(X, \mathcal{F} \otimes \mathcal{E}^*)$ counts the number of $C_2$ fields. It is straightforward, if not obvious, to see that the extension class for the second sequence is equivalent to turning on a VEV for the field $\tilde{C}_3$. To prove this, note that one can show that $\text{Ext}^1(W, \mathcal{K}) = H^1(X, \mathcal{K} \otimes W^*) = H^1(X, \mathcal{K} \otimes \mathcal{E}^*)$ [1].\(^{10}\) It follows from Table 2.2 that $H^1(X, \mathcal{K} \otimes \mathcal{E}^*)$ counts the number of $\tilde{C}_3$ fields. We learn that the pair of non-trivial extensions in (2.5.53) corresponds to turning on VEVs for the fields $C_2$ and $\tilde{C}_3$ in the effective theory,

$$\langle C_2 \rangle \neq 0, \quad \langle \tilde{C}_3 \rangle \neq 0,$$

while the VEVs of the other charged matter fields are set to zero. Having allowed for these VEVs, one should check that the F-term and D-term constraints are satisfied so that the vacuum of the four-dimensional theory preserves supersymmetry. As shown in [1], one can turn on this combination of VEVs while still having the superpotential and its derivative vanish – that is, the effective theory satisfies the F-flatness requirement. Furthermore, using the generic expression for a D-term given in [1], we see that fields $C_2$ and $\tilde{C}_3$ have the correct charges to cancel the FI terms associated with the two $U(1)$ bundles $\mathcal{F}$ and $\mathcal{K}$, as defined in eq. (2.5.48). Therefore, the theory is also D-flat.

Note that there is another pair of extension sequences which correspond to the same non-zero elements of $H^1(X, \mathcal{F} \otimes \mathcal{E}^*)$ and $H^1(X, \mathcal{K} \otimes \mathcal{E}^*)$, namely

$$0 \to \mathcal{K} \to W' \to \mathcal{E} \to 0, \quad \text{Ext}^1(\mathcal{E}, \mathcal{K}) = H^1(X, \mathcal{K} \otimes \mathcal{E}^*) \neq 0,$$

$$0 \to \mathcal{F} \to \mathcal{V}'_3 \to W' \to 0, \quad \text{Ext}^1(W', \mathcal{F}) = H^1(X, \mathcal{F} \otimes \mathcal{E}^*) \neq 0.$$

This seemingly gives us a different $SU(3)$ bundle $\mathcal{V}'_3$ for the same set of VEVs. However,\(^{10}\)Specifically, in Section 3.3 of [1] it is shown that $H^1(X, \mathcal{K} \otimes W^*) = H^1(X, \mathcal{K} \otimes \mathcal{E}^*) + \ker \delta$, where $\ker \delta \in H^1(X, \mathcal{K} \otimes \mathcal{F}^*)$. Note that this branch is confined to the zero element of $H^1(X, \mathcal{K} \otimes \mathcal{F}^*)$.\(^{104}\)
as shown in [1], this new bundle is isomorphic to the above, that is

\[ \mathcal{V}_3' \simeq \mathcal{V}_3'. \]  

(2.5.56)

From an effective theory perspective, both pairs of sequences correspond to turning on VEVs for the low-energy fields \( \tilde{C}_2 \) and \( C_3 \). Roughly speaking, the choice between (2.5.53) or (2.5.55) corresponds to turning on VEVs for \( C_2 \) first and then \( \tilde{C}_3 \) or vice versa, respectively.

As we will discuss next, there are actually six inequivalent branches along which one can, in principle, deform the \( SU(3) \) bundle away from the decomposable locus. From the low-energy perspective, deforming the bundle along one branch or another comes from turning on different pairs of VEVs of the \( E_6 \) singlet fields \( C_i \) and \( \tilde{C}_i \) which are both F-flat and D-flat. The extensions in (2.5.53) or (2.5.55) give one possible branch. We show the full branch structure for a hidden sector built from two line bundles in Table 2.3, but for the moment let us continue focusing on the \( \langle C_2 \rangle, \langle \tilde{C}_3 \rangle \neq 0 \) branch. We have seen that a non-trivial extension is possible if and only if the cohomology groups \( H^1(X, \mathcal{F} \otimes \mathcal{E}^*) \) and \( H^1(X, \mathcal{K} \otimes \mathcal{E}^*) \) are non-empty, that is

\[ h^1(X, \mathcal{F} \otimes \mathcal{E}^*) > 0 , \quad h^1(X, \mathcal{K} \otimes \mathcal{E}^*) > 0. \]  

(2.5.57)

It is useful to observe that the case where either of the line bundles \( \mathcal{F} \otimes \mathcal{E}^* \) or \( \mathcal{K} \otimes \mathcal{E}^* \) is ample is eliminated from the start, since ample line bundles have vanishing first cohomology groups on a Calabi–Yau manifold. Hence, one must choose the line bundles \( L_1, L_2 \) so that \( \mathcal{F} \otimes \mathcal{E}^* \) and \( \mathcal{K} \otimes \mathcal{E}^* \) are not ample. That being said, computing the cohomology groups \( H^1(X, \mathcal{F} \otimes \mathcal{E}^*) \) and \( H^1(X, \mathcal{K} \otimes \mathcal{E}^*) \) directly on our Schoen manifold \( X \) is a difficult task, which will not be included in this work.

**Bundle Stability**

The conditions above ensure that an extension is possible, which corresponds to the existence of non-zero VEVs of certain charged matter fields in the four-dimensional effective
theory. The existence of the deformed $SU(3)$ bundle is not sufficient to ensure supersymmetry, however. One must also require that the new bundle admits a connection that solves the HYM equation; that is, the bundle must be slope-stable. Therefore, the next question one must ask, assuming the extension exists, is whether the resulting bundle is slope-stable.

As we have emphasized, checking the stability of a bundle is generally a difficult calculation which, at the moment, cannot be done algorithmically on our particular Schoen threefold. Instead, we will focus on some necessary conditions; specifically that some obvious subbundles have negative slope and that the Bogomolov inequality is satisfied. This last requirement is significant since often the Bogomolov inequality is the only obstruction to finding a slope-stable bundle [25].

From the first sequence in (2.5.53), we learn that there is an embedding

$$\mathcal{K} \hookrightarrow V'^3_3. \quad (2.5.58)$$

That is, the line bundle $\mathcal{K}$ injects into $V'_3$. Since $V'_3$ has a vanishing slope, the first necessary condition for stability is that $\mathcal{K}$ has a negative tree-level slope:

$$\mu(\mathcal{K}) = \mu(L_1 L_2) < 0 \quad \Rightarrow \quad d_{ijk}(m^i + n^j)a^ja^k < 0, \quad (2.5.59)$$

Furthermore, it would appear from (2.5.55) and (2.5.56), and is proven in Appendix E, that the bundle $\mathcal{F}$ also injects into $V'_3$,

$$\mathcal{F} \hookrightarrow V'_3, \quad (2.5.60)$$

and so the slope of $\mu(\mathcal{F})$ must also be negative:

$$\mu(\mathcal{F}) = \mu(L_2^{-2}) < 0 \quad \Rightarrow \quad -2d_{ijk}n^ja^ja^k < 0. \quad (2.5.61)$$

Given a choice of $L_1$ and $L_2$ such that (2.5.59) and (2.5.61) are satisfied, the final
necessary condition that we impose is that $V_3'$ satisfies the Bogomolov inequality

$$
\int c_2(V_3') \wedge \omega \geq 0 .
$$

(2.5.62)

A bundle is stable only if it satisfies this highly non-trivial constraint. Thankfully, since $c_2$ is topological, this can be computed from the data of the Whitney sum bundle $V_3 = \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E}$. The total Chern class is

$$
c(V_3') \equiv c(V_3) = c(L_2^{-2} \oplus L_1 L_2 \oplus L_1^{-1} L_2)
\equiv 1 - 3c_1^2(L_2) - c_1^2(L_1) + \ldots
$$

(2.5.63)

from which we see that $c_2(V_3') = 3c_1^2(L_2) - c_1^2(L_2)$. It follows that condition (3.4.6) becomes

$$
d_{ijk}m^i m^j a^k + 3d_{ijk}n^i n^j a^k \leq 0 .
$$

(2.5.64)

We emphasize that since the Kähler form $\omega$ appears in the calculation of the two slopes and the Bogomolov inequality, all three of these conditions depend on where one is in the Kähler cone, which is also restricted by the physical constraints discussed in Section 2.3

### 2.5.3 Line Bundles Scan

We are now in a position to look for an appropriate hidden sector bundle, which has a non-trivial extension $V_3'$ that might be stable away from the decomposable locus. In addition to the physical constraints discussed in Section 2.3, we impose the stability constraints derived earlier. Specifically, we want to find two line bundles $L_1 = \mathcal{O}_X(m_1, m_2, m_3)$ and $L_2 = \mathcal{O}_X(n_1, n_2, n_3)$ such that

1. Both $L_1$ and $L_2$ are equivariant:

$$
(m_1 + m_2) \mod 3 = 0 , \quad (n_1 + n_2) \mod 3 = 0 .
$$

(2.5.65)
2. The five-brane class is effective:

\[ W_i = \left( \frac{4}{3}, \frac{7}{3}, -4 \right)_i + d_{ijk} m^i m^j + 3d_{ijk} n^i n^j \geq 0. \] (2.5.66)

3. The cohomology groups \( H^1(X, \mathcal{F} \otimes \mathcal{E}^*) = H^1(X, L_1 L_2^{-3}) \) and \( H^1(X, \mathcal{K} \otimes \mathcal{E}^*) = H^1(X, L_2^2) \) are non-zero. In this scan we will simply impose the necessary condition that \( \mathcal{F} \otimes \mathcal{E}^* = L_1 L_2^{-3} \) and \( \mathcal{K} \otimes \mathcal{E}^* = L_2^2 \) are not ample.

4. The extended bundle \( V_3' \) is stable. The necessary conditions that we impose are:

(i) The slopes of the line bundles \( \mathcal{F} \) and \( \mathcal{K} \) are negative:

\[ d_{ijk} (m^i + n^i) a^j a^k < 0, \quad -2d_{ijk} n^i a^j a^k < 0. \] (2.5.67)

(ii) The extension bundle \( V_3' \) satisfies the Bogomolov inequality

\[ d_{ijk} m^i m^j a^k + 3d_{ijk} n^i n^j a^k \leq 0. \] (2.5.68)

We performed a systematic scan over all possible pairs of line bundles, with \( |m^i| \leq 15, |n^i| \leq 15 \) for \( i = 1, 2, 3 \). The values of \( (a^1, a^2, a^3) \) we sample sit inside the “orange” subspaces of the Kähler cone shown in Figure 2.5. We find a number of pairs of line bundles that lead to a solution satisfying all of these constraints. These include the line bundles

\[ L_1 = \mathcal{O}_X(-5, -1, 1), \quad L_2 = \mathcal{O}_X(2, 1, -1). \] (2.5.69)

Before giving the other examples, let us analyze this case in more detail. For this pair of line bundles, we find that the class of the five-brane is

\[ W_i = (2, 0, 18)_i, \] (2.5.70)

which is indeed effective \( (W_i \geq 0) \). Furthermore, the bundles \( L_1 L_2^{-3} = \mathcal{O}_X(-11, -4, 4) \) and
Table 2.3: The six extension branches of the split Whitney sum bundle $V_3 = \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E}$. For each branch, there is also a second pair of sequences which corresponds to switching the order of the extensions. The resulting bundles can be shown to be isomorphic [1] and, hence, we do not display them.

$L_1^2 = \mathcal{O}_X(-10, -2, 2)$, associated with the $1_{-1,3}$ and the $1_{-2,0}$ representations respectively, are clearly non-ample. However, we do not know if the extensions in (2.5.53) exist without computing the cohomologies

\begin{align*}
H^1(X, \mathcal{F} \otimes \mathcal{E}^*) &= H^1(X, L_1 L_2^{-3}) = H^1(X, \mathcal{O}_X(-11, -4, 4)). \\
H^1(X, \mathcal{K} \otimes \mathcal{E}^*) &\equiv H^1(X, L_1^2) = H^1(X, \mathcal{O}_X(-10, -2, 2)).
\end{align*}

2.5.4 Different Extension Branches

In the example in the previous section, we showed it might be possible to extend the decomposable bundle $V_3$, defined in (2.5.18), to a non-trivial stable $SU(3)$ bundle $V'_3$ via the extension sequences defined in (2.5.53). As we discussed, this extension is equivalent to turning on VEVs for the fields $C_2$ and $\tilde{C}_3$ in the four-dimensional effective theory. We now ask if we can still solve the system of vacuum constraints if we chose a different extension sequence or, equivalently, if we chose to turn on VEVs for different combinations of $C$ and
First of all, not all combinations of pairs of VEVs are allowed. The F-flatness conditions, coming from the vanishing of the superpotential and its first derivative, reduce the fifteen combinations of pairs of VEVs to six [1]. In Table 2.3 we give the allowed VEVs for each branch and the corresponding extension sequences. The branch we studied in the previous section corresponds to branch one in this table.

2.5.5 Possible Generalization

We finish by pointing out that the analyses and methods developed in this work can be extended to models with hidden sectors built using different embeddings into $E_8$ or from three or more line bundles. In particular, the method of line bundle vectors [78] reviewed in Section 2.5.1 is ideally suited for this problem. One could imagine algorithmically generating hidden sectors built from line bundles. As a taste of how this would work, we finish with two such examples that should make clear that there are a large number of models to explore.

Consider for instance another example built from two line bundles. We use two linearly independent generators $(t_1, t_2)$ given by

\begin{align}
  t_1 &= (0, 0, 0, 0, 0, 0, 0, -2) , \\
  t_2 &= (0, 0, 0, 0, 0, 0, -2, 0) ,
\end{align}

(2.5.73) (2.5.74)

with the two line bundle vectors given by

\[ V_i = m^i t_1 + n^i t_2 . \]

(2.5.75)

The non-Abelian commutant of $U(1)^2$ inside $E_8$ is then $SO(12)$.

Using the Mathematica package LieART [4,5], one can then find the decomposition of
the adjoint representation of $E_8$:

$$248 = 66_{0,0} + 2 \times 1_{0,0} + 1_{2,0} + 1_{-2,0} + 1_{0,2} + 1_{0,-2} + 32_{1,0} + 32_{-1,0} + 32_{1,1} + 32_{1,-1} + 12_{1,1} + 12_{-1,1} + 12_{1,-1} + 12_{-1,1} .$$

(2.5.76)

This breaking pattern is obtained by first breaking $E_8$ to $E_7 \times SU(2)$, under which the adjoint representation of $E_8$ decomposes as

$$248 = (133, 1) + (56, 2) + (1, 3) .$$

(2.5.77)

Breaking $E_7$ further to $SO(12) \times SU(2)$, the $E_7$ representations that appear above decompose as

$$56 = (12, 2) + (32, 1) ,$$

$$133 = (66, 1) + (32, 2) + (1, 3) ,$$

$$1 = (1, 1) .$$

(2.5.78)

Finally, we break both $SU(2)$ groups down to $U(1)$s. The fundamental representation of $SU(2)$ decomposes as

$$2 = 1_1 + 1_{-1} ,$$

(2.5.79)

(2.5.80)

Putting this together, one sees that the adjoint representation of $E_8$ decomposes under $SO(12) \times U(1) \times U(1)$ exactly as in (2.5.76) above.

Each of the two line bundles $L_1$ and $L_2$ associated with the two $U(1)$ factors are embedded into an $SU(2)$ bundle. At the decomposable locus we produce a diagonal $SU(2) \times SU(2)$
bundle

\[ V_{2 \times 2} = (L_1^{-1} \oplus L_1) \oplus (L_2^{-1} \oplus L_2) . \]  

(2.5.81)

with \( U(1) \times U(1) \) structure group

In this case, the only singlets under the non-Abelian factor that are charged under the two \( U(1) \)s are \((1)_{2,0}, (1)_{0,2}\) and their conjugates. These give charged singlet matter fields whose VEVs may be used to set the D-terms associated with the low-energy \( U(1) \)s to zero. Turning a combination of two VEVs would correspond to deforming the hidden sector bundle with \( U(1) \times U(1) \) structure group into one with \( SU(2) \times SU(2) \) instead.

One could also go beyond the two line bundle embedding scenario and build a hidden sector from three line bundles. We use three linearly independent generators \((t_1, t_2, t_3)\) given by

\[
\begin{align*}
t_1 &= (0, 0, 0, 0, 0, 0, 0, -2) , \\
t_2 &= (0, 0, 0, 0, 0, -1, -1, -2) , \\
t_3 &= (0, 0, 0, 0, 0, -1, -1) , \\
\end{align*}
\]

(2.5.82) (2.5.83) (2.5.84)

with the three line bundle vectors given by

\[ V_i = m^i t_1 + n^i t_2 + p^i t_3 . \]  

(2.5.85)

Using (2.5.6), one can then show that the non-Abelian commutant of \( U(1)^3 \) inside \( E_8 \) is \( SO(10) \), so that the low-energy gauge group is \( SO(10) \times U(1)^3 \). It is then simple to find the decomposition of the 248:

\[
\begin{align*}
248 &\rightarrow 1_{2,3,4} + 1_{2,3,1} + 1_{2,1,1} + 1_{2,1,0} + 1_{0,2,1} + 1_{0,0,1} + \text{c.c.} \\
&\quad + 31_{0,0,0} + 45_{0,0,0} \\
&\quad + 10_{2,2,1} + 10_{0,1,1} + 10_{0,1,0} + \text{c.c.} \\
\end{align*}
\]

(2.5.86) (2.5.87) (2.5.88)
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\[+\mathbf{16}_{1,2,1} + \mathbf{16}_{1,0,0} + \mathbf{16}_{-1,-1,0} + \mathbf{16}_{-1,-1,-1} + \text{c.c.}\] (2.5.89)

This pattern corresponds to first breaking the $E_8$ group to the maximal subgroup $SO(16)$, and then breaking further the $SO(16)$ to $SU(4) \times SO(10)$. One could then embed the $U(1) \times U(1) \times U(1)$ structure group into the $SU(4)$ connection to obtain a diagonal $V_4$ bundle at the decomposable locus of the type

\[V_4 = L_3^{-3} \oplus (L_2^{-2} \oplus (L_1^{-1} \oplus L_1 \oplus L_2) \otimes L_3) .\] (2.5.90)

\[= L_3^{-3} \oplus L_2^{-2} L_3 \oplus L_1 L_2 L_3 \oplus L_1^{-1} L_2 L_3 .\]

In the expression above, $L_1$, $L_2$ and $L_3$ are the line bundles associated with the three $U(1)$ groups.

We see there are multiple $SO(10)$ singlets that are charged under the three $U(1)$s. These are the charged singlet matter fields whose VEVs may be used to set the D-terms for the three $U(1)$s to zero. From a ten-dimensional perspective, these VEVs correspond to deforming the hidden sector bundle constructed from the three line bundles to a non-trivial $SU(4)$ extension bundle. One can then impose conditions on these line bundles, following the analysis laid out in this section.

Clearly, there are a large number of hidden sectors that one can construct using different numbers of line bundles and various embeddings into $E_8$.

2.6 Breaking Supersymmetry at Low Energy

In the previous sections, we presented the constraints imposed on a heterotic M-theory vacuum whose hidden sector is defined by a single line bundle $L$ with its $U(1)$ structure group embedded into the $SU(2)$ subgroup of $SU(2) \times E_7 \subset E_8$ via the induced vector bundle $L \oplus L^{-1}$. We demanded that $d = 4$, $N = 1$ supersymmetry be exactly preserved. In this section, however, we will analyze how spontaneous supersymmetry breaking in four dimensions can occur due to gaugino condensation of $E_7$ in the hidden sector.
As is well known [81–83], if the $E_7$ gauge group of the hidden sector becomes strongly coupled below the compactification scale, then the associated gauginos condense and produce an effective superpotential for the relevant geometric moduli of the theory – in our case, the dilaton $S$ and the complexified Kähler moduli $T^i$, $i = 1, 2, 3$. The form of this gaugino condensate superpotential is given by [53,81,82]

$$W = \langle M_U \rangle^3 \exp \left( - \frac{6\pi}{b_L \hat{\alpha}_{\text{GUT}}} f_2 \right),$$

(2.6.1)

where $\hat{\alpha}_{\text{GUT}}$ was defined in (2.2.3), and $b_L$ is a real number associated with the beta-function of the $E_7$ gauge coupling $g^{(2)}$ for a choice of hidden sector line bundle $L$. Both $b_L$ and the associated “condensation scale” $\Lambda$ will be defined below.

Remember that to order $\kappa_{11}^{4/3}$, the general expressions for the gauge kinetic functions are in [11,13]

$$f_1 = S - \frac{\epsilon'_S}{2} \left( \beta_i^{(N+1)} T^i + 2 \sum_{n=1}^{N} Z^{(n)} \right),$$

$$f_2 = S + \frac{\epsilon'_S}{2} \beta_i^{(N+1)} T^i.$$  

(2.6.2)

The real parts of the gauge kinetic functions are related to the gauge couplings on the two sectors

$$\frac{4\pi}{(g^{(1)})^2} \propto \text{Re}(f_1) = V \left( 1 + \epsilon'_S \frac{\hat{R}}{2V} \sum_{n=0}^{N} (1 - z_n)^2 b^i \beta^{(n)}_i \right)$$

(2.6.3)

and

$$\frac{4\pi}{(g^{(2)})^2} \propto \text{Re}(f_2) = V \left( 1 + \epsilon'_S \frac{\hat{R}}{2V} \sum_{n=1}^{N+1} z_n^2 b^i \beta^{(n)}_i \right)$$

(2.6.4)

respectively. For a single line bundle $L = \mathcal{O}_X(l^1, l^2, l^3)$ in the hidden sector and a single five-brane, we find that

$$f_2 = S + \frac{\epsilon'_S}{2} \left( -(2, 2, 0)_i - d_{ijk} l^j l^k \right) T^i,$$  

(2.6.5)

where $T^i = t^i + i2 \chi$, $i = 1, 2, 3$ and the strong coupling parameter $\epsilon'_S$ was defined in (2.2.7).
We want to emphasize that expressions (2.6.1) and (2.6.5) for the condensate superpotential and \( f_2 \) respectively are known only to linear order in \( \epsilon_S \) [10,11,38,84].

An important point is that the potential induced by the gaugino superpotential is actually runaway and so does not fix the moduli fields at a minimum. Instead, we simply assume that the moduli can be fixed to some values (such as by picking a point in the viable region of Kähler moduli space) and then analyze the supersymmetry breaking due to the gaugino superpotential at those values of the moduli. In a complete model, one would be able to fix all of the moduli fields dynamically. However, this is far outside the scope of the present work.\(^\text{11}\)

The observable sector \( \text{Spin}(10) \) gauge coupling \( g^{(1)} \) is fixed at the unification scale \( \langle M_U \rangle \) based on phenomenological data. As discussed in [29] and Section 2, we find that \( \langle \alpha_u \rangle = \frac{1}{20.08} \) in the split Wilson lines scenario and \( \langle \alpha_u \rangle = \frac{1}{20.64} \) in the simultaneous Wilson lines scenario (with \( \alpha = g^{(1)2}/4\pi \)). We cannot determine the value of the hidden sector gauge coupling \( g^{(2)} \) at \( \langle M_U \rangle \) based on direct observation. However, the two gauge couplings \( g^{(1)} \) and \( g^{(2)} \) both occur in the \( d = 10 \) Hořava–Witten theory and, hence, it is possible to find an expression relating them to couplings in the \( d = 4 \) effective theory after compactification. As shown in eq. (2.2.3), in the observable sector the \( \text{Spin}(10) \) gauge coupling at the unification scale is given by [10,57]

\[
\langle \alpha_u \rangle = \frac{\hat{\alpha}_{\text{GUT}}}{\text{Re} f_1},
\]

where \( f_1 \) is the gauge kinetic function on the observable sector. Similarly, the \( E_7 \) hidden sector gauge coupling at the unification scale \( \langle M_U \rangle \) is defined to satisfy

\[
\langle \alpha_u^{(2)} \rangle = \frac{\hat{\alpha}_{\text{GUT}}}{\text{Re} f_2},
\]

where we denote the hidden sector gauge parameter by \( \alpha^{(2)} = \frac{g^{(2)2}}{4\pi} \). The moduli dependent

\(^{11}\)One could use gaugino condensation in multiple gauge groups to generate a potential with a determined minimum and thus fix some of the moduli. However, this would still leave bundle moduli, complex structure moduli, and so on, to fix [85–88]. To the knowledge of the authors, within the context of phenomenologically realistic models, there are no models that fix all moduli.
function \( f_2 \) was given in (2.6.5). Using the relations
\[
\text{Re} \, S = V + \epsilon S \left( \frac{1}{2} + \lambda \right)^2 W_i t^i
\]
(2.6.8)
and
\[
\text{Re} \, T^a = t^i = \frac{\hat{R}}{V^{1/3}}
\]
(2.6.9)
it follows from (2.6.5) that
\[
\text{Re} \, f_2 = V + \epsilon S \frac{\hat{R}}{V^{1/3}} \left( \left( -(1,1,0) \right)_i - \frac{1}{2} d_{ijk} t^j t^k a^j + \left( \frac{1}{2} + \lambda \right)^2 W_i a^i \right).
\]
(2.6.10)
Finally, using (2.6.6) and (2.6.7), we find that
\[
\left\langle \alpha_u^{(2)} \right\rangle = \frac{\text{Re} \, f_1}{\text{Re} \, f_2} \left\langle \alpha_u \right\rangle,
\]
(2.6.11)
allowing one to solve for \( \left\langle \alpha_u^{(2)} \right\rangle \) at any point in moduli space. Remember that inside the orange subspaces of the Kähler cone shown in Figure 2.5, \( \text{Re} \, f_1 \) and \( \text{Re} \, f_2 \) have positive definite values. Hence, \( \left\langle \alpha_u^{(2)} \right\rangle \) is well defined within that subspace.

For an arbitrary momentum \( p \) below the unification scale, the renormalization group equation for the hidden sector gauge parameter \( \alpha^{(2)} \) is given by
\[
\alpha^{(2)}(p)^{-1} = \left\langle \alpha_u^{(2)} \right\rangle^{-1} - \frac{b_L}{2\pi} \ln \left( \frac{\langle M_U \rangle}{p} \right).
\]
(2.6.12)
Note that for \( b_L < 0 \), the value of \( \alpha^{(2)}(p)^{-1} \) is identical to the perturbative gauge coupling \( \left\langle \alpha_u^{(2)} \right\rangle^{-1} \) for \( p = \langle M_U \rangle \) and only becomes more weakly coupled for \( p < \langle M_U \rangle \). It follows that the \( E_7 \) gauge group never becomes strongly coupled in the effective theory and, therefore, gaugino condensation can never occur. Therefore, we will only consider line bundles \( L \) for which
\[
b_L > 0.
\]
(2.6.13)
In this case, roughly speaking, the hidden sector \( E_7 \) gauge theory becomes strongly coupled
and, hence, its gauginos condense, at a momentum \( p \approx \Lambda \) where \( \alpha^{(2)}(\Lambda)^{-1} \) can be well approximated by 0. It then follows from (2.6.12) that, at this scale,

\[
\langle \alpha^{(2)}_{\alpha} \rangle^{-1} = b_L \frac{2\pi}{\ln \left( \frac{\langle M_U \rangle}{\Lambda} \right)} .
\]

(2.6.14)

The condensation scale \( \Lambda \) can then be expressed as

\[
\Lambda = \langle M_U \rangle e^{-\frac{2\pi}{b_L} \langle \alpha^{(2)}_{\alpha} \rangle^{-1}} = \langle M_U \rangle e^{-\frac{2\pi}{b_L} \text{Re} f_2} .
\]

(2.6.15)

\( \Lambda \), like \( W \) defined in (2.6.1), is a function of the Kähler moduli. It remains to compute the coefficient \( b_L \).

For any line bundle \( L = O_X(l^1, l^2, l^3) \) in the hidden sector satisfying all constraints in Section 2, the beta-function coefficient \( b_L \) for the \( E_7 \) gauge coupling is given by

\[
b_L = 3 T(\begin{array}{c}
133
\end{array}) - \sum_{\mathbf{r}} n_{\mathbf{r}} T(\mathbf{r}) .
\]

(2.6.16)

Here, the sum is over the \( E_7 \) representations \( \mathbf{r} \) that arise in the decomposition of the of the adjoint representation \( \mathbf{248} \) of \( E_8 \) with respect to the low-energy hidden sector gauge group \( U(1) \times E_7 \), and the coefficients \( n_{\mathbf{r}} \) are the number of light chiral matter fields which transform as \( \mathbf{r} \). \( T(\mathbf{r}) \) denotes the Dynkin index of the representation \( \mathbf{r} \), defined by

\[
T(\mathbf{r}) = \text{tr}_{\mathbf{r}} T_a^2 ,
\]

(2.6.17)

where \( T_a \) is an arbitrary Lie algebra generator of \( E_7 \) in the representation \( \mathbf{r} \). See, for example, [89]. It follows that calculating the beta-function coefficient \( b_L \) for a specific line bundle \( L \) requires one to explicitly compute the particle content of its low-energy theory. To do this, we first recall that all line bundles under consideration have their \( U(1) \) structure group embed into the \( SU(2) \) subgroup of \( SU(2) \times E_7 \subset E_8 \). It follows that for all such line bundles, the adjoint \( \mathbf{248} \) representation of the hidden sector \( E_8 \) decomposes under \( U(1) \times E_7 \)
as
\[
\mathbf{248} \rightarrow (0, \mathbf{133}) \oplus ((1, \mathbf{56}) \oplus (-1, \mathbf{56})) \oplus (2, \mathbf{1}) \oplus (0, \mathbf{1}) \oplus (-2, \mathbf{1}) \ .
\] (2.6.18)

The \((0, \mathbf{133})\) corresponds to the adjoint representation of \(E_7\), while the \((\pm 1, \mathbf{56})\) give rise to chiral matter superfields with \(\pm 1\) \(U(1)\) charges transforming in the \(\mathbf{56}\) representation of \(E_7\) in four dimensions. The \((\pm 2, \mathbf{1})\) are \(E_7\) singlet chiral superfields fields with charges \(\pm 2\) under \(U(1)\). Finally, the \((0, \mathbf{1})\) gives the one dimensional adjoint representation of the \(U(1)\) gauge group. The embedding of the line bundle is such that fields with \(U(1)\) charge \(-1\) are counted by \(H^*(X, L)\), charge \(-2\) fields are counted by \(H^*(X, L^2)\) and so on.

The low-energy massless spectrum can be determined by examining the chiral fermionic zero-modes of the Dirac operators for the various representations in the decomposition of the \(\mathbf{248}\). The Euler characteristic \(\chi(\mathcal{F})\) counts \(n_R - n_L\), where \(n_R\) and \(n_L\) are the number of right- and left-chiral zero-modes respectively transforming under the group representation associated with the bundle \(\mathcal{F}\). With the notable exception of \(\mathcal{F} = \mathcal{O}_X\), which corresponds to the massless vector superfields of both the \((0, \mathbf{133})\) and \((0, \mathbf{1})\) adjoint representations of \(E_7\) and \(U(1)\) respectively, right-chiral and left-chiral zero modes pair up and form massive fermion states, which can then be integrated out of the low-energy theory. However, the remaining unpaired zero modes of the \(d = 4\) effective theory remain massless and are precisely those counted by the Euler characteristic for each representation. On a Calabi–Yau threefold \(X\), \(\chi(\mathcal{F})\) can be computed using the Atiyah–Singer index theorem and is given by

\[
\chi(\mathcal{F}) = \int_X \text{ch}(\mathcal{F}) \wedge \text{Td}(X) ,
\] (2.6.19)

where \(\text{ch}(\mathcal{F})\) is the Chern character of \(\mathcal{F}\) and \(\text{Td}(X)\) is the Todd class of the tangent bundle of \(X\). It is useful to note that for a line bundle of the form \(\mathcal{F} = \mathcal{O}_X(f^1, f^2, f^3)\), expression (2.6.19) simplifies to

\[
\chi(\mathcal{F}) = \frac{1}{3}(f^1 + f^2) + \frac{1}{6}d_{ijk}f^if^jf^k .
\] (2.6.20)

For the decomposition of the \(\mathbf{248}\) presented in (2.6.18), the bundles \(\mathcal{F}\) corresponding to the \(U(1) \times E_7\) representations \((0, \mathbf{133}), (\pm 1, \mathbf{56}), (\pm 2, \mathbf{1})\) and \((0, \mathbf{1})\) are \(\mathcal{F} = \mathcal{O}_X, L^\mp 1, L^\mp 2\).
and $\mathcal{O}_X$ respectively. Using the fact that the $E_7$ singlet states $(\pm 2, 1)$ and $(0, 1)$ cannot contribute to $b_L$, that is,

$$T(1) = 0 \ ,$$

we need only consider $(0, 133)$ and $(\pm 1, 56)$. Furthermore, since the $E_7$ adjoint representation can occur only once in the spectrum, it follows that we need to determine only the number of states $(\pm 1, 56)$. Of these, the low-energy spectrum consists of the left chiral states only, which correspond to $(+1, 56)$. They are counted by the Euler characteristic of the line bundle $L^{-1}$. It follows from (2.6.20) that for $L = \mathcal{O}_X(l^1, l^2, l^3)$,

$$\chi(L^{-1}) = -\frac{1}{6}(2l^1 + 2l^2 + (l^1)^2l^2 + l^1(l^2)^2 + 6l^1l^2l^3) \ .$$

With this information about the low-energy spectrum, we can now compute the $b_L$ coefficient for any line bundle $L = \mathcal{O}_X(l^1, l^2, l^3)$ in the hidden sector satisfying all constraints in Section 2. Noting [89] that the Dynkin indices satisfy (2.6.21) and

$$T(133) = 18 \quad T(56) = 6 \ ,$$

we find, using (2.6.16), that

$$b_L = 3 \times T(133) - |\chi(L^{-1})| \times T(56) = 54 - 6|\chi(L^{-1})| \quad (2.6.24)$$

and, hence, from (2.6.22) that

$$b_L = 54 - |2l^1 + 2l^2 + (l^1)^2l^2 + l^1(l^2)^2 + 6l^1l^2l^3| \ .$$

We can now explain why, out of all the line bundles satisfying the constraints in Section 2.4.5, only the seven ample line bundles listed in (2.4.5) can exhibit $E_7$ gaugino condensation. Furthermore, we can now justify the preference for the line bundle $L = \mathcal{O}_X(2, 1, 3)$ in our
previous sections and the rest of the present work.

In Section 2.4.5 we introduced a new constraint; that is, we demanded that the line bundle $L$ be such that $N = 1$ supersymmetry is spontaneously broken by the condensation of the $E_7$ gauginos. However, as discussed above, for momenta below the unification scale $\langle M_U \rangle$, the $E_7$ gauge theory becomes strongly coupled if and only if condition (2.6.13) is satisfied. Therefore, we now impose, using (2.6.25), the extra condition that

$$54 - |2l^1 + 2l^2 + (l^1)^2 l^2 + l^1(l^2)^2 + 6l^1 l^2 l^3| > 0 .$$

(2.6.26)

We find that the only line bundles that satisfy all the constraints in Section 2, as well as this new constraint, are

$$\mathcal{O}_X(2,1,3), \quad \mathcal{O}_X(1,2,3), \quad \mathcal{O}_X(1,2,2), \quad \mathcal{O}_X(2,1,2),$$

$$\mathcal{O}_X(2,1,1), \quad \mathcal{O}_X(1,2,1), \quad \mathcal{O}_X(2,1,0),$$

(2.6.27)

which are exactly those presented in (2.4.5). Calculating the $b_L$ coefficient for each of these bundles using (2.6.25), we find that

- $\mathcal{O}_X(2,1,3)$ and $\mathcal{O}_X(1,2,3)$: $b_L = 6$;
- $\mathcal{O}_X(2,1,2)$ and $\mathcal{O}_X(1,2,2)$: $b_L = 18$;
- $\mathcal{O}_X(2,1,1)$ and $\mathcal{O}_X(1,2,1)$: $b_L = 30$;
- $\mathcal{O}_X(2,1,0)$: $b_L = 42$.

For any other line bundle satisfying all the constraints given in Section 2, one can show that $b_L < 0$. For example, for $\mathcal{O}_X(2,1,4)$ and $\mathcal{O}_X(1,2,4)$, $b_L$ has already become negative; that is $b_L = -6$.

So which of the above line bundles is, from the point of view of low-energy phenomenology, most interesting to study? It is clear from expression (2.6.15) that the gaugino condensation scale $\Lambda$, at any fixed point in Kähler moduli space, will be the smallest for the line
Table 2.4: The chiral spectrum for the hidden sector $U(1) \times E_7$ with a single line bundle $L = O_X(2,1,3)$. The Euler characteristic (or index) $\chi$ gives the difference between the number of right- and left-chiral fermionic zero-modes transforming in the given representation. We denote the line bundle dual to $L$ by $L^{-1}$ and the trivial bundle $L^0$ by $O_X$.

<table>
<thead>
<tr>
<th>$U(1) \times E_7$</th>
<th>Cohomology $H^*(X,\mathcal{O}_X)$</th>
<th>Index $\chi$</th>
<th>$T(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0, 133$</td>
<td>$0$</td>
<td>$18$</td>
<td></td>
</tr>
<tr>
<td>$0, 1$</td>
<td>$0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-1, 56$</td>
<td>$8$</td>
<td>$6$</td>
<td></td>
</tr>
<tr>
<td>$1, 56$</td>
<td>$-8$</td>
<td>$6$</td>
<td></td>
</tr>
<tr>
<td>$-2, 1$</td>
<td>$58$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>$2, 1$</td>
<td>$-58$</td>
<td>$0$</td>
<td></td>
</tr>
</tbody>
</table>

bundle $L$ with the lowest value of $b_L$. For this reason, we will focus on the two line bundles $O_X(2,1,3)$ and $O_X(1,2,3)$, each of which was shown above to have $b_L = 6$. We also find that the “viable” region of Kähler moduli space, is considerably larger for the first of these two bundles. Therefore, we will focus on the line bundle $O_X(2,1,3)$. For completeness, in Table 2.4 we present the complete low energy spectrum, the Euler characteristics and the Dynkin coefficients for the line bundle $L = O_X(2,1,3)$.

In a following section, we will explicitly calculate the soft supersymmetry breaking terms in the observable matter sector. Here, however, we can use what we have learned so far to predict the scale of those soft SUSY breaking terms. Supersymmetry breaking first occurs in the $S$ and $T^i$ moduli via the gaugino condensate superpotential $W$ given in (2.6.1). Here, it is useful to note that writing $f_2 = \text{Re} \, f_2 + i \text{Im} \, f_2$, and using (2.6.7) and (2.6.14), it follows that

$$W = \Lambda^3 e^{-\frac{6\pi}{b_0} \alpha^{\text{GUT}}_{\text{GUT}}} \text{Im} f_2. \quad (2.6.28)$$

The supersymmetry breaking in the $S$ and $T^i$ moduli is then gravitationally mediated to the observable matter sector. The scale of SUSY breaking in the low-energy observable matter sector is then of order

$$m_{\text{susy}} \sim \kappa_4^2 \Lambda^3 = 8\pi \frac{\Lambda^3}{M_{\text{Pl}}^2}, \quad (2.6.29)$$
Figure 2.9: Variation of the mass scale $m_{\text{susy}} \sim 8\pi \Lambda^3/M_p^2$ of the soft breaking terms across the "viable" region of Kähler moduli space displayed with magenta in Figure 2.7, for the line bundle $L = \mathcal{O}_X(2,1,3)$. The numbers indicate the $m_{\text{susy}}$ value corresponding to each contour. Figures (a) and (b) respectively, show the results for both the split and the simultaneous Wilson lines scenarios. $m_{\text{susy}}$ scales below the EW scale $\sim 10^2$ GeV become unphysically small and, therefore, are not displayed.

where $\Lambda$ is the condensation scale given in (2.6.15) and we have used the fact that $\kappa_4^2 = 8\pi/M_p^2$.

For the configuration we studied in the previous section, with a hidden sector bundle defined by the line bundle $L = \mathcal{O}_X(2,1,3)$, and a single five brane between the observable and the hidden sector, at $\lambda = 0.49$, the above relations become

$$Re f_1 = V + \frac{1}{3} a^1 - \frac{1}{6} a^2 + 2a^3 + \frac{1}{2} (\frac{1}{2} - \lambda)^2 (9a^1 + 17a^2)$$

and

$$Re f_2 = V - \frac{29}{6} a^1 - \frac{25}{3} a^2 - 2a^3 + \frac{1}{2} (\frac{1}{2} + \lambda)^2 (9a^1 + 17a^2) ,$$

where we have used the "unity gauge" notation $\epsilon^2 \hat{R}/V^{1/3} = 1.$
Using these results, as well as $\langle M_U \rangle$ given in (2.3.7), $b_L = 6$ and the values for $\langle \alpha_u \rangle$ for the split and unified Wilson lines scenarios respectively, one can compute $\Lambda$ in (2.6.15) and, hence, using (2.6.29) the value of $m_{\text{susy}}$. Clearly, the result is a function of the point in moduli space where $m_{\text{susy}}$ is evaluated. Plots of $m_{\text{susy}}$ evaluated over the “viable” region of Kähler moduli space displayed with magenta in Figure 2.7, are shown in Figure 2.9.

2.6.1 Spontaneous Supersymmetry Breaking in the Low-Energy Effective Theory

Spontaneous $N = 1$ supersymmetry breaking, induced by gaugino condensation in the hidden sector, appears in the low-energy effective theory as potentially non-vanishing moduli $F$-terms in the chiral superfields of the dilaton $S$, the complexified Kähler moduli $T^i$ and the single five-brane modulus $Z$ [53,82,83,90–97]. We will assume that the resulting moduli-mediated soft terms [90,91,98–100] dominate over any anomaly-mediated SUSY breaking effects [101–104]. Defining the index $a$ which runs over $(S, T^1, T^2, T^3, Z)$, the moduli $F$-terms are then given by

$$\bar{F}^b = \kappa_4^2 e^{\hat{K}/2} \hat{K}^{ba} (\partial_a W + W \partial_a \hat{K}) ,$$

(2.6.32)

where $\kappa_4^2 = 8\pi/M_P^2$ and $W$ is the gaugino condensate superpotential given in (2.6.1). In addition, these $F$-terms depend strongly on the dimensionless Kähler potential $\hat{K}$. Before continuing, we note that since the scalar fields of all chiral multiplets have been chosen to be dimensionless, it follows that all $F$ auxiliary fields have dimension one. Since $\kappa_4^2 W \propto \Lambda^3/M_P^2$, it follows that the mass scale of each $F$-term is $O(8\pi\Lambda^3/M_P^2)$. Thus, although gaugino condensation and the superpotential $W$ occur in the hidden sector, their supersymmetry breaking effects on the $S, T^i$ and $Z$ moduli are mediated via gravitational interactions and thus are Planck mass suppressed. The Kähler potential $\hat{K}$ was defined in [53] and is given by

$$\hat{K} = \hat{K}_S + K_T ,$$

(2.6.33)
where

\[ K_S = - \ln \left( S + \bar{S} - \frac{t_S^i}{2} \frac{(Z + \bar{Z})^2}{W_i(T + \bar{T})^i} \right) \]
\[ \simeq - \ln(S + \bar{S}) + \frac{t_S^i}{2} \frac{(Z + \bar{Z})^2}{(S + \bar{S}) W_i(T + \bar{T})^i}, \]  

(2.6.34)

\[ Z = W_i t^i z + 2i W_i (-\eta^i \nu + \chi^i z), \quad \text{with} \quad t^i = \frac{1}{2} (T + \bar{T})^i, \]  

(2.6.35)

and

\[ K_T = - \ln \left( \frac{1}{48} d_{ijk} (T + \bar{T})^i (T + \bar{T})^j (T + \bar{T})^k \right) \]  

(2.6.36)

### 2.6.2 Soft Supersymmetry Breaking Terms in the Observable Sector

The $B-L$ MSSM, the Spin(10) group of the observable sector is broken near the unification scale $\langle M_U \rangle$ to the low energy gauge group $SU(3)_C \times SU(2)_L \times U(1)_{3R} \times U(1)_{B-L}$ by two independent Wilson lines associated with the $\mathbb{Z}_3 \times \mathbb{Z}_3$ homotopy group of the Calabi–Yau threefold. The particle content of the resulting effective theory is precisely that of the MSSM, with three right-handed neutrino chiral multiplets and a single Higgs-Higgs conjugate pair, with no exotic fields.

The superpotential of the observable sector evaluated at $\langle M_U \rangle$ is given by

\[ W = \mu H_u H_d + Y_u Q H_u u^c - Y_d Q H_d d^c - Y_e Q H_d e^c + Y_\nu Q H_u \nu^c, \]  

(2.6.37)

where flavor and gauge indices have been suppressed and the Yukawa couplings are three-by-three matrices in flavor space. The observed smallness of the three CKM mixing angles and the CP-violating phase dictate that the quark and lepton Yukawa matrices should be nearly diagonal and real. Furthermore, the smallness of the first and second family fermion masses implies that all components of the up/down quark and lepton Yukawa couplings, with the exception of the top and bottom quarks, and the tau lepton, can be neglected for the this work. Similarly, the very light neutrino masses imply that the neutrino Yukawa couplings can also be neglected in our analysis. The $\mu$-parameter can be chosen to be real,
but not necessarily positive, without loss of generality. We do not attempt to solve the “μ-problem”. Hence, we allow the dimension-one parameter \( \mu \) to take any value required to obtain the correct \( Z \)-boson mass.

To align with the formalism presented in [91] and [53], where the general form of the soft supersymmetry breaking terms in the Lagrangian which we use in this analysis were computed, we rewrite the superpotential (2.6.37) in the form

\[
W = \frac{1}{2} \hat{\mu}_{IJ} C^I C^J + \frac{1}{3} \hat{Y}^{IJK} C^I C^J C^K ,
\]

(2.6.38)

where \( C^I \) are the chiral superfields associated with the top and bottom quarks, the tau lepton and the up- and down-Higgs particles. Comparing (2.6.37) and (2.6.38), it follows that \( \hat{\mu}_{IJ} \) is symmetric and all components vanish with the exception of \( \hat{\mu}_{H_u H_d} = \mu \). Similarly, the coefficients \( \hat{Y}_{IJK} \) are completely symmetric and, following the formalism in [53], are given by

\[
\hat{Y}_{IJK} = 2\sqrt{2\pi} \hat{\alpha}_{GUT} y_{IJK} ,
\]

(2.6.39)

where \( y_{IJK} \) are the physical Yukawa parameters for the top, bottom and tau particles scaled up to \( \langle M_U \rangle \).

The soft supersymmetry breaking terms associated with the observable sector of the \( B - L \) MSSM are of the form

\[
-\mathcal{L}_{\text{soft}} = \left( \frac{1}{2} M_3 \tilde{g}^2 + \frac{1}{2} M_2 \tilde{W}^2 + \frac{1}{2} M_R \tilde{W}_R^2 + \frac{1}{2} M_{BL} \tilde{B}^2 \\
+ a_u \tilde{Q} H_u \tilde{u}^c - a_d \tilde{Q} H_d \tilde{d}^c - a_e \tilde{L} H_d \tilde{e}^c + a_{\nu} \tilde{L} H_u \tilde{\nu}^c + b H_u H_d + \text{h.c.} \right) \\
+ m_{\tilde{Q}}^2 |\tilde{Q}|^2 + m_{\tilde{u}}^2 |\tilde{u}|^2 + m_{\tilde{d}}^2 |\tilde{d}|^2 + m_{\tilde{L}}^2 |\tilde{L}|^2 + m_{\tilde{e}}^2 |\tilde{e}|^2 + m_{\tilde{\nu}}^2 |\tilde{\nu}|^2 \\
+ m_{H_u}^2 |H_u|^2 + m_{H_d}^2 |H_d|^2 .
\]

(2.6.40)

The \( b \) parameter can be chosen to be real and positive without loss of generality. The gaugino soft masses can, in principle, be complex. This, however, could lead to CP-violating effects that are not observed. Therefore, we proceed by assuming they all are real. The
$\alpha$-parameters and soft scalar masses can, in general, be Hermitian matrices in family space. Again, however, this could lead to unobserved flavor and CP violation. Therefore, we will assume they all are diagonal and real. For more explanation of these assumptions, see [46].

As we did for the superpotential, to compare with the formalism presented in [53, 91], we will rewrite the soft supersymmetry breaking terms in (2.6.40) as

$$-\mathcal{L}_{\text{soft}} = \left( \frac{1}{2} M_i (\lambda^i)^2 + \frac{1}{3} a_{IJK} \tilde{C}^I \tilde{C}^J \tilde{C}^K + \frac{1}{2} B_{IJ} \tilde{C}^I \tilde{C}^J + \text{h.c.} \right) + m^2_{I\bar{J}} \tilde{C}^I \tilde{C}^\bar{J}, \quad (2.6.41)$$

where $\lambda^i$ are the gauginos for $i = 3, 2, 3R, BL$, and $\tilde{C}^I$ are the scalar components of the chiral superfields associated with the top and bottom quarks, the tau lepton and up- and down-Higgs particles. Comparing (2.6.41) with (2.6.40), it follows that a) the matrix $m^2_{I\bar{J}}$ is diagonal with its $I, \bar{J}$ indices running over stop, sbottom, stau, and Higgs-up and Higgs-down scalars, b) $B_{IJ}$ is symmetric, all of whose terms vanish except $B_{H_u H_d} = b$ and c) $a_{IJK}$ is totally symmetric where, as with $m^2_{I\bar{J}}$, its indices $I, J, K$ run over stop, sbottom, stau and Higgs-up and Higgs-down scalars only, and are associated with the $\alpha$-parameters in (2.6.40) accordingly.

The parameters for each of these soft supersymmetry breaking terms – including the induced gravitino mass which enters some of the soft breaking coefficients – can be explicitly computed for any spontaneous SUSY breaking mechanism which results in moduli-dominated soft terms. Using the notation of [91], the generic expressions for these parameters are the following:

1. The gravitino mass:
   $$m_{3/2} = \kappa^2 e^{\frac{K}{2}} |W|.$$

2. The gaugino masses:
   $$M_i = \frac{1}{2} F^a \partial_a \ln g_i^{-2}.$$  

Note that the gaugino mass is, in general not “universal” – that is, it is not necessarily the same for all gauginos. However, for the present analysis of the $B-L$ MSSM, the
gaugino masses will turn out to be identical. We explain why this is the case in the discussion to follow.

3. The quadratic scalar masses:

\[ m^2_{I,J} = m^2_{3/2}Z_{I,J} - F^a F^b R_{a b I J}. \]

Here \( Z_{I,J} \) is defined by \( K_{\text{matter}} = Z_{I,J} \tilde{C}^I \tilde{C}^J \) for generic observable-sector scalar fields \( \tilde{C}^I \). The explicit forms for \( Z_{I,J} \) and \( R_{a b I J} \) are presented in the discussion below.

4. The cubic scalar coefficients:

\[ a_{IJK} = F^a (\partial_a Y_{IJK} + \frac{1}{2} \hat{K}_a Y_{IJK} - 3 \Gamma^N_{aI} Y_{JK}^N) . \]

The parameters \( Y_{IJK} \) and \( \Gamma^N_{aI} \) will be given in the following analysis.

5. The holomorphic quadratic coefficient:

\[ B_{IJ} = F^a (\partial_a \mu_{IJ} + \frac{1}{2} (\partial_a \hat{K}) - 3 \Gamma^N_{aI} \mu_{J}^N) - m^3_{3/2} \mu_{IJ} . \]

The parameter \( \mu_{IJ} \) will be discussed below.

The above expressions for the soft supersymmetry breaking terms are generic; that is, they can arise from any vacuum state which spontaneously breaks SUSY via non-vanishing \( F \)-terms. However, for the remainder of this section, we will consider supersymmetry breaking to occur explicitly from a “gaugino condensate” in the hidden sector of the \( B-L \) MSSM theory.

**Gravitino Mass**

The gravitino mass is simply defined to be

\[ m_{3/2} = \kappa_4^2 e^{\hat{K}/2} |W|, \quad (2.6.42) \]

where \( \kappa_4^2 = 8\pi/M_p^2 \), \( \hat{K} \) is defined in (2.6.33) and \( W \) is the gaugino condensate superpotential presented in (2.6.1).
**Gaugino Mass**

The generic expression for the gaugino mass associated with the \( i \)-th factor of an observable sector gauge group of the form \( G = \prod_i G_i \) is given by

\[
M_i = \frac{1}{2} F^a \partial_a \ln g_i^{-2} \quad a = S, T^1, T^2, T^3, Z.
\]

(2.6.43)

In our case, the index \( i \) spans the factors in the \( d = 4 \) low-energy gauge group \( G = SU(3)_C \times SU(2)_L \times U(1)_{3R} \times U(1)_{B-L} \) of the \( B-L \) MSSM in the observable sector. That is,

\[
i = 3, 2, 3R, B - L.
\]

(2.6.44)

As discussed in [29], in the simultaneous Wilson lines scenario each gauge coupling \( g_i^2 \) is related to its average value \( \langle g_i^2 \rangle \) at the unification scale \( \langle M_U \rangle = 3.15 \times 10^{16} \text{ GeV} \) by

\[
g_i^2 = c_i \langle g_u^2 \rangle
\]

(2.6.45)

for some constant coefficient \( c_i \). Then

\[
M_i = \frac{1}{2} F^a \partial_a \ln g_i^{-2} = \frac{1}{2} F^a \frac{1}{g_i^2} \partial_a g_i^{-2} = \frac{1}{2} F^a c_i \langle g_u^2 \rangle \partial_a \frac{1}{c_i \langle g_u^2 \rangle}
\]

(2.6.46)

Now (2.6.6) implies that

\[
\langle g_u^2 \rangle = \frac{4\pi \hat{\alpha}_{\text{GUT}}}{\text{Re} f_1},
\]

(2.6.47)

where \( \hat{\alpha}_{\text{GUT}} \) is a constant parameter. It follows that the constants \( c_i \) and \( \hat{\alpha}_{\text{GUT}} \) drop out and, hence, the gaugino masses defined (2.6.43) are all identical. Defining this unique parameter to be \( M_{1/2} \), we find that

\[
M_{1/2} = \frac{1}{2 \text{Re} f_1} F^a \partial_a \text{Re} f_1,
\]

(2.6.48)

as presented previously. A similar argument can be made for the split Wilson lines scenario.
From eq. we learn that the expression for the real part of $f_1$, can be then be written as

$$\text{Re} f_1 = \frac{S + \bar{S}}{2} - \frac{1}{4} \epsilon' S \left( \beta_1^{(N+1)} (T^1 + \bar{T}^1) + \beta_2^{(N+1)} (T^2 + \bar{T}^2) + \beta_3^{(N+1)} (T^3 + \bar{T}^3) + 2(Z + \bar{Z}) \right). \quad (2.6.49)$$

It follows that

$$\partial_S \text{Re} f_1 = \frac{1}{2}, \quad \partial_T^1 \text{Re} f_1 = -\epsilon' S \beta_1^{(N+1)} \frac{1}{4}, \quad \partial_T^2 \text{Re} f_1 = -\epsilon' S \beta_2^{(N+1)} \frac{1}{4}, \quad \partial_T^3 \text{Re} f_1 = -\epsilon' S \beta_3^{(N+1)} \frac{1}{4}, \quad \partial_Z \text{Re} f_1 = -\frac{1}{2} \epsilon' S. \quad (2.6.50)$$

Putting everything together, the universal gaugino soft supersymmetry breaking coefficient is given, in unity gauge, by

$$M_{1/2} = \frac{1}{2 \text{Re} f_1} \left[ \frac{1}{2} F^S - \epsilon' S \beta_1^{(N+1)} F^{T^1} - \epsilon' S \beta_2^{(N+1)} F^{T^2} - \epsilon' S \beta_3^{(N+1)} F^{T^3} - \epsilon' S \frac{1}{2} F^Z \right]. \quad (2.6.52)$$

In unity gauge, the real part of $f_1$ for the line bundle $L = \mathcal{O}_X(2, 1, 3)$ was found to be

$$\text{Re} f_1 = V + \frac{1}{3} a^1 - \frac{1}{6} a^2 + 2a^3 + \frac{1}{2} \left( \frac{1}{2} - \lambda \right)^2 W_i a^i, \quad (2.6.53)$$

where

$$W_i = (9, 17, 0). \quad (2.6.54)$$

and $\lambda = 0.49$, as done in [29]. Therefore, one can compute the value of the universal gaugino soft supersymmetry breaking coefficient at any point in the physical “viable” subspace of Kähler moduli space for $L = \mathcal{O}_X(2, 1, 3)$, as we did above for both $m_{\text{susy}}$ and $m_{3/2}$

$$M_{1/2} = \frac{1}{2(V + \frac{1}{3} a^1 - \frac{1}{6} a^2 + 2a^3 + \frac{1}{2} \left( \frac{1}{2} - \lambda \right) (9a^1 + 17a^2))} \times \left[ \frac{1}{2} F^S + \epsilon' S \frac{29}{12} F^{T^1} + \epsilon' S \frac{25}{6} F^{T^2} + \epsilon' S F^{T^3} - \epsilon' S \frac{1}{2} F^Z \right]. \quad (2.6.55)$$
Quadratic Scalar Masses

The generic form for the quadratic scalar mass coefficients is given by [53, 82, 91, 100]

\[ m^2_{I \bar{J}} = m^2_{3/2} Z_{I \bar{J}} - F^a \tilde{F}^b R_{a b I \bar{J}} . \]  

(2.6.56)

To linear order in \( \epsilon'_S \), it was shown in [53] that, for a single five-brane located at \( z \in [0, 1] \),

\[ Z_{I \bar{J}} = e^{K_T/3} \left[ K_{BI \bar{J}} - \frac{\epsilon'_S}{2(S + \bar{S})} \tilde{\Gamma}^i_{BI \bar{J}}(\beta_i^{(0)} + (1 - z)^2 W_i) \right] , \]

(2.6.57)

where \( \beta_i^{(0)} \) is the “charge” on the observable wall and \( W_i \) is the five-brane, which for the \( B - L \) MSSM vacuum, is

\[ \beta_i^{(0)} = \left( \frac{2}{3}, -\frac{1}{3}, 4 \right)_i . \]  

(2.6.58)

The \( T^i \)-dependent Kähler potential was presented in (2.6.36) and \( K_{BI \bar{J}} \) is defined by

\[ K_{BI \bar{J}} = G_{I \bar{J}} , \]  

(2.6.59)

where \( G_{I \bar{J}} \) is a positive-definite Hermitian metric on the \( H^1 \) cohomologies associated with the \( \bar{C}^I \) matter scalars in the observable sector [53, 82]. Generically, \( G_{I \bar{J}} \) is moduli dependent.

The quantity \( \tilde{\Gamma}^i_{BI \bar{J}} \) is given by

\[ \tilde{\Gamma}^i_{BI \bar{J}} = \Gamma^i_{BI \bar{J}} - (T^i + \bar{T}^i) K_{BI \bar{J}} - \frac{2}{3}(T^i + \bar{T}^i)(T^k + \bar{T}^k) K_{T kj} \Gamma^j_{BI \bar{J}} , \]

(2.6.60)

with

\[ \Gamma^i_{BI \bar{J}} = K^i_{T \bar{J}} \frac{\partial K_{BI \bar{J}}}{\partial T^i} , \]  

(2.6.61)

and \( K^i_{T \bar{J}} \) is the inverse of the matrix

\[ K_{T ij} = \frac{\partial^2 K_T}{\partial T^i \partial T^j} = -\frac{d_{maa} a^i}{4 R^2 V^{1/3}} + \frac{d_{maa} a^i d_{pq} a^j}{16 R^4 V^{2/3}} . \]  

(2.6.62)
Next, we consider the tensor $R_{a l \bar{j}}$ in (2.6.56). It is defined to be

$$R_{a l \bar{j}} = \partial_a \partial_{\bar{b}} Z_{I \bar{j}} - \Gamma^N_{a l} Z^{N \bar{J}}_L \bar{\Gamma}_{\bar{b} \bar{j}}$$, 

(2.6.63)

where

$$\Gamma^N_{a l} = Z^{N \bar{J}}_L \partial_{\bar{b}} Z_{I \bar{j}}$$. 

(2.6.64)

Writing the generic expression for $Z_{I \bar{j}}$ in (2.6.57) as

$$Z_{I \bar{j}} = Z^{(0)}_{I \bar{j}} + Z^{(\epsilon_S')}_{I \bar{j}}$$, 

(2.6.65)

it follows that

$$\Gamma^N_{a l} = \Gamma_{a l}^{(0) N} + \Gamma_{a l}^{(\epsilon_S') N}$$, 

(2.6.66)

where

$$\Gamma_{a l}^{(0) N} = Z^{(0) N \bar{J}}_L \partial_{\bar{b}} Z^{(0)}_{I \bar{j}}$$, \hspace{1cm} \Gamma_{a l}^{(\epsilon_S') N} = Z^{(0) N \bar{J}}_L \partial_{\bar{b}} Z^{(\epsilon_S')}_{I \bar{j}} + Z^{(\epsilon_S') N \bar{J}}_L \partial_{\bar{b}} Z^{(0)}_{I \bar{j}}$$.

(2.6.67)

Inserting these expressions into (2.6.63), we find that

$$R_{a l \bar{j}} = R_{a l \bar{j}}^{(0)} + R_{a l \bar{j}}^{(\epsilon_S')}$$, 

(2.6.68)

with

$$R_{a l \bar{j}}^{(0)} = \partial_a \partial_{\bar{b}} Z^{(0)}_{I \bar{j}} - \Gamma_{a l}^{(0) N} Z^{(0) \bar{J}}_L \bar{\Gamma}_{\bar{b} \bar{j}}$$, 

(2.6.69)

and

$$R_{a l \bar{j}}^{(\epsilon_S')} = \partial_a \partial_{\bar{b}} Z^{(\epsilon_S')}_{I \bar{j}} - \Gamma_{a l}^{(\epsilon_S') N} Z^{(0) \bar{J}}_L \bar{\Gamma}_{\bar{b} \bar{j}} - \Gamma_{a l}^{(0) N} Z^{(\epsilon_S') \bar{J}}_L \bar{\Gamma}_{\bar{b} \bar{j}} - \Gamma_{a l}^{(\epsilon_S') N} Z^{(0) \bar{J}}_L \bar{\Gamma}_{\bar{b} \bar{j}}$$.

(2.6.70)

Putting everything together, one can express the quadratic scalar soft coefficients in (2.6.56) as

$$m^2_{I \bar{j}} = m^{(0)2}_{I \bar{j}} + m^{(\epsilon_S')2}_{I \bar{j}}$$, 

(2.6.71)
where
\[ m_{IJ}^{(0)^2} = \frac{2}{3/2} Z_{IJ}^{(0)} - F^a \bar{F}^b R^{(0)}_{abIJ}, \] (2.6.72)
and
\[ m_{IJ}^{(c_s')^2} = \frac{2}{3/2} Z_{IJ}^{(c_s')} - F^a \bar{F}^b R^{(c_s')}_{abIJ}, \] (2.6.73)
with \( Z_{IJ}^{(0)} \) and \( Z_{IJ}^{(c_s')} \) defined in (2.6.65), and \( R^{(0)}_{abIJ} \) and \( R^{(c_s')}_{abIJ} \) given in (2.6.69) and (2.6.70) respectively.

Let us now compute these quantities explicitly. First of all, we note that there is currently no known method to explicitly compute \( G_{IJ} \).

With this in mind, for the rest of this work we shall assume that \( K_{BIJ} = G_{IJ} \) is *moduli independent*, that is, simply an Hermitian matrix of numbers. We will denote this choice by
\[ G_{IJ} = G_{IJ}. \] (2.6.74)
We assume this to be the case henceforth. It then follows from (2.6.61) that \( \bar{\Gamma}_{BIJ} = 0 \) and, hence,
\[ \bar{\Gamma}_{BIJ}^i = -(T + \bar{T})^i G_{IJ}. \] (2.6.75)
Then, using the metric (2.6.74), expression (2.6.57) for \( Z_{IJ} \) simplifies to
\[ Z_{IJ} = Z_{IJ}^{(0)} + Z_{IJ}^{(c_s')} \] (2.6.76)
where
\[ Z_{IJ}^{(0)} = e^{K_T/3} G_{IJ}, \] (2.6.77)
\[ Z_{IJ}^{(c_s')} = \frac{c_s'}{2} e^{K_T/3} (T + \bar{T})^i \left[ \left( \frac{2}{3} - \frac{1}{3} \gamma^{4} \right)_i + \left( 1 - \frac{Z + \bar{Z}}{W_i(T + \bar{T})^i} \right)^2 W_i \right] G_{IJ}. \] (2.6.78)
Note that we have rewritten the last term so as to be able to differentiate this expression with respect to \( Z \). This will be necessary in order to compute \( R_{abIJ}^{(c_s')} \) below. It is also useful

\[ ^{12} \text{This should be computable using numeric metrics on Calabi–Yau threefolds [105–114] and their moduli spaces [115], and the corresponding eigenmodes of the Laplacian [116,117].} \]
to rewrite the expressions for $Z^{(0)}_{I\bar{J}}$ and $Z^{(\epsilon_S^j)}_{I\bar{J}}$ in terms of the $\hat{R}, a^i, V$ and $\lambda$. Doing this, we find

$$Z^{(0)}_{I\bar{J}} = \frac{1}{\hat{R}} G_{I\bar{J}} \quad (2.6.79)$$

and

$$Z^{(\epsilon_S^j)}_{I\bar{J}} = \epsilon_S^j \frac{a^i}{2V^{4/3}} \left[ \left( \frac{2}{3} + \frac{1}{3} \cdot 4 \right)_i + \left( \frac{1}{2} - \lambda \right)^2 W_i \right] G_{I\bar{J}} \quad (2.6.80)$$

Recall from (2.3.11) that unity gauge is defined by setting $\epsilon_S^j \frac{\hat{R}}{V^{4/3}} = 1$. It follows that in unity gauge the expression for $Z^{(\epsilon_S^j)}_{I\bar{J}}$ becomes

$$Z^{(\epsilon_S^j)}_{I\bar{J}} = \frac{a^i}{2RV} \left[ \left( \frac{2}{3} + 9 \left( \frac{1}{2} - \lambda \right)^2 \right) a^i + \left( -\frac{1}{3} + 17 \left( \frac{1}{2} - \lambda \right)^2 \right) a^2 + 4a^3 \right] G_{I\bar{J}} \quad (2.6.81)$$

Finally, evaluating this expression for the specific line bundle $L = \mathcal{O}_X(2,1,3)$ with $W_i = (9,17,0)$ discussed above, we find that

$$Z^{(\epsilon_S^j)}_{I\bar{J}} = \frac{1}{2RV} \left[ \left( \frac{2}{3} + 9 \left( \frac{1}{2} - \lambda \right)^2 \right) a^i + \left( -\frac{1}{3} + 17 \left( \frac{1}{2} - \lambda \right)^2 \right) a^2 + 4a^3 \right] G_{I\bar{J}} \quad (2.6.82)$$

Let us now compute $R_{abI\bar{J}}^{(0)}$ and $R_{abI\bar{J}}^{(\epsilon_S^j)}$ using expressions (2.6.69) and (2.6.70) respectively. We begin with $R_{abI\bar{J}}^{(0)}$. Using the fact that

$$Z^{(0)}_{IJ} = e^{-K_T/3} G^{IJ} \quad (2.6.83)$$

it follows that

$$\Gamma_{ab}^{(0)N} = \frac{1}{3} (\partial_a K_T) \delta^N_I \quad (2.6.84)$$

and, hence

$$-\Gamma_{ab}^{(0)N} Z^{(0)}_{NL^{(0)}} \tilde{v}_{bJ}^{(0)} = \frac{1}{9} \epsilon^{K_T/3} (\partial_a K_T)(\partial_b K_T) G_{IJ} \quad (2.6.85)$$

It is straightforward to show from (2.6.77) that

$$\partial_a \partial_b Z^{(0)}_{IJ} = e^{K_T/3} \left( \frac{1}{9} (\partial_a K_T)(\partial_b K_T) + \frac{1}{3} (\partial_a \partial_b K_T) \right) G_{IJ} \quad (2.6.86)$$
Using (2.6.85) and (2.6.86), expression (2.6.69) becomes

\[ R_{ablj}^{(0)} = \frac{e^{K_T/3}}{3}(\partial_a \partial_b K_T) \mathcal{G}_{lj} . \]  \hspace{1cm} (2.6.87)

Note that this vanishes if index \( a \) and/or \( b \) is \( S, Z \). For \( a = i, b = j \) for \( i, j = 1, 2, 3 \), \( \partial_i \partial_j K_T \) is given by (2.6.62). Let us now compute \( R_{ablj}^{(\epsilon_S')} \). It follows from (2.6.70) that, in addition to the inverse of \( Z_{lj}^{(0)} \) given in (2.6.83), one also needs to know the inverse \( Z_{lj}^{(\epsilon_S')} \) in (2.6.78).

Calculating this to linear order in \( \epsilon_S' \) is straightforward. It is found to be

\[ Z_{lj}^{(\epsilon_S')} = \frac{\epsilon_S'}{2} e^{-K_T/3} \left( \frac{T + T_i}{S + S} \right) \left( \frac{2}{3}, -\frac{1}{3}, 4 \right)_i \left( 1 - \frac{Z + \bar{Z}}{W_i (T + T_i)} \right)^2 W_i \mathcal{G}_{lj} . \]  \hspace{1cm} (2.6.88)

To continue, recall from (2.6.84) that

\[ \Gamma_{al}^{(0)N} = \frac{1}{3}(\partial_a K_T) \delta_l^N . \]  \hspace{1cm} (2.6.89)

Furthermore, using (2.6.78) and the inverse (2.6.88) one can show that

\[ \Gamma_{al}^{(\epsilon_S')N} = \frac{\epsilon_S'}{2} \partial_a \left( \frac{T + T_i}{S + S} [X]_i \right) \delta_l^N , \]  \hspace{1cm} (2.6.90)

where we have introduced

\[ [X]_i = \left( \frac{2}{3}, -\frac{1}{3}, 4 \right)_i + \left( 1 - \frac{Z + \bar{Z}}{W_i (T + T_i)} \right)^2 W_i \]  \hspace{1cm} (2.6.91)

to simplify the notation. Using (2.6.90) and (2.6.91) it is straightforward to show that the last three terms in (2.6.70) are given by

\[ -\Gamma_{al}^{(\epsilon_S')N} Z_{NL}^{(0)} \bar{\Gamma}_{bj}^{(0)L} - \Gamma_{al}^{(0)N} Z_{NL}^{(\epsilon_S')L} \bar{\Gamma}_{bj}^{(0)L} - \Gamma_{al}^{(0)N} Z_{NL}^{(0)} \bar{\Gamma}_{bj}^{(\epsilon_S')L} \]
\[ = -\frac{\epsilon_S'}{6} e^{K_T/3} \left( \frac{1}{3} \frac{T + T_i}{S + S} [X]_i (\partial_a K_T)(\partial_b K_T) \right) \]
\[ + \partial_a \left( \frac{T + T_i}{S + S} [X]_i \right) (\partial_b K_T) \bar{\partial}_b \left( \frac{T + T_i}{S + S} [X]_i \right) \mathcal{G}_{lj} . \]  \hspace{1cm} (2.6.92)
Similarly, using $Z_{IJ}^{(\epsilon')_S}$ in (2.6.78), it is tedious but straightforward to show that

$$\partial_a \partial_\bar{b} Z_{IJ}^{(\epsilon')_S} = \frac{\epsilon'}{6} e^{K_T/3} \left\{ \frac{1}{3} \left( \frac{(T + \bar{T})^i}{S + \bar{S}} [X]_i (\partial_a K_T)(\partial_\bar{b} K_T) ight) 
+ \partial_a \left( \frac{(T + \bar{T})^i}{S + \bar{S}} [X]_i \right)(\partial_\bar{b} K_T) + (\partial_a K_T)(\partial_\bar{b} \frac{(T + \bar{T})^i}{S + \bar{S}} [X]_i) 
+ (\partial_a \partial_\bar{b} K_T) \left( \frac{(T + \bar{T})^i}{S + \bar{S}} [X]_i \right) \right\} G_{IJ} . \quad (2.6.93)$$

Adding (2.6.92) and (2.6.93), we see that the first three terms in each expression exactly cancel and, hence, it follows from (2.6.70) that

$$R_{a\bar{b}IJ}^{(\epsilon')_S} = \frac{\epsilon'}{6} e^{K_T/3} \left\{ \left( \partial_a \partial_\bar{b} K_T \right) \left( \frac{(T + \bar{T})^i}{S + \bar{S}} [X]_i \right) \right\} G_{IJ} . \quad (2.6.94)$$

Having presented the generic expression for $R_{a\bar{b}IJ}^{(0)}$ and $R_{a\bar{b}IJ}^{(\epsilon')_S}$ in (2.6.87) and (2.6.94) respectively, it is again useful to rewrite them in terms of the $\hat{R}, a^i, V$. For $R_{a\bar{b}IJ}^{(0)}$ we find that

$$R_{a\bar{b}IJ}^{(0)} = \frac{1}{3\hat{R}} \left( \partial_a \partial_\bar{b} K_T \right) G_{IJ} , \quad (2.6.95)$$

where $\partial_a \partial_\bar{b} K_T$ is given in (2.6.62). The expression for $R_{a\bar{b}IJ}^{(\epsilon')_S}$, however, is considerably more complicated. In order to simplify a long calculation, we will present the components of this quantity, not only in terms of the variables $\hat{R}, a^i, V$ and $\lambda$, but will further restrict the result to the line bundle $L = \mathcal{O}_X(2,1,3)$ with $W_i = (9,17,0)$ discussed above only. Moreover, we will present the results in the unity gauge, setting $\epsilon' \hat{R}/V^{1/3}$. For this specific case, defining the indices $a = S, T^1, T^2, T^3, Z$ and $\bar{b} = \bar{S}, \bar{T}^1, \bar{T}^2, \bar{T}^3, \bar{Z}$, we find that

$$R_{a\bar{b}IJ}^{(\epsilon')_S} = M_{ab}^{(\epsilon')_S} G_{IJ} , \quad (2.6.96)$$

where $M_{ab}^{(\epsilon')_S}$ is the real, symmetric matrix specified by

\[ \text{S Terms : } M_{SS} = \frac{1}{4RV^3} \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right) \right) , \quad (2.6.97) \]
\[ M_{T^1 S} = -\frac{1}{8R^2 V^{5/3}} \left( \frac{2}{3} + 9 \left( \frac{1}{2} - \lambda \right)^2 \right), \quad (2.6.98) \]
\[ M_{T^2 S} = -\frac{1}{8R^2 V^{5/3}} \left( \frac{1}{3} + 17 \left( \frac{1}{2} - \lambda \right)^2 \right), \quad (2.6.99) \]
\[ M_{T^3 S} = -\frac{1}{2R^2 V^{5/3}}, \quad (2.6.100) \]
\[ M_{ZS} = \frac{1}{RV} \left( \frac{1}{2} - \lambda \right) \left( 1 - \frac{1}{2V} \left( \lambda + \frac{1}{2} \right) \left( 9a^1 + 17a^2 \right) \right), \quad (2.6.101) \]

\[ \tilde{T}^1 \text{ Terms: } \]
\[ M_{T^1 T^1} = \frac{1}{6R^2 V} (\partial_{T^1} \partial_{T^1} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.102) \]
\[ M_{T^2 T^1} = \frac{1}{6R^2 V} (\partial_{T^2} \partial_{T^1} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.103) \]
\[ M_{T^3 T^1} = \frac{1}{6R^2 V} (\partial_{T^3} \partial_{T^1} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.104) \]
\[ M_{ZT^1} = -\frac{9}{4R^3 V^{1/3}} \left( \frac{1}{2} - \lambda \right) \left( 9a^1 + 17a^2 \right), \quad (2.6.105) \]

\[ \tilde{T}^2 \text{ Terms: } \]
\[ M_{T^2 T^2} = \frac{1}{6R^2 V} (\partial_{T^2} \partial_{T^2} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.106) \]
\[ M_{T^3 T^2} = \frac{1}{6R^2 V} (\partial_{T^3} \partial_{T^2} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.107) \]
\[ M_{ZT^2} = -\frac{17}{4R^3 V^{1/3}} \left( \frac{1}{2} - \lambda \right) \left( 9a^1 + 17a^2 \right), \quad (2.6.108) \]

\[ \tilde{T}^3 \text{ Terms: } \]
\[ M_{T^1 T^3} = \frac{1}{6R^2 V} (\partial_{T^1} \partial_{T^3} K_T) \left( \frac{2a^1}{3} - \frac{a^2}{3} + 4a^3 \right) \quad + \left( \frac{1}{2} - \lambda \right)^2 \left( 9a^1 + 17a^2 \right), \quad (2.6.109) \]
\[ M_{ZT^3} = 0, \quad (2.6.110) \]
\[ Z \text{ Terms: } M_{Z \bar{Z}} = \frac{1}{8 R^3 V^{1/3}} \left( \frac{1}{9 a^1 + 17 a^2} \right). \]  

(2.6.111)

For completeness, we restate that

\[ \partial_T^m \partial_{\bar{T}}^l K_T = -d_{lmi} a^i + d_{mj} a^j d_{pq} a^p a^q, \]  

(2.6.112)

where

\[ d_{1jk} a^j a^k = \frac{2}{3} a^1 a^2 + \frac{1}{3} (a^2)^2 + 2 a^2 a^3, \]  

(2.6.113)

\[ d_{2jk} a^j a^k = \frac{(a^1)^2}{3} + \frac{2}{3} a^1 a^2 + 2 a^1 a^3, \]  

(2.6.114)

\[ d_{3jk} a^j a^k = 2 a^1 a^2. \]  

(2.6.115)

Using the above results, one can now calculate the coefficients of the quadratic scalar soft supersymmetry breaking terms to linear order in \( \epsilon'_S \). Recall from (2.6.71) that

\[ m_{IJ}^2 = m_{IJ}^{(0)2} + m_{IJ}^{(\epsilon'_S)^2}. \]  

(2.6.116)

Then it follows from (2.6.72), (2.6.77) and (2.6.95) that

\[ m_{IJ}^{(0)2} = \frac{1}{R} \left( m_{3/2}^2 - \frac{1}{3} F^a F^{\bar{b}} (\partial_a \partial_{\bar{b}} K_T) \right) g_{IJ}, \]  

(2.6.117)

and from (2.6.73), (2.6.82) and (2.6.96) that, in unity gauge for \( L = \mathcal{O}_X(2, 1, 3) \) with \( W_i = (9, 17, 0) \),

\[ m_{IJ}^{(\epsilon'_S)^2} = \left( \frac{m_{3/2}^2}{2 R V} \left[ \left( \frac{2}{3} + 9 \left( \frac{1}{2} - \lambda \right)^2 \right) a^1 + \left( -\frac{1}{3} + 17 \left( \frac{1}{2} - \lambda \right)^2 \right) a^2 + 4 a^3 \right] \right) \]  

\[ -F^a F^{\bar{b}} M_{IJ}^{(c_S)}, \]  

(2.6.118)

with the coefficients of \( M_{IJ}^{(c_S)} \) given in (2.6.97) – (2.6.111). Adding (2.6.117) and (2.6.118),
the scalar masses squared $m^2_{I,J}$ can be put in the simple form
\[ m^2_{I,J} = m_s^2(a^1, a^2, a^3)G_{I,J}, \tag{2.6.119} \]
where $m_s^2$ is a moduli-dependent function which is independent of the $I, J$ indices. This function can be computed at any point inside the “viable” region of Kähler moduli space associated with $L = \mathcal{O}_X(2,1,3)$. Recall that we have assumed that $G_{I,J}$ is a moduli-independent matrix, with numerical entries.

### Cubic Scalar Coefficients

The generic form for the mass-dimension-one coefficients of the cubic scalar soft supersymmetry breaking terms was shown in [91,98–100] to be
\[ a_{IJK} = F^a \left( \partial_a Y_{IJK} + \frac{1}{2}(\partial_a \hat{K})Y_{IJK} - 3\Gamma^N_{a(I} Y_{JK)N} \right), \tag{2.6.120} \]
where $\hat{K}$ is given in (2.6.33), (2.6.34) and (2.6.36), and $Y_{IJK}$ is
\[ Y_{IJK} = e^{\hat{K}/2} \hat{Y}_{IJK} = e^{\hat{K}/2} 2\sqrt{2\pi \hat{\alpha}_{\text{GUT}}} y_{IJK}, \tag{2.6.121} \]
with $\hat{\alpha}_{\text{GUT}}$ defined in (2.2.3), $y_{IJK}$ the Yukawa couplings at mass scale $\langle M_U \rangle$ and, as defined in (2.6.64),
\[ \Gamma^N_{aI} = Z^N J \partial_a Z_{JI} . \tag{2.6.122} \]
Noting that (2.6.121) implies
\[ \partial_a Y_{IJK} = \frac{1}{2}(\partial_a \hat{K})Y_{IJK} , \tag{2.6.123} \]
it follows that expression (2.6.120) can be simplified to
\[ a_{IJK} = F^a \left( (\partial_a \hat{K})Y_{IJK} - 3\Gamma^N_{a(I} Y_{JK)N} \right) . \tag{2.6.124} \]
As discussed previously, subject to the assumption that

\[ Z^{(0)}_{IJ} = e^{K_T/3}G_{IJ}, \tag{2.6.125} \]

it follows from (2.6.89) and (2.6.90) that

\[ \Gamma^N_{aI} = \Gamma^{(0)N}_{aI} + \Gamma^{(\epsilon_S')N}_{aI} = \left( \frac{1}{3}(\partial_a K_T) + \frac{\epsilon_S'}{2} \partial_a \left( \frac{(T + \bar{T})^i}{(S + S)} [X]_i \right) \right) \delta_I^N, \tag{2.6.126} \]

where \([X]_i\) is defined in (2.6.91). Furthermore, the symmetry of the cubic couplings \(Y_{IJK}\) implies that

\[ \Gamma^N_{a(IJK)} = \left[ \frac{1}{3}(\partial_a K_T) + \frac{\epsilon_S'}{2} \partial_a \left( \frac{(T + \bar{T})^i}{(S + S)} [X]_i \right) \right] Y_{IJK}. \tag{2.6.127} \]

Inserting this into (2.6.124) and using (2.6.33), it follows that

\[ a_{IJK} = F^a \partial_a \left( \tilde{K}_S - \frac{3}{2} \frac{\epsilon_S'}{2} \frac{(T + \bar{T})^i}{(S + S)} [X]_i \right) Y_{IJK}. \tag{2.6.128} \]

To compare this result to the formalism for the soft terms in the \(B - L\) MSSM presented in [44], it is convenient to write (2.6.128) in the form

\[ a_{IJK} = \mathcal{A}(S, T^i, Z) y_{IJK}, \tag{2.6.129} \]

where \(\mathcal{A}\) is the specific function of the moduli given by

\[ \mathcal{A}(S, T^i, Z) = 2\sqrt{2\pi\hat{\alpha}_{GUT}} e^{\hat{K}/2} F^a \partial_a \left( \tilde{K}_S - \frac{3}{2} \frac{\epsilon_S'}{2} \frac{(T + \bar{T})^i}{(S + S)} [X]_i \right). \tag{2.6.130} \]

As discussed in detail in [45, 46], in the renormalization analysis of the \(B - L\) MSSM the experimental values of the quark and lepton Yukawa parameters \(y_{IJK}\) are entered into the theory at the electroweak scale. These parameters are then run-up using the RGEs to give precise values for the Yukawa couplings \(y_{IJK}\) at the unification scale \(\langle M_U \rangle\). Hence, the
parameters in the above analysis and in (2.6.129) are completely specified. Hence, the only unknown part of the soft supersymmetry breaking cubic parameters is the universal moduli function $\mathcal{A}$ defined in (2.6.130). Its exact value will depend on where it is evaluated in moduli space. We note, for completeness, that the renormalization group equation used in [45,46] sets all Yukawa parameters to zero except for the top and bottom quarks and for the tau lepton, including in the soft supersymmetry breaking terms. As shown in earlier work, the remaining Yukawa parameters are too small to lead to significant effects and are hence ignored.

The $\partial_a (\tilde{K}_S - \frac{3}{2} \epsilon'_{S} (T + \bar{T})^i [X]_i)$ factors in the universal soft supersymmetry breaking cubic coefficient (2.6.130) can be explicitly calculated as functions of the moduli using the expression for $[X]_i$ in (2.6.91). However, the generic results are not particularly enlightening. As we did in previous sections, we will present each of these quantities written in terms of the variables $\hat{R}$, $a^i$, $V$ and $\lambda$, and restricted to the case of the line bundle $L = \mathcal{O}_X(2,1,3)$ discussed above. Furthermore, we will present the results in unity gauge $\epsilon'_S \hat{R} / V^{1/3} = 1$. For this specific case, defining the indices $a = S, T^1, T^2, T^3, Z$, we find that

$$
\partial_S \left( \tilde{K}_S - \frac{3}{2} \epsilon'_{S} (T + \bar{T})^i (S + S) [X]_i \right) = - \frac{1}{2V} \left( 1 - \frac{1}{2V} (2a^1 - a^2 + 12a^3) \right)
- \frac{3}{2V} \left( \lambda - \frac{1}{2} \right)^2 (9a^1 + 17a^2),
$$

$$
\partial_T \left( \tilde{K}_S - \frac{3}{2} \epsilon'_{S} (T + \bar{T})^i (S + S) [X]_i \right) = - \frac{1}{4RV^{2/3}} \left[ (2, -1, 12)_i \right]
+ \left( 3 - 2 \left( \lambda - \frac{1}{2} \right)^2 \right) (9, 17, 0)_i,
$$

$$
\partial_Z \left( \tilde{K}_S - \frac{3}{2} \epsilon'_{S} (T + \bar{T})^i (S + S) [X]_i \right) = \frac{1}{2RV^{2/3}} \left( 3 - 2 \left( \lambda - \frac{1}{2} \right) \right).
$$

Putting these results into (2.6.130) and computing the associated F-term fields $F^a$, it follows from (2.6.130) that one can compute the universal $\mathcal{A}$ coefficient for any given point in the “viable” region of Kähler moduli space associated with the line bundle $L = \mathcal{O}_X(2,1,3)$.  
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The Holomorphic Quadratic Term

The generic form for the mass-dimension-two coefficient of the quadratic scalar soft supersymmetry breaking terms \( C_IC_J + \text{h.c.} \) was shown in [91,98,99] to be

\[
B_{IJ} = F^a \left( \partial_a \mu_{IJ} + \frac{1}{2} (\partial_a \hat{K}) - 3 \Gamma^N_{a(I} \mu_{J)N} \right) - m_{3/2} \mu_{IJ} \quad (2.6.134)
\]

where \( \hat{K} \) is given in (2.6.33), (2.6.34) and (2.6.36), \( m_{3/2} \) is defined in (2.6.42) and

\[
\mu_{IJ} = e^{\hat{K}/2} \hat{\mu}_{IJ}, \quad (2.6.135)
\]

with \( \hat{\mu}_{IJ} \) the dimension-one parameter of the \( C^I C^J \) holomorphic term in the superpotential.

Note that the three terms in the brackets in (2.6.134) are exactly of the same form as the expression for \( a_{IJK} \) given in (2.6.120) in the previous subsection, with \( Y_{IJK} \) now replaced by \( \mu_{IJ} \). Using the fact that \( \mu_{IJ} \) is symmetric in \( IJ \), and following the same procedure as was used to evaluate \( a_{IJK} \) above, we find that

\[
F^a \left( \partial_a \mu_{IJ} + \frac{1}{2} (\partial_a \hat{K}) - 3 \Gamma^N_{a(I} \mu_{J)N} \right) = F^a \partial_a \left( \hat{K}_S - \frac{3}{2} \bar{\epsilon}_S (T + \bar{T})^i (S + \bar{S}) [X]_i \right) \mu_{IJ}, \quad (2.6.136)
\]

where \( \hat{K}_S \) is defined in (2.6.34) and \([X]_i \) is presented in (2.6.91). It follows that

\[
B_{IJ} = e^{\hat{K}/2} \left[ F^a \partial_a \left( \hat{K}_S - \frac{3}{2} \bar{\epsilon}_S (T + \bar{T})^i (S + \bar{S}) [X]_i \right) - m_{3/2} \right] \hat{\mu}_{IJ}. \quad (2.6.137)
\]

Restricting these expression to the line bundle \( L = \mathcal{O}_X(2,1,3) \) discussed above and expressing the results in the variables \( \hat{R}, a^i, V \) and \( \lambda \) in unity gauge, \( B_{IJ} \) can then be evaluated using expressions in (2.6.131), (2.6.132), (2.6.133) and (2.6.42). As was the case for the \( a_{IJK} \) coefficients above, it is useful to write \( B_{IJ} \) in the form

\[
B_{IJ} = \mathcal{B}(S, T^i, Z) \hat{\mu}_{IJ}, \quad (2.6.138)
\]
where $B$ is a function of the moduli given by

$$
B(S, T^i, Z) = e^{K/2} \left[ F^a \partial_a \left( \tilde{K}_S - \frac{3}{2} \epsilon_s (T + \bar{T})^i (S + \bar{S}) [X]^i - m_{3/2} \right) \right].
$$

To compare this result to the superpotential and the soft terms in the $B-L$ MSSM presented in (2.6.38) and (3.1.7) respectively, we note that

$$
\hat{\mu}_{IJ} = \begin{cases} 
\mu & \text{for } I = H_u, J = H_d \text{ or } I = H_d, J = H_u, \\
0 & \text{for other choices of } I, J ,
\end{cases}
$$

and, therefore, that

$$
B_{IJ} = \begin{cases} 
b & \text{for } I = H_u, J = H_d \text{ or } I = H_d, J = H_u, \\
0 & \text{for other choices of } I, J ,
\end{cases}
$$

where

$$
b = B(S, T^i, Z) \mu.
$$

As in [31–33, 45, 118], we make no attempt to solve the “$\mu$ problem” [119]. Therefore, the value of the parameter $\mu$ at the unification scale is unconstrained. However, the ratio between $b$ and $\mu$

$$
\frac{b}{\mu} = B(S, T^i, Z)
$$

is constrained at the unification scale for any given viable point in moduli space.
Chapter 3

Searching for the $B - L$ MSSM at the LHC

3.1 The Phenomenology of the $B - L$ MSSM

3.1.1 The B-L MSSM

In this chapter, we review the contents of the $B - L$ MSSM theory relevant from a phenomenological standpoint. Within this context, we analyze $R$-parity violating decays of various superparticles and their potential signatures at the LHC.

The low energy manifestation of the “heterotic standard model”, that is, the $B - L$ MSSM, arises from the breaking of an $SO(10)$ GUT theory via two independent Wilson lines, denoted by $\chi_{3R}$ and $\chi_{B-L}$, associated with the diagonal $T_{3R}$ generator of $SU(2)_R$ and the generator $T_{B-L}$ of $U(1)_{B-L}$ respectively. These specific generators are chosen since it can be shown that there is no kinetic mixing of their respective Abelian gauge kinetic terms at any energy scale—thus simplifying the RG calculations [44]. However, identical physical results will be obtained for any linear combination of these generators. Associated with these Wilson lines are two mass scales, $M_{\chi_{3R}}$ and $M_{\chi_{B-L}}$, with three possible relations between them; 1) $M_{\chi_{B-L}} > M_{\chi_{3R}}$, 2) $M_{\chi_{3R}} > M_{\chi_{B-L}}$ and 3) $M_{\chi_{3R}} = M_{\chi_{B-L}}$. As discussed in [44], the masses in the first two relations can be adjusted so as to enforce exact unification at one
loop of all gauge couplings at the $SO(10)$ unification scale $M_U$, whereas gauge unification cannot occur for the third mass relationship without accounting for threshold effects at the unification scale or the SUSY scale [42, 44, 120]. For this reason, we will not consider the third option. The gauge coupling RG equations associated with each of the first two mass relations were discussed in detail in [44] and, as far as low energy LHC phenomenology is concerned, give almost identical results. For specificity, therefore, we will focus on the first relationship and, without loss of accuracy, choose $M_{\chi_{B-L}} = M_U$. The lower scale $M_{\chi_{3R}}$, which we henceforth denote by $M_I$, is adjusted to obtain exact gauge coupling unification.

We emphasize, however, that the low energy results predicted for the LHC are almost unchanged even if $M_I$ is chosen to yield only “approximate” gauge unification — with moderate-sized gauge “thresholds”. Conventionally, the scale of supersymmetry breaking is defined to be

$$M_{SU SY} = \sqrt{m_{t_1} m_{t_2}},$$

where $m_{t_1}$ and $m_{t_2}$ are the lightest and heaviest stop masses respectively; see, for example, [46]. Suffice it here to say that for supersymmetry breaking to occur between the electroweak scale and 10 TeV, which will be the case in this analysis, the unification scale $M_U$ is found to be $O(3 \times 10^{16}$ GeV). Over the same range of supersymmetry breaking, however, the intermediate scale $M_I$ changes from $O(2 \times 10^{16}$ GeV) to $O(3 \times 10^{15}$ GeV) respectively [42].

The details of the symmetry breaking and the respective mass spectra for this choice of Wilson line hierarchy were given in [44]. Here, we simply note that in the mass regime between $M_U$ and $M_I$, the gauge group is broken from $SO(10)$ to $SU(3)_C \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ with the spectrum shown in Figure 1.6. This theory is referred to as the “left-right” model [121] [122]. As discussed above, for the supersymmetry breaking scales of interest in this analysis, this mass regime will on average be considerably smaller than one order of magnitude in GeV.

At the “intermediate” scale $M_I$, the second Wilson line breaks this “left-right” model down to the exact $B - L$ MSSM. This theory has the $SU(3)_C \times SU(2)_L \times U_Y(1)$ gauge group of the standard model augmented by an additional $U(1)_{B-L}$ Abelian symmetry. As
mentioned above, it is convenient—and equivalent—to use the Abelian group $U(1)_{3R}$ with the generator
\[ T_{3R} = Y - \frac{B - L}{2} \]  
(3.1.2)
in the RGE’s since the associated gauge kinetic term cannot mix with the gauge kinetic energy of $U(1)_{B-L}$. That is, the $B-L$ MSSM gauge group is chosen, for computational convenience, to be
\[ SU(3)_C \otimes SU(2)_L \otimes U(1)_{3R} \otimes U(1)_{B-L} . \]  
(3.1.3)
The associated gauge couplings will be denoted by $g_3$, $g_2$, $g_R$ and $g_{BL}$. The spectrum, as shown in Figure 1.6, is exactly that of the MSSM with three right-handed neutrino chiral multiplets, one per family; that is, three generations of matter superfields
\[
Q = \begin{pmatrix}
  u \\
  d
\end{pmatrix} \sim (3, 2, 0, \frac{1}{3}), \\
\begin{pmatrix}
  u^c \\
  d^c
\end{pmatrix} \sim (\bar{3}, 1, -1/2, -\frac{1}{3}), \\
L = \begin{pmatrix}
  \nu \\
  e
\end{pmatrix} \sim (1, 2, 0, -1), \\
\begin{pmatrix}
  \nu^c \\
  e^c
\end{pmatrix} \sim (1, 1, -1/2, 1) , \]  
(3.1.4)
along with two Higgs supermultiplets
\[
H_u = \begin{pmatrix}
H_u^+ \\
H_u^0
\end{pmatrix} \sim (1, 2, 1/2, 0) , \\
H_d = \begin{pmatrix}
H_d^0 \\
H_d^-
\end{pmatrix} \sim (1, 2, -1/2, 0) . \]  
(3.1.5)
The superpotential of the $B-L$ MSSM is given by
\[
W = Y_u Q H_u u^c - Y_d Q H_d d^c - Y_\ell L H_d e^c + Y_\ell L H_u \nu^c + \mu H_u H_d , \]  
(3.1.6)
where flavor and gauge indices have been suppressed and the Yukawa couplings are three-by-three matrices in flavor space. In principle, the Yukawa matrices are arbitrary complex matrices. However, the observed smallness of the three CKM mixing angles and the CP-violating phase dictate that the quark Yukawa matrices be taken to be nearly diagonal and
real. The charged lepton Yukawa coupling matrix can also be chosen to be diagonal and real. This is accomplished by moving the rotation angles and phases into the neutrino Yukawa couplings which, henceforth, must be complex matrices. Furthermore, the smallness of the first and second family fermion masses implies that all components of the up, down quark and charged lepton Yukawa couplings— with the exception of the (3,3) components—can be neglected for the purposes of the RG running. Similarly, the very light neutrino masses imply that the neutrino Yukawa couplings are sufficiently small so as to be neglected for the purposes of RG running. However, the $Y_{\nu_{3i}}$, $i = 1, 2, 3$ neutrino Yukawa couplings cannot be neglected for the calculations of the neutralino, neutrino and chargino mass matrices, as well as in decay rates/branching ratios. The $\mu$-parameter can be chosen to be real, but not necessarily positive, without loss of generality. We implement these constraints in the remainder of our analysis.

Spontaneous supersymmetry breaking is assumed to occur in a hidden sector— a natural feature of both strongly and weakly coupled $E_8 \times E_8$ heterotic string theory—and be transmitted through gravitational mediation to the observable sector and, hence, to the $B - L$ MSSM. Since the $B - L$ MSSM first manifests itself at the scale $M_I$, we will begin our analysis by presenting the most general soft supersymmetry breaking interactions at that scale. That is, at scale $M_I$, the soft supersymmetry breaking Lagrangian is given by

$$-\mathcal{L}_{\text{soft}} = \left( \frac{1}{2} M_3 \tilde{g}^2 + \frac{1}{2} M_2 \tilde{W}^2 + \frac{1}{2} M_R \tilde{W}_R^2 + \frac{1}{2} M_{BL} \tilde{B}^2 + a_u \tilde{Q}_u \tilde{u}_c - a_d \tilde{Q}_d \tilde{d}_c - a_e \tilde{L}_e \tilde{e}_c + a_\nu \tilde{L}_\nu \tilde{\nu}_c + b H_u H_d + h.c. \right)$$

(3.1.7)

The $b$ parameter can be chosen to be real and positive without loss of generality. The gaugino soft masses can, in principle, be complex. This, however, could lead to CP-violating effects that are not observed. Therefore, we proceed by assuming they all are real. The $a$-parameters and scalar soft mass can, in general, be Hermitian matrices in family space.
Again, however, this could lead to unobserved flavor and CP violation. Therefore, we will assume they all are diagonal and real. Furthermore, we assume that only the $(3,3)$ components of the up, down quark and charged lepton $a$-parameters are significant and that the neutrino $a$ parameters are negligible for the RG running and all other purposes. For more explanation of these assumptions, see [46].

As discussed in [46], without loss of generality one can assume that the third generation right-handed sneutrino, since it carries the appropriate $T_{3R}$ and $B-L$ charges, spontaneous breaks the $B-L$ symmetry by developing a non-vanishing VEV

\[ \langle \tilde{\nu}_3 \rangle \equiv \frac{1}{\sqrt{2}} v_R . \]  
\[ (3.1.8) \]

This VEV spontaneously breaks $U(1)_{3R} \otimes U(1)_{B-L}$ down to the hypercharge gauge group $U(1)_Y$. We denote the associated gauge parameter by $g'$. However, since sneutrinos are singlets under the $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$ gauge group, it does not break any of the SM symmetries. At a lower mass scale, electroweak symmetry is spontaneously broken by the neutral components of both the up and down Higgs multiplets acquiring non-zero VEV’s. In combination with the right-handed sneutrino VEV, this also induces a VEV in each of the three generations of left-handed sneutrinos. The notation for the relevant VEVs is

\[ \langle \tilde{\nu}_i \rangle \equiv \frac{1}{\sqrt{2}} v_{Li}, \quad \langle H^0_u \rangle \equiv \frac{1}{\sqrt{2}} v_u, \quad \langle H^0_d \rangle \equiv \frac{1}{\sqrt{2}} v_d, \]
\[ (3.1.9) \]

where $i = 1, 2, 3$ is the generation index. The neutral gauge boson that becomes massive due to $B-L$ symmetry breaking, $Z_R$, has a mass at leading order, in the relevant limit that $v_R \gg v$, of

\[ M^2_{Z_R} = \frac{1}{4} \left( g^2_R + g^2_{BL} \right) v_R^2 \left( 1 + \frac{g^4_R}{g^2_R + g^2_{BL} v_R^2} \right) , \]
\[ (3.1.10) \]

where

\[ v^2 \equiv v_d^2 + v_u^2 . \]
\[ (3.1.11) \]

The second term in the parenthesis is a small effect due to mixing in the neutral gauge
A discussion of the neutrino masses is presented in the next section, where they are shown to be roughly proportional to the $Y_{\nu ij}$ and $v_{Li}$ parameters. It follows that $Y_{\nu ij} \ll 1$ and $v_{Li} \ll v_{u,d}, v_R$. In this phenomenologically relevant limit, the minimization conditions of the potential are simple, leading to the VEV's

$$v^2_R = \frac{-8m^2_{\nu L} + g_R^2 (v^2_u - v^2_d)}{g_R^2 + g_{BL}^2},$$  \hspace{1cm} (3.1.12)

$$v_{Li} = \frac{\sqrt{2} Y_{\nu_{i3}} (Y_{\nu_{i3}} - a_{\nu_{i3}})}{m^2_{Li} - \frac{g^2_{BL}}{8} (v^2_u - v^2_d)},$$  \hspace{1cm} (3.1.13)

$$\frac{1}{2} M^2_{Z^0} = -\mu^2 + \frac{m^2_{H_u} \tan^2 \beta - m^2_{H_d}}{1 - \tan^2 \beta},$$  \hspace{1cm} (3.1.14)

$$\frac{2b}{\sin 2\beta} = 2\mu^2 + m^2_{H_u} + m^2_{H_d}.$$  \hspace{1cm} (3.1.15)

where

$$\tan \beta = \frac{v_u}{v_d}. \hspace{1cm} (3.1.16)$$

Here, the first two equations correspond to the sneutrino VEVs. The third and fourth equations are of the same form as in the MSSM, but new $B - L$ scale contributions to $m_{H_u}$ and $m_{H_d}$ shift their values significantly compared to the MSSM. Eq. (3.1.12) can be used to re-express the $Z_R$ mass as

$$M^2_{Z_R} = -2m^2_{\nu L} \left( 1 + \frac{g^4_R}{g^2_R + g^2_{BL} v^2_R} \right).$$  \hspace{1cm} (3.1.17)

This makes it clear that, to leading order, the $Z_R$ mass is determined by the soft SUSY breaking mass of the third family right-handed sneutrino. The term proportional to $v^2/v^2_R$ is insignificant in comparison and, henceforth, neglected in our calculations.

Recall that $R$-parity is defined as

$$R = (-1)^{3(B-L)+2s}. \hspace{1cm} (3.1.18)$$
It follows that a direct consequence of generating a VEV for the third family sneutrino is the spontaneous breaking of $B - L$ symmetry and, hence, $R$-parity. The $R$-parity violating operators induced in the superpotential are given by

$$W \supset \epsilon_i e_i H_u^+ - \frac{1}{\sqrt{2}} Y_{ei} v_{Li} H_d^- e_i^c,$$  \hspace{1cm} (3.1.19)

where

$$\epsilon_i \equiv \frac{1}{\sqrt{2}} Y_{ei} v_R$$  \hspace{1cm} (3.1.20)

and $Y_{ei}$ is the $i$th component of the diagonal lepton Yukawa coupling. This general pattern of $R$-parity violation is referred to as bilinear $R$-parity breaking and has been discussed in many different contexts [123–126]. In addition, the Lagrangian contains bilinear terms generated by $v_{Li}$ and $v_R$ in the super-covariant derivatives. These are

$$\mathcal{L} \supset -\frac{1}{2} v_{Li}^* \left[ g_2 \left( \sqrt{2} e_i \tilde{W}^+ + \nu_{Li} \tilde{W}^0 \right) - g_{BL} \nu_{Li} \tilde{B} \right] - \frac{1}{2} v_R \left[ -g_{R\nu} \nu_{Li} \tilde{W} + g_{BL} \nu_{Li} \tilde{B} \right] + \text{h.c.}$$  \hspace{1cm} (3.1.21)

The consequences of spontaneous $R$-parity violation are quite interesting, and have been discussed in a number of papers [47,49,127–133]. In this section, we will present the decay channels for arbitrary mass charginos and neutralinos, and analytically determine their decay rates. In the following sections, we will explore the phenomenological consequences of the $R$-parity violating (RPV) decays of the lightest, and next-to-lightest, supersymmetric particles; referred to as the LSP and NLSP respectively. These decays are potentially observable at the ATLAS detector of the LHC. Hence, if detected, these explicit decays could verify the existence of low energy $N = 1$ supersymmetry, shed light on the structure of the precise supersymmetric model—such as the $B - L$ MSSM—and, as will become apparent, even constrain whether the neutrino mass hierarchy is “normal” or “inverted”. However, as is clear from expressions (3.1.19) and (3.1.21), these results will depend explicitly on the values of the parameters $\epsilon_i, i = 1, 2, 3$ and $v_{Li}, i = 1, 2, 3$ defined in (3.1.20) and (3.1.13) respectively. In turn, these parameters are dependent on the present experimental values.
of the neutrino masses. These reduce the number of independent RPV parameters from six to one and potentially restrict the value of the remaining independent coefficient. For that reason, we will discuss the neutrino masses and their direct relationship to the $\epsilon_i$ and $v_{L_i}$ parameters next.

3.1.2 Neutrino Masses and the RPV Parameters

As discussed in [35,36,45,46,132], it follows from the above Lagrangian that the third family right-handed neutrino and the three left-chiral neutrinos $\nu_i, i = 1, 2, 3$ mix with the fermionic superpartners of the neutral gauge bosons and with the up- and down- neutral Higgsinos. In other words, the neutralinos now mix with the neutral fermions of the standard model. The mixing with the third-family right-handed sneutrino, through terms proportional to $\epsilon_i = Y_{\nu i 3} v_R / \sqrt{2}$ and $v_{L_i}$, allows the third-family right-handed sneutrino to act as a seesaw field giving rise to Majorana neutrino masses. This is reviewed here.

First, we note that this analysis is focused on the consequences of RPV decays at the LHC. There is the possibility that the RPV parameters are so small that the LSP decay length is too long for it to decay within the detector. Then the LSP would be effectively stable within the detector. For certain cases, such effectively stable sparticles have been searched for in [134]. If the LSP decay length is small enough to decay within the detector, but greater than about 1 mm, this would lead to “displaced” vertices, such as those searched for in, for example, [135]. We will choose parameters so that the decay length of the LSP, whatever sparticle that may be, is less than about 1 mm. We refer to such decays as “prompt” decays. Therefore, even though the analysis in this work is valid for any mass chargino and neutralino, should we choose the initial conditions so that they are the LSP, then their RPV decays will be prompt.

As was shown in the case of stops and sbottoms in [35,36], prompt decays require the RPV parameters to be large enough to allow for significant Majorana neutrino masses. We expect the same to hold true for a variety of LSPs. Therefore, we focus on the case of significant Majorana neutrino masses. Note that, in addition to these Majorana neutrino
masses, there can be pure Dirac mass contributions coming from the neutrino Yukawa coupling. The components $Y_{\nu_3}$, which couple the left-handed neutrinos to the third-family right-handed neutrino, allow the third-family right-handed neutrino to act like a seesaw field and give rise to Majorana neutrino masses. The other components, $Y_{\nu_1}$ and $Y_{\nu_2}$, couple the left-handed neutrinos to the first- and second-family right-handed neutrinos. Note that in this model, the heavy third-family right-handed neutrino acts as a seesaw field, while the first- and second-family right-handed neutrinos remain as light sterile neutrinos. This means that the Dirac mass terms related to $Y_{\nu_1}$ and $Y_{\nu_2}$ can give rise to active-sterile oscillations in the neutrino sector. There have been some experimental hints of such oscillations, see [2] for review. However, it is not yet clear that these results are due to true active-sterile oscillations. Hence, we proceed under the assumption that no such oscillations exist and that the $Y_{\nu_1}$ and $Y_{\nu_2}$ components of the neutrino Yukawa coupling must, therefore, be negligible, so they do not appear in the neutralino mass matrix below. It may be interesting to revisit the question of active-sterile neutrino oscillations in the $B-L$ MSSM in the future, perhaps after there is more experimental data.

In the basis $(\tilde{W}_R, \tilde{W}^0, \tilde{H}^0_d, \tilde{H}^0_u, \tilde{B}^\prime, \nu_3, \nu_i)$ with $i = 1, 2, 3$, the neutralino mass matrix is of the form

$$M_{\tilde{\chi}^0} = \begin{pmatrix} M_{\tilde{\chi}^0} & m_D \\ m_D^T & 0_{3 \times 3} \end{pmatrix},$$

(3.1.22)

where $M_{\tilde{\chi}^0}$ is a six-by-six matrix of order a TeV given by

$$M_{\tilde{\chi}^0} = \begin{pmatrix} M_R & 0 & -\frac{1}{2} g_R v_d & \frac{1}{2} g_R v_u & 0 & -\frac{1}{2} g_R v_R \\ 0 & M_2 & \frac{1}{2} g_2 v_d & -\frac{1}{2} g_2 v_u & 0 & 0 \\ -\frac{1}{2} g_R v_d & \frac{1}{2} g_2 v_d & 0 & -\mu & 0 & 0 \\ \frac{1}{2} g_R v_u & -\frac{1}{2} g_2 v_u & -\mu & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & M_{BL} & \frac{1}{2} g_{BL} v_R \\ -\frac{1}{2} g_R v_R & 0 & 0 & 0 & \frac{1}{2} g_{BL} v_R & 0 \end{pmatrix},$$

(3.1.23)
and $m_D$ is a six-by-three matrix

$$m_D = \begin{pmatrix}
  0_{1 \times 3} & \frac{1}{2} \theta_2 v_{L_i}^i & 0_{1 \times 3} \\
  0_{1 \times 3} & \epsilon_i & -\frac{1}{2} \theta_{BL} v_{L_i}^i \\
 -\frac{1}{2} \theta_{BL} v_{L_i}^i & \frac{1}{\sqrt{2}} Y_{\nu_{13}} v_\nu
\end{pmatrix} \tag{3.1.24}$$

of order an MeV. This allows the mass matrix to be diagonalized perturbatively. Note that we have suppressed all terms of the form $v_{L_i} Y_{\nu_{ij}}$ in $M_{\tilde{\chi}_0}$ since both $v_{L_i}$ and the neutrino Yukawa parameters are small. In addition, we emphasize that since only the third family right-handed sneutrino gets a non-vanishing VEV, only $\nu_3^C$ couples to the gauginos/Higgsinos. It follows that only the Dirac mass of the third-family neutrino enters the above mass matrix, whereas the first and second family Dirac neutrino masses are excluded.

The entire mass matrix $M_{\tilde{\chi}_0}$ in (3.1.22) can be diagonalized to

$$M_D^{\tilde{\chi}_0} = N^\dagger M_{\tilde{\chi}_0} N$$

with

$$N = \begin{pmatrix}
  N & 0_{3 \times 3} \\
  0_{3 \times 3} & V_{PMNS}^\dagger
\end{pmatrix} \begin{pmatrix}
  1_{6 \times 6} & -\xi_0 \\
  \xi_0^\dagger & 1_{3 \times 3}
\end{pmatrix}, \tag{3.1.26}
$$

where $N$ is the matrix that diagonalizes $M_{\tilde{\chi}_0}$ given in eq. (3.1.23). Requiring that $M_D^{\tilde{\chi}_0}$ be diagonal yields

$$\xi_0 = M_{\tilde{\chi}_0}^{-1} m_D. \tag{3.1.27}$$

The second matrix on the right-hand side of $N$ rotates away the neutralino/left-handed neutrino mixing, whereas the first matrix diagonalizes the six neutralino/third family right-handed neutrino states as well as the three left-chiral neutrino states. In this section, we will consider the diagonal $3 \times 3$ left-handed neutrino Majorana mass matrix only, returning to the diagonal neutralino mass matrix later.
The diagonal left-chiral neutrino Majorana mass matrix is found to be

\[ m_{\nu}^D = (V_{\text{PMNS}}^T m_{\nu} V_{\text{PMNS}})_{ij} . \]  

(3.1.28)

The 3 \times 3 matrix \( m_{\nu} \) is given by [36]

\[ m_{\nu ij} = Av_{Li}^* v_{Lj}^* + B \left( v_{Li}^* \epsilon_j + \epsilon_i v_{Lj}^* \right) + C \epsilon_i \epsilon_j , \]  

(3.1.29)

where

\[ \begin{align*}
A & = \frac{\mu M_{\tilde{\gamma}}}{2 M_{\tilde{\gamma}} v_u v_d - 4 M_2 M_{\tilde{\gamma}} \mu} \\
B & = \frac{M_{\tilde{\gamma}} v_u \left( 2 M_{Z_R}^2 + g_{Z_R}^2 v_u^2 \right) - 2 g_{Z_R}^2 g_{BL} M_2 M_{\tilde{\gamma}} \mu v_u}{4 M_{Z_R}^2 (M_{\tilde{\gamma}} v_u v_d - 2 M_{\tilde{\gamma}} M_2 \mu)} \\
C & = \left( 2 g_{Z_R}^4 M_2 M_{BL} M_{R} \mu^2 v_u^2 \\
& \quad - g_{Z_R}^2 M_{BL} \mu \left( g_2^2 g_{Z_R}^2 M_R v_u^2 + g_R^2 M_2 \left( 4 M_{Z_R}^2 + g_{Z_R}^2 v_u^2 \right) v_d v_u \right) \right) \left( 4 M_{Z_R}^2 \mu (2 M_{\tilde{\gamma}} M_2 \mu - M_{\tilde{\gamma}} v_d v_u) \right) \\
& \quad - \frac{M_{\tilde{\gamma}} v_u^2}{2 \mu (2 M_{\tilde{\gamma}} M_2 \mu - M_{\tilde{\gamma}} v_d v_u)}
\end{align*} \]  

(3.1.30)

(3.1.31)

(3.1.32)

(3.1.33)

As will be discussed in detail below, the soft mass parameters are all initialized statistically at the scale \( M_I \), whereas the measured values of the gauge couplings are introduced at the electroweak scale. All of these parameters are then run to the appropriate energy scale using the RGEs discussed in detail in [46]. Additionally, the value of \( \tan \beta \) will be chosen statistically within a physically relevant interval and, for a given value of \( \tan \beta \), the parameters \( v_u \) and \( v_d \) are the measured Higgs VEVs. Finally, for any given set of statistical initial data, we fine-tune the value of the parameter \( \mu \) using equation (3.1.14), so as to obtain the experimental value of the electroweak gauge boson \( Z^0 \) and, hence, the measured
values for $W^\pm$ as well. The $3 \times 3$ Pontecorvo-Maki-Nakagawa-Sakata matrix is

$$
V_{\text{PMNS}} = \begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\
-s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & c_{13}s_{23} \\
s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} & c_{13}c_{23}
\end{pmatrix} \times \text{diag}(1, e^{iA/2}, 1),
$$

(3.1.34)

with $c_{ab}(s_{ab}) = \cos \theta_{ab}(\sin \theta_{ab})$. The mixing angles and phases are determined by neutrino experiments. For the mixing angles, we use the values and uncertainties from [136]. They are

$$
\sin^2 \theta_{12} = 0.307 \pm 0.013, \quad \sin^2 \theta_{13} = (2.12 \pm 0.08) \times 10^{-2}
$$

(3.1.35)

for both the normal and inverted neutrino mass hierarchies. For $\theta_{23}$, however, the best-fit values depend on the hierarchy, and the data admits multiple best-fit values. In the normal hierarchy, one finds

$$
\sin^2 \theta_{23} = 0.417 \pm 0.025 \quad \text{or} \quad 0.597 \pm 0.024,
$$

(3.1.36)

while in the inverted hierarchy

$$
\sin^2 \theta_{23} = 0.421 \pm 0.033 \quad \text{or} \quad 0.529 \pm 0.023.
$$

(3.1.37)

In this analysis, we will do a complete study of all four of the cases in equations (3.1.36) and (3.1.37). Regarding the CP-violating phase, $\delta$, we use the recent results in [136] that in the normal hierarchy

$$
\delta = 231.6^\circ \pm 41.4^\circ \quad \text{or} \quad 231.6^\circ \pm 41.4^\circ.
$$

(3.1.38)

while in the inverted hierarchy

$$
\delta = 273.6^\circ \pm 18.7^\circ.
$$

(3.1.39)

In addition, note that there is only one “Majorana” phase, that is, the parameter $A$, since in
both the normal and the inverted hierarchy one of the neutrinos is massless and, therefore, 
does not have a Majorana mass. The value of $\mathcal{A}$ is unknown and, hence, we will simply 
throw it statistically in the interval $[0^\circ, 360^\circ]$.

The mathematical expressions for the mass eigenvalues of the Majorana neutrino mass 
matrix $m^D_{\nu ij}$ can be constructed from the A,B,C components of $m_{\nu ij}$ given in (3.1.30), 
(3.1.31) and (3.1.32) respectively, as well as from the PMNS matrix given in (3.1.34). This 
has been done in detail in [36], to which we refer the reader for details. Given values for 
all the relevant parameters discussed above, and the measured values for the neutrino mass 
eigenvalues for the normal and inverted hierarchies, this allows one to solve for the RPV 
parameters $\epsilon_i$, $v_{Li}$, $i = 1, 2, 3$. Respectively, the experimental values of the mass eigenvalues 
of the normal and inverted hierarchies are [2]

- Normal Hierarchy:

  \[
  m_1 = 0, \quad m_2 = (8.68 \pm 0.10) \times 10^{-3} \text{ eV}, \quad m_3 = (50.84 \pm 0.50) \times 10^{-3} \text{ eV} \quad (3.1.40)
  \]

- Inverted Hierarchy:

  \[
  m_1 = (49.84 \pm 0.40) \times 10^{-3} \text{ eV}, \quad m_2 = (50.01 \pm 0.40) \times 10^{-3} \text{ eV}, \quad m_3 = 0. \quad (3.1.41)
  \]

In each case, all three $v_L$ parameters, as well as two of the $\epsilon$ parameters, can be de-
termined in terms of a third $\epsilon$ parameter. The explicit expressions, of course, differ in the 
normal and inverted hierarchy cases, and are presented in detail in [36]. These are encoded 
into the computer program by which we determine all decay rates and branching ratios 
and won’t be presented here. Suffice it to say that, in each case, which parameter $\epsilon_i$ is in-
putted is undetermined. Thus, we will statistically decide which of the three $\epsilon_i$ parameters 
is selected. Furthermore, we choose its value by randomly throwing it to be in the interval 
$[10^{-4}, 1.0]$ GeV with a log-uniform distribution. We limit the upper bound to 1.0 GeV to 
avoid excessive fine-tuning in the neutrino masses. Furthermore, we cut off the lower bound
at $10^{-4}$ GeV—although this could be taken to 0—to enhance the readability of our branching ratio plots. It is important to note that, having statistically chosen one of the $\epsilon$ parameters in the above range, the other two $\epsilon$ parameters are determined by the computer code and are not necessarily bounded by this interval. For example, at least one of the remaining two $\epsilon$ parameters could, in principle, be considerably larger than 1.0 GeV. If so, this could have important consequences for the suppression of lepton number violating interactions. The reason is the following.

It was shown in [137], and discussed in [36], that the experimental bound on the decay of $\mu \rightarrow e\gamma$ leads to the constraint on $\epsilon_1$ and $\epsilon_2$ that

\[ \left| \frac{\epsilon_1 \epsilon_2}{\mu^2} \right| \lesssim 2.5 \times 10^{-3} \left( \frac{m_\epsilon}{100 \text{ GeV}} \right)^{-2}. \]  

(3.1.42)

Scanning the initial parameters in the $B - L$ MSSM, using (3.1.10), (3.1.17) and the values for the gauge parameters discussed in [44], we find that this becomes

\[ \epsilon_1 \epsilon_2 \lesssim 68 \text{ GeV}^2. \]  

(3.1.43)

Therefore, to adequately suppress the lepton number violating decays, it is essential to show that this bound is satisfied for any physically interesting set of initial data in this analysis. Later, we will demonstrate that for the LSPs of interest this constraint is easily satisfied.

### 3.1.3 Physically Acceptable Vacua

Having stated the structure of the $B - L$ MSSM, and defined all of the associated parameters, we now use the computer code specified in detail in [46] to find the initial values of the parameters leading to completely acceptable physical vacua. The choice of initial parameters will be subject to all experimental observations presented above. For example, as discussed in Section 3.1.1, we will assume that the ratio of the Wilson line masses $M_{\chi_{B-L}}$ and $M_{\chi_{3R}}$ is such that all gauge parameters unify at $M_U$, that all quark and charged lepton Yukawa couplings can be taken to be nearly diagonal and real and, as discussed in Section 3.1.2, only
the $Y_{\nu3}$ components of the neutrino Yukawa couplings are non-negligible. In addition, we solve for the physically acceptable initial conditions subject to several new, and important, constraints. These are the following:

- Scattering Range of the Dimensionful Soft SUSY Breaking Parameters:

\[
\left[ \frac{M}{f}, Mf \right] \quad \text{where} \quad M = 1.5 \text{ TeV} , f = 6.7 .
\] (3.1.44)

The median supersymmetry breaking mass $M$ and the parameter $f$ are chosen so that the range of dimensionful soft masses can have random values from just above the electroweak scale to a scale approaching the upper bound of what will be observable at the LHC. That is, range (3.1.44) is approximately $[200 \text{ GeV}, 10 \text{ TeV}]$.

- Random Sign of the Soft SUSY Breaking Parameters $\mu$, $M$ and $a$:

\[[-, +].\] (3.1.45)

The sign of $\mu$ and the various soft parameters of the form $M$ and $a$ are chosen randomly to have either a + or - sign.

- Randomly Scattered Choice of $\tan\beta$:

\[\tan\beta \in [1.2, 65].\] (3.1.46)

The upper and lower bounds for $\tan\beta$ are taken from $[119]$ and are consistent with present bounds that ensure perturbative Yukawa couplings.

In addition to being subject to the above constraints, physically acceptable initial conditions are those which lead to the following phenomenological results. First, $B - L$ gauge
symmetry must be spontaneously broken at a sufficiently high scale. Presently, the measured lower bound on the $Z_R$ mass is given by [138]

$$M_{Z_R} = 4.1 \text{ TeV} .$$ (3.1.47)

Secondly, electroweak (EW) symmetry must be spontaneously broken so that the $Z^0$ and $W^\pm$ masses have the measured values of [2]

$$M_{Z^0} = 91.1876 \pm 0.0021 \text{ GeV}, \quad M_{W^\pm} = 80.379 \pm 0.012 \text{ GeV} .$$ (3.1.48)

Third, the remaining sparticles must be above their measured lower bounds [46] given in Table 3.1.

Finally, the Higgs mass must be within the $3\sigma$ allowed range from ATLAS combined run 1 and run 2 results [139]. This is found to be

$$M_{h^0} = 124.97 \pm 0.72 \text{ GeV} .$$ (3.1.49)

We now want to search for physically acceptable initial data, subject to all of the constraints and phenomenological conditions introduced above. Before applying any of these
constraints, the number of parameters appearing in the $B - L$ MSSM greatly exceeds 100. However, subject to the constraints discussed above, this number is significantly reduced down to only 24 soft SUSY breaking parameters, as well as $\tan \beta$ and $\mu$. The RG code [46] that we use in this analysis involves all 24 SUSY breaking parameters. It is, however, helpful to point out that many of the RGE’s are dominated by two specific sums of these parameters given by

$$S_{BL'} = \text{Tr} \left( 2m_{Q}^2 - m_{\tilde{u}}^2 + m_{\tilde{d}}^2 - 2m_{L}^2 + m_{\tilde{e}}^2 + m_{\tilde{\nu}}^2 \right)$$

$$S_{3R} = m_{H_u}^2 - m_{H_d}^2 + \text{Tr} \left( -\frac{3}{2}m_{\tilde{u}}^2 + \frac{3}{2}m_{\tilde{d}}^2 - \frac{1}{2}m_{\tilde{\nu}}^2 + \frac{1}{2}m_{\tilde{e}}^2 \right),$$

where the traces are over generational indices. This is helpful in that one can now reasonably plot initial data points in two-dimensional $S_{BL'} - S_{3R}$ space, rather than in the full 24-dimensional space of all parameters. At the electroweak scale, we randomly set the value of $\tan \beta$. Furthermore, and importantly, we do not run the parameter $\mu$. Rather, after running all other parameters down to the electroweak scale, we fine-tune $\mu$ to give the measured values for the electroweak gauge bosons, as discussed above.

Searching for physically acceptable initial data, subject to all of the constraints and phenomenological conditions above, we find the following. For 100 million sets of randomly scattered initial conditions, it is found that 4,351,809 break $B - L$ symmetry with the $Z_R$ mass above the lower bound in equation (3.1.47). These are plotted as the green points in Figure 3.1. Running the RG down to the EW scale, one finds that of these 4,351,809 appropriate $B - L$ initial points, only 3,142,657 break electroweak symmetry with the experimentally measured values for $M_{Z^0}$ and $M_{W^\pm}$ given in equation (3.1.48). These are shown as the purple points in the Figure. Now applying the constraints that all sparticle masses be at or above their currently measured lower bounds presented in Table 3.1, we find that of these 3,142,657 initial points, only 342,236 are acceptable. These are indicated by cyan-colored points in the Figure. Finally, it turns out that of these 342,236 points, only 67,576 also lead to the currently measured Higgs mass given in equation (3.1.49). That is,
of the 100 million sets of randomly scattered initial conditions, 67,576 satisfy all present phenomenological requirements. In Figure 3.1, we represent these “valid” points in black. That is, of the 100 million randomly scattered initial points, approximately .067% satisfy all present experimental conditions. Although this might– at first sight –appear to be a small percentage, it is worth noting that these initial points not only break $B - L$ symmetry appropriately and have all sparticle masses above their present experimental lower bounds, but also give the measured experimental values for the mass of the EW gauge bosons and, remarkably, the Higgs boson mass as well! From this point of view, this percentage of valid black points seems remarkably high. The electroweak gauge boson masses were obtained, as discussed above, by fine-tuning the parameter $\mu$. For example, a typical value of the fine-tuning of $\mu$ is of the order of 1 in 1000 [45]. However, one might also be concerned that getting the Higgs mass correct might require some other fine-tuning of the 24 initial parameters that may not be apparent. However, in previous work [46] it was shown that the 24 parameters associated with any given black point are generically widely disparate with no apparent other fine-tuning.

We conclude that the $B - L$ MSSM, in addition to arising as a vacuum of heterotic M-theory and having exactly the mass spectrum of the MSSM, satisfies all present experimental low-energy physical bounds for a remarkably large number of disparate initial data points. Given this, it becomes of real interest to determine whether the RPV decays of the $B - L$ MSSM can be directly observed at the LHC at CERN. These decays are most easily observed in the lightest sparticles in the mass spectrum; that is, the LSP has the best prospects for RPV detection in general. There are, however, cases in which the next lightest supersymmetric particle (NLSP) is highly degenerate in mass with the LSP– see examples presented in [46]–and, hence, their RPV decay channels become relevant as well. Hence, in the sections to follow, we compute the decays of charginos and neutralinos without making any assumptions regarding their masses. The particle spectrum of each of the 67,576 valid black points is exactly determined by the computer code [46]. It follows that we can compute the LSP associated with each valid black point. It turns out that there are many possible
Figure 3.1: Plot of the 100 million initial data points for the RG analysis evaluated at $M_I$. The 4,351,809 green points lead to the appropriate breaking of the $B-L$ symmetry. Of these, the 3,142,657 purple points also break the EW symmetry with the correct vector boson masses. The cyan points correspond to 342,236 initial points that, in addition to appropriate $B-L$ and EW breaking, also satisfy all lower bounds on the sparticle masses. Finally, as a subset of these 342,236 initial points, there are 67,576 valid black points that lead to the experimentally measured value of the Higgs boson mass.

different LSPs. Before enumerating these, however, we must be more specific about the definition and structure of any LSP. Although the original fields entering the $B-L$ MSSM Lagrangian are “gauge” eigenstates, the LSP associated with a given valid black point is, by definition, a “mass” eigenstate– generically a linear combination of the original fields. For example, the lightest mass eigenstate chargino of either charge, which we denote by $\tilde{\chi}_1^\pm$, is found to be an $R$-parity conserving linear combination of the charged Wino, $\tilde{W}^\pm$, and the charged Higgsino, $\tilde{H}^\pm$, added to RPV terms proportional to the left and right chiral charged leptons. The RPV coefficients are very small and, hence, can be ignored in the discussion of the masses of the charginos. Therefore, in this section, since we are analyzing the possible LSPs, we will consider the $R$-parity conserving part of the chargino states only.
It then follows that when $M_2 < |\mu|$ the lightest chargino is given by

$$\tilde{\chi}_L^\pm = \cos \phi_\pm \tilde{W}^\pm + \sin \phi_\pm \tilde{H}^\pm,$$

(3.1.52)

whereas for $|\mu| < |M_2|$}

$$\tilde{\chi}_L^\pm = -\sin \phi_\pm \tilde{W}^\pm + \cos \phi_\pm \tilde{H}^\pm.$$

(3.1.53)

The angles $\phi_\pm$ are exactly determined for any given black point. It follows that for some black points the mass eigenstate $\tilde{\chi}_L^\pm$ is predominantly a charged Wino, whereas for other black points it is mainly a charged Higgsino. We will, henceforth, denote the first and second type of mass eigenstates by $\tilde{\chi}_W^\pm$ and $\tilde{\chi}_H^\pm$, and refer to them as “Wino charginos” and “Higgsino charginos” respectively. That is, instead of labeling a chargino LSP simply as $\chi_1^\pm$, and counting the number of valid black points associated with it, we can be more specific–breaking the chargino LSP into two different types of states, $\tilde{\chi}_W^\pm$ and $\tilde{\chi}_H^\pm$ respectively, and counting the number of black points associated with each type individually. This gives additional information about the structure of the LSPs.

With this in mind, we have calculated the LSP associated with each of the 67,576 valid black points and plotted the results as a histogram in Figure 3.2. The notation for the various possible LSPs is specified in Table 3.2. For example, out of the 67,576 valid black points, there are 4,858 that have a $\tilde{\chi}_W^\pm$ Wino chargino as their LSP. Similarly, out of all the valid black point initial conditions, 4,869 have a $\tilde{\chi}_W^0$ Wino neutralino as their LSP. And so on. Notice that the cases in which the chargino LSP is dominantly a charged Higgsino—that is, $\tilde{\chi}_H^\pm$ –are rare. In fact, in Figure 3.2 there is precisely one such black point. As discussed above and shown in Section 3.2, the lighter chargino state is dominantly Wino if $|M_2| < |\mu|$, and dominantly Higgsino if $|\mu| < |M_2|$. The little hierarchy problem tells us that $\mu$ is generally large, of the order of a few TeV. However, the $M_2$ parameter generally takes smaller values in our simulation. For this reason, the instances in which $|\mu| < |M_2|$—required for the Higgsino chargino to be the LSP –are scarce.

Associated with a given choice of LSP, there are a fixed number of valid initial points.
For example, as mentioned above, a Wino chargino LSP arises from 4,858 black points. For each such black point, we 1) statistically throw one of the parameters $\epsilon_i$, $i = 1, 2, 3$ in the interval $[10^{-4}, 1.0]$ GeV, 2) choose the neutrino mass hierarchy to be either normal or inverted and, having done so, choose the associated value of $\theta_{23}$, 3) then, using (3.1.29), determine the remaining two epsilon parameters and the three $v_L$ parameters using the computer code. Let us denote the maximum one of the three $\epsilon$ parameters by $\epsilon_{\text{max}}$. By running over all 4,858 black points subject to a fixed choice of the neutrino hierarchy and $\theta_{23}$, one can create a histogram of the number of valid points associated with a given value for $\epsilon_{\text{max}}$. For example, the results of, first, choosing a normal neutrino hierarchy and $\theta_{23}$ such that $\sin \theta_{23} = 0.597$ and, second, choosing an inverted neutrino hierarchy and $\theta_{23}$ with $\sin \theta_{23} = 0.529$ are graphically depicted in Figure 3.3. We find only a statistically insignificant number of points, in the case of the normal hierarchy 1 point and in the case of the inverted hierarchy 4 points, that exceed $\sqrt{68}$ GeV. If $\epsilon_{\text{max}} = \epsilon_3$, then constraint (3.1.43) is immediately satisfied. Even if this parameter is, say, $\epsilon_2$, it remains statistically extremely likely that constraint (3.1.43) remains satisfied. It follows that, for the choice of a normal
Figure 3.3: For each of the 4,858 black points with a Wino chargino LSP, we statistically sample one of the three $\epsilon_i$ parameters in the range $[10^{-4}, 1.0]$ GeV and, for this graph, choose 1) a normal neutrino hierarchy and $\sin \theta_{23} = 0.597$—indicated in red—and 2) an inverted hierarchy with $\sin \theta_{23} = 0.529$—indicated in blue. We then solve for the other two $\epsilon$ values numerically. For each case, we plot a histogram of the number of valid black points associated with a Wino chargino LSP against the value of $\epsilon_{\text{max}}$, the largest of the three epsilon parameters. We find that most values of $\epsilon_{\text{max}}$ are smaller than 1 GeV. For larger values, the viable points become much less numerous, since such values would require more fine-tuning to match the existent neutrino data. The bound $\sqrt{68}$ GeV, beyond which unphysical lepton number violation is possible, is indicated by the dashed line. We find only 1 and 4 points beyond this line for the normal and inverted hierarchy cases respectively. Hence, lepton number violation, if it occurs at all, is statistically insignificant in our simulation.

neutrino hierarchy and $\sin \theta_{23} = 0.597$ and an inverted hierarchy with $\sin \theta_{23} = 0.529$, lepton number violation via $\mu \rightarrow e\gamma$ is statistically highly suppressed in our theory. We find similar results for each of the other two choices of $\theta_{23}$. The identical conclusion can be drawn for the Wino neutralino. We conclude that lepton number violation is highly suppressed in the $B - L$ MSSM—at least when the LSP is a Wino chargino or a Wino neutralino.

In series of papers [35, 36] analyzed the RPV decays of the “admixture” stop. Stops have a very high production cross section from proton-proton collisions. Furthermore, their decay products are relatively easy to observe at the LHC detectors. For these reasons, the ATLAS group at the LHC did a detailed study of the RPV decays of the admixture stop LSPs [139–142]. However, it is clear from Figure 3.2 that neutralinos and charginos are
\[ \begin{array}{|c|c|} \hline \text{Symbol} & \text{Description} \\ \hline \tilde{\chi}_B^0 & \text{Mostly a neutral Bino.} \\ \tilde{\chi}_W^0 & \text{Mostly a neutral Wino.} \\ \tilde{\chi}_{3a,b}^0 & \text{Mostly third generation right-handed neutrino.} \\ \tilde{\chi}_H^0 & \text{Mostly a neutral Higgsino.} \\ \tilde{\chi}_W^+ & \text{Mostly a charged Wino.} \\ \tilde{\chi}_H^+ & \text{Mostly a charged Higgsino.} \\ \tilde{g} & \text{Gluino.} \\ \tilde{t}_{ad} & \text{Left- and right-handed stop admixture.} \\ \tilde{t}_r & \text{Mostly right-handed stop (over 99%).} \\ \tilde{q}^c & \text{Right-handed 1st and 2nd generation squarks.} \\ \tilde{b} & \text{Mostly left-handed sbottom.} \\ \tilde{b}^c & \text{Mostly right-handed sbottom.} \\ \tilde{\nu}_{1,2} & \text{1st and 2nd generation left-handed sneutrinos.} \\ & \text{LSPs evenly split among two generations.} \\ \tilde{\nu}_3 & \text{Third generation left-handed sneutrino.} \\ \tilde{\nu}_{1,2}^c & \text{1st and 2nd generation right-handed sneutrinos.} \\ \tilde{\tau} & \text{Third generation left-handed stau.} \\ \tilde{\tau}^c & \text{Third generation right-handed stau.} \\ \hline \end{array} \]

Table 3.2: The notation used for the LSP states on the x-axis of Figure 3.2.

much more prevalent as LSPs of the $B - L$ MSSM. Therefore, we begin a study of the RPV decays of neutralinos and charginos.

### 3.2 Chargino and Neutralino states

#### 3.2.1 Chargino mass eigenstates

After EW breaking, the Higgs fields acquire a VEV which induces off-diagonal couplings between the charged gauginos of the theory. The terms that enter the chargino mass matrix, *in the absence of RPV effects*, are

\[
\mathcal{L} \supset -\frac{g_2}{\sqrt{2}} [v_u \tilde{W}_u^- \tilde{H}_u^+ + v_d \tilde{W}_d^+ \tilde{H}_d^-] - M_2 |\tilde{W}|^2 - \mu \tilde{H}_u^+ \tilde{H}_d^- + h.c. \\
\text{(3.2.1)}
\]
The first terms come from the supercovariant derivative of the Higgs chiral fields, the Wino mass term originates in the soft SUSY breaking Lagrangian, while the last term is introduced in the superpotential $W$. Combining the charged Higgsinos and the charged Winos into $\psi^+ = (\tilde{W}^+, \tilde{H}^+_u)$ and $\psi^- = (\tilde{W}^-, \tilde{H}^-_d)$, we can write the previous terms in the form

$$\mathcal{L} \supset -\frac{1}{2} (\psi^+ \psi^-) \begin{pmatrix} 0 & M_{\tilde{\chi}^\pm}^T \\ M_{\tilde{\chi}^\pm} & 0 \end{pmatrix} \begin{pmatrix} \psi^+ \\ \psi^- \end{pmatrix} + h.c. \tag{3.2.2}$$

where $M_{\tilde{\chi}^\pm}$ is the $2 \times 2$ matrix given by

$$M_{\tilde{\chi}^\pm} = \begin{pmatrix} M_2 & \frac{1}{\sqrt{2}} g_2 v_u \\ \frac{1}{\sqrt{2}} g_2 v_d & \mu \end{pmatrix}. \tag{3.2.3}$$

The mass eigenstates $\tilde{\chi}^+ = V \psi^+$ and $\tilde{\chi}^- = U \psi^-$ diagonalize $M_{\tilde{\chi}^\pm}$ to

$$U^* M_{\tilde{\chi}^\pm} V^{-1} = M^D = \begin{pmatrix} M_{\tilde{\chi}_1^\pm} & 0 \\ 0 & M_{\tilde{\chi}_2^\pm} \end{pmatrix} \tag{3.2.4}$$

with $M_{\tilde{\chi}_1^\pm}$ and $M_{\tilde{\chi}_2^\pm}$ positive. One can solve analytically for the eigenvalues and obtain

$$M_{\tilde{\chi}_1^\pm}^2, M_{\tilde{\chi}_2^\pm}^2 = \frac{1}{2} \left[ |M_2|^2 + |\mu|^2 + 2M_{W^\pm}^2 \right] + \sqrt{\left( |M_2|^2 + |\mu|^2 + 2M_{W^\pm}^2 \right)^2 - 4|\mu M_2 - M_{W^\pm}^2 \sin 2\beta|^2}, \tag{3.2.5}$$

where $M_{\tilde{\chi}_1^\pm}^2$ and $M_{\tilde{\chi}_2^\pm}^2$ correspond to the $-$ and $+$ sign in front of the square root respectively. We will always choose the square root to be positive, so that the "minus" sign—and, hence, $\tilde{\chi}_1^\pm$—corresponds to the lighter mass eigenstate. That is, with this convention $M_{\tilde{\chi}_1^\pm} < M_{\tilde{\chi}_2^\pm}$.

The expressions for the mass eigenvalues can be simplified by noting that the lower bounds on sparticle masses are well above $M_{W^\pm}$. It follows that $M_{W^\pm}^2 \ll M_2^2, \mu^2$. Therefore, the mass eigenvalues depend primarily on the parameters $M_2$ and $\mu$. When $|M_2| \lesssim |\mu|$, we find
that

\[ M_{\tilde{\chi}_1^\pm} \approx |M_2| - \frac{M_{W^\pm}^2 (M_2 + \mu \sin 2\beta)}{\mu^2 - M_2^2}, \quad (3.2.6) \]

\[ M_{\tilde{\chi}_2^\pm} \approx |\mu| + \frac{\text{sgn}(\mu) M_{W^\pm}^2 (\mu + M_2 \sin 2\beta)}{\mu^2 - M_2^2}, \quad (3.2.7) \]

whereas for \(|\mu| \lesssim |M_2|\), the expressions for the mass eigenvalues are simply exchanged; that is,

\[ M_{\tilde{\chi}_1^\pm} \approx |\mu| + \frac{\text{sgn}(\mu) M_{W^\pm}^2 (\mu + M_2 \sin 2\beta)}{\mu^2 - M_2^2}, \quad (3.2.8) \]

\[ M_{\tilde{\chi}_2^\pm} \approx |M_2| - \frac{M_{W^\pm}^2 (M_2 + \mu \sin 2\beta)}{\mu^2 - M_2^2}. \quad (3.2.9) \]

The mixing matrices \( U \) and \( V \), defined by

\[
\begin{pmatrix}
\tilde{\chi}_1^- \\
\tilde{\chi}_2^-
\end{pmatrix} = U \begin{pmatrix}
\tilde{W}^- \\
\tilde{H}_d^-
\end{pmatrix}, \quad \begin{pmatrix}
\tilde{\chi}_1^+ \\
\tilde{\chi}_2^+
\end{pmatrix} = V \begin{pmatrix}
\tilde{W}^+ \\
\tilde{H}_u^+
\end{pmatrix},
\]

also are dependent on the relative sizes of \( M_2 \) and \( \mu \). For \(|M_2| \lesssim |\mu|\) they are found to be

\[ U = O_-, \quad V = \begin{cases} 
O_+, & \text{det } M_{\tilde{\chi}^\pm} > 0 \\
\sigma_3 O_+, & \text{det } M_{\tilde{\chi}^\pm} < 0,
\end{cases} \quad (3.2.11) \]

where

\[ O_\pm = \begin{pmatrix} 
\cos \phi_\pm & \sin \phi_\pm \\
-\sin \phi_\pm & \cos \phi_\pm
\end{pmatrix}. \quad (3.2.12) \]

The Pauli matrix \( \sigma_3 \) is inserted so that the diagonal entries of \( M^D \) are always positive. The angles \( \phi_\pm \) are given by

\[ \tan 2\phi_- = \frac{2\sqrt{2} M_{W^\pm} \mu \cos \beta + M_2 \sin \beta}{\mu^2 - M_2^2 - 2M_{W^\pm}^2 \cos 2\beta} \quad (3.2.13) \]

\[ \tan 2\phi_+ = \frac{2\sqrt{2} M_{W^\pm} \mu \sin \beta + M_2 \cos \beta}{\mu^2 - M_2^2 + 2M_{W^\pm}^2 \cos 2\beta} \quad (3.2.14) \]
respectively. On the other hand, when $|\mu| \lesssim |M_2|$, we find that (3.2.11) remains the same, as do the expressions (3.3.4) and (3.3.5) for the angles $\phi_{\pm}$. However, the matrix $O_{\pm}$ now becomes

$$O_{\pm} = \begin{pmatrix} -\sin \phi_{\pm} & \cos \phi_{\pm} \\ -\cos \phi_{\pm} & -\sin \phi_{\pm} \end{pmatrix}.$$  \hspace{1cm} (3.2.15)

It is important to note that the $|\mu| \lesssim |M_2|$ results for the $U$, $V$ matrices can be obtained from the $|M_2| \lesssim |\mu|$ expressions (3.2.11), (3.2.12), (3.3.4) and (3.3.5) simply by replacing

$$\phi_{\pm} \rightarrow \phi_{\pm} + \frac{\pi}{2}$$  \hspace{1cm} (3.2.16)

in all expressions. We will use this replacement, when required, in the main numerical analysis to follow.

It is useful to note that when $|M_2| \lesssim |\mu|$, it follows from (3.2.12) that the lightest chargino eigenstate is

$$\tilde{\chi}_1^\pm = \cos \phi_{\pm} \tilde{W}^\pm + \sin \phi_{\pm} \tilde{H}^\pm.$$  \hspace{1cm} (3.2.17)

Since $M_{\tilde{W}^\pm}^2 \ll M_2^2, \mu^2$, we see from (3.3.4) and (3.3.5) that $\tan 2\phi_{\pm} \ll 1$ and, hence, $|\cos \phi_{\pm}| > |\sin \phi_{\pm}|$. It follows that

$$\tilde{\chi}_1^\pm \simeq \tilde{W}^\pm.$$  \hspace{1cm} (3.2.18)

We say that $\tilde{\chi}_1^\pm$ is “predominantly” a charged Wino and, regardless of the exact value of $\phi_{\pm}$, denote it by $\tilde{\chi}_{W^\pm}^\pm$. On the other hand, when $|\mu| \lesssim |M_2|$ it follows from (3.2.15) that

$$\tilde{\chi}_1^\pm = -\sin \phi_{\pm} \tilde{W}^\pm + \cos \phi_{\pm} \tilde{H}^\pm.$$  \hspace{1cm} (3.2.19)

Expressions (3.3.4) and (3.3.5) again tell us that $|\sin \phi_{\pm}| < |\cos \phi_{\pm}|$ and, hence

$$\tilde{\chi}_1^\pm \simeq \tilde{H}^\pm.$$  \hspace{1cm} (3.2.20)

That is, $\tilde{\chi}_1^\pm$ is “predominantly” a charged Higgsino and, regardless of the exact value of
\( \phi_\pm \), we denote it by \( \tilde{\chi}_W^\pm \). Having made this analysis, we note that the results could have been read off directly from the leading term in the expressions for the mass eigenvalues given in (3.2.6) and (3.2.8). Specifically, for \( |M_2| \lesssim |\mu| \), the leading term in (3.2.6) is \( |M_2| \), the soft mass associated with the charged Wino– indicating that \( \tilde{\chi}_1^\pm \simeq \tilde{W}^\pm \). Similarly, for \( |\mu| \lesssim |M_2| \), the leading term in (3.2.8) is \( |\mu| \), the parameter associated with the charged Higgsino– indicating that \( \tilde{\chi}_1^\pm \simeq \tilde{H}^\pm \), as above. As stated previously, we will refer to the mass eigenstates \( \tilde{\chi}^\pm_W \) and \( \tilde{\chi}^\pm_H \) simply as a Wino chargino and Higgsino chargino respectively, even though they are only “predominantly” the pure states of \( \tilde{W}^\pm \) and \( \tilde{H}^\pm \) respectively.

Let us now include the \textit{R-parity violation terms} in the Lagrangian. These will not significantly affect the chargino masses, but they do introduce mixing between the charginos and the standard model charged leptons. These mixings are central to our study because they allow RPV chargino decays. In the extended bases \( \psi^+ = (\tilde{W}^+, \tilde{H}_u^+, e_i^c) \) and \( \psi^- = (\tilde{W}^-, \tilde{H}_d^-, e_i) \), the mixing matrix can again be written in the form of eq. (3.2.2),

\[
\mathcal{L} \supset -\frac{1}{2} \begin{pmatrix} \psi^+ & \psi^- \end{pmatrix} \begin{pmatrix} 0 & \mathcal{M}_{\tilde{\chi}^\pm}^T \\ \mathcal{M}_{\tilde{\chi}^\pm} & 0 \end{pmatrix} \begin{pmatrix} \psi^+ \\ \psi^- \end{pmatrix} + \text{h.c.} \tag{3.2.21}
\]

now, however, where

\[
\mathcal{M}_{\tilde{\chi}^\pm} = \begin{pmatrix}
M_2 & \frac{1}{\sqrt{2}}g_2v_u & 0 & 0 & 0 \\
\frac{1}{\sqrt{2}}g_2v_d & \mu & -\frac{v_d}{v_u}m_e & -\frac{v_d}{v_u}m_\mu & -\frac{v_d}{v_u}m_\tau \\
\frac{1}{\sqrt{2}}g_2v_L^1 & -\epsilon_1 & m_e & 0 & 0 \\
\frac{1}{\sqrt{2}}g_2v_L^2 & -\epsilon_2 & 0 & m_\mu & 0 \\
\frac{1}{\sqrt{2}}g_2v_L^3 & -\epsilon_3 & 0 & 0 & m_\tau
\end{pmatrix} \tag{3.2.22}
\]

and \( m_e, m_\mu, \) and \( m_\tau \) denote the Dirac masses of the standard model charged leptons. This matrix can be expressed in a schematic form that will be useful in diagonalizing it. Let us write

\[
\mathcal{M}_{\tilde{\chi}^\pm} = \begin{pmatrix} M_{\tilde{\chi}^\pm} & \Gamma \\ G^T & m_e \end{pmatrix} \tag{3.2.23}
\]
where

\[ M_{\tilde{\chi}^\pm} = \begin{pmatrix} M_2 & \frac{1}{\sqrt{2}}g_2v_u \\ \frac{1}{\sqrt{2}}g_2v_d & \mu \end{pmatrix}, \]  

(3.2.24)

and

\[ \Gamma = \begin{pmatrix} 0 & 0 & 0 \\ -\frac{v_L}{v_d}m_e & -\frac{v_L}{v_d}m_\mu & -\frac{v_L}{v_d}m_\tau \end{pmatrix}, \quad G^T = \begin{pmatrix} \frac{1}{\sqrt{2}}g_2v_{L1}^* & -\epsilon_1 \\ \frac{1}{\sqrt{2}}g_2v_{L2}^* & -\epsilon_2 \\ \frac{1}{\sqrt{2}}g_2v_{L3}^* & -\epsilon_3 \end{pmatrix}, \]  

(3.2.25)

and \( m_e \) is the \( 3 \times 3 \) matrix with diagonal entries \((m_e, m_\mu, m_\tau)\). The \( G, \Gamma, \) and \( m_e \) matrices have entries that are much smaller than the entries of the \( M_{\tilde{\chi}^\pm} \) matrix and, therefore, can be used to perturbatively diagonalize the \( M_{\tilde{\chi}^\pm} \) matrix. The mass eigenstates are related to the gauge eigenstates by unitary matrices \( V \) and \( U \) defined by

\[
\begin{pmatrix} \tilde{\chi}_1^- \\ \tilde{\chi}_2^- \\ \tilde{\chi}_3^- \\ \tilde{\chi}_4^- \\ \tilde{\chi}_5^- \end{pmatrix} = U \begin{pmatrix} W^- \\ \tilde{H}_d^- \\ \tilde{\chi}_1^+ \\ \tilde{\chi}_2^+ \\ \tilde{\chi}_3^+ \\ \tilde{\chi}_4^+ \\ \tilde{\chi}_5^+ \end{pmatrix}, \quad \begin{pmatrix} \tilde{\chi}_1^- \\ \tilde{\chi}_2^- \\ \tilde{\chi}_3^- \\ \tilde{\chi}_4^- \\ \tilde{\chi}_5^- \end{pmatrix} = V \begin{pmatrix} e_1^- \\ e_2^- \\ e_3^- \\ e_1^+ \\ e_2^+ \\ e_3^+ \\ e_1^c \\ e_2^c \end{pmatrix},
\]

(3.2.26)

They are chosen so that

\[ U^* M_{\tilde{\chi}^\pm} V^{-1} = M_D^{\tilde{\chi}^\pm} = \text{diag} \left( M_{\tilde{\chi}_1^\pm}, M_{\tilde{\chi}_2^\pm}, M_{\tilde{\chi}_3^\pm}, M_{\tilde{\chi}_4^\pm}, M_{\tilde{\chi}_5^\pm} \right), \]

(3.2.27)

where all eigenvalues are positive. The first two eigenstates, \( M_{\tilde{\chi}_1^\pm,2} \), are mostly charged Wino and charged Higgsino. The RPV couplings are small enough that their masses are still given by eqs. (3.2.6) and (3.2.7) or (3.2.8) and (3.2.9), depending on the values of the parameters \( M_2 \) and \( \mu \). Similarly, the masses of the leptons are basically unchanged; that is, \( M_{\tilde{\chi}_{2+4}^\pm} \) are the standard model charged lepton masses, \( m_{e_i} \), where \( e_{1,2,3} \equiv e, \mu, \tau \). The
phenomenologically important effect of the RPV mixing is the RPV decays of the charginos. The matrices $\mathbf{U}$ and $\mathbf{V}$ can be written schematically as

$$\mathbf{U} = \begin{pmatrix} U & 0_{2 \times 3} \\ 0_{3 \times 2} & 1_{3 \times 3} \end{pmatrix} \begin{pmatrix} 1_{2 \times 2} & -\xi_- \\ \xi_+^T & 1_{3 \times 3} \end{pmatrix}, \quad \mathbf{V} = \begin{pmatrix} V & 0_{2 \times 3} \\ 0_{3 \times 2} & 1_{3 \times 3} \end{pmatrix} \begin{pmatrix} 1_{2 \times 2} & -\xi_+ \\ \xi_-^T & 1_{3 \times 3} \end{pmatrix}. \quad (3.2.28)$$

Next, requiring that $\mathbf{U}^* \mathbf{M}_{\tilde{\chi}^\pm} \mathbf{V}^{-1}$ is diagonal allows one to compute the $\xi_+$ and $\xi_-$ matrices. To first order, they are given by

$$\xi_- = - (M_{\tilde{\chi}^\pm}^T)^{-1} G, \quad \xi_+ = -(M_{\tilde{\chi}^\pm})^{-1} \Gamma. \quad (3.2.29)$$

The values of all the $\mathbf{U}$ and $\mathbf{V}$ matrix elements are presented in the Appendix G.1. These matrices will be crucial in calculating the decay rates of the charginos via RPV processes. In general, the exact expressions for the five charged mass eigenstates are complicated, and will be dealt with numerically in our calculations. However, it of interest to present the complete analytic expressions, including the RPV terms, for the mass eigenstates $\tilde{\chi}_1^\pm$. We find that the positive eigenvector $\tilde{\chi}_1^+$ is

$$\tilde{\chi}_1^+ = \mathcal{V}_{11} \tilde{W}^+ + \mathcal{V}_{12} \tilde{H}_u^+ + \mathcal{V}_{12+i} \tilde{e}_i^c, \quad (3.2.30)$$

where one sums over $i = 1, 2, 3$. When $|M_2| < |\mu|$, the $\mathcal{V}$ coefficients are given by

$$\mathcal{V}_{11} = \cos \phi_+, \quad \mathcal{V}_{12} = \sin \phi_+ \quad (3.2.31)$$

and

$$\mathcal{V}_{12+i} = - \cos \phi_+ \frac{g_2 \tan \beta m_{\tilde{e}_i}}{\sqrt{2} M_2 \mu} v_{L_i} + \sin \phi_+ \frac{m_{\tilde{e}_i}}{\mu v_d} v_{L_i}. \quad (3.2.32)$$

The result for $|\mu| < |M_2|$ is found by replacing $\phi_+ \to \phi_+ + \frac{\pi}{2}$ in these expressions, as discussed above. Similarly, the negative eigenvector $\tilde{\chi}_1^-$ is found to be

$$\tilde{\chi}_1^- = \mathcal{U}_{11} \tilde{W}^- + \mathcal{U}_{12} \tilde{H}_d^- + \mathcal{U}_{12+i} \tilde{e}_i, \quad (3.2.33)$$
where one sums over $i = 1, 2, 3$. When $|M_2| < |\mu|$, the $U$ coefficients are given by

$$U_{11} = \cos \phi_-, \ U_{12} = \sin \phi_-$$  \hspace{1cm} (3.2.34)

and

$$U_{12+i} = -\cos \phi_- \frac{g_2 v_d}{\sqrt{2} M_2 \mu} \epsilon_i^* + \sin \phi_- \frac{\epsilon_i}{\mu}.$$  \hspace{1cm} (3.2.35)

The result for $|\mu| < |M_2|$ is found by replacing $\phi_- \rightarrow \phi_- + \frac{\pi}{2}$ in these expressions. Note that the first two terms of $\tilde{\chi}_1^{\pm}$ are independent of RPV and are identical to the expressions given in (3.2.17) and (3.2.19) for $|M_2| < |\mu|$ and $|\mu| < |M_2|$ respectively. Also, note that these terms dominate over the RPV terms and, hence, are the main contributors to the mass eigenvalues. However, although they are numerically smaller, the RPV terms in $\tilde{\chi}_1^{\pm}$ play a crucial role in the R-parity violating decays of chargino LSPs and, hence, cannot be ignored.

### 3.2.2 Neutralino mass eigenstates

In the absence of the RPV violating terms proportional to $\epsilon_i$ and $v_{L_i}$, the neutral Higgsinos and gauginos of the theory mix with the third generation right handed neutrino. In the gauge eigenstate basis $\psi^0 = (\tilde{W}_R, \tilde{W}_d, \tilde{W}_d^*, \tilde{B}, \tilde{B'}, \tilde{\nu}_L^*)$,

$$\mathcal{L} = -\frac{1}{2} (\psi^0)^T M_{\tilde{\chi}^0} \psi^0 + c.c$$  \hspace{1cm} (3.2.36)

where

$$M_{\tilde{\chi}^0} = \begin{pmatrix}
M_R & 0 & -\frac{1}{2} g_R v_d & \frac{1}{2} g_R v_u & 0 & -\frac{1}{2} g_R v_R \\
0 & M_2 & \frac{1}{2} g_2 v_d & -\frac{1}{2} g_2 v_u & 0 & 0 \\
-\frac{1}{2} g_R v_d & \frac{1}{2} g_2 v_d & 0 & -\mu & 0 & 0 \\
\frac{1}{2} g_R v_u & -\frac{1}{2} g_2 v_u & -\mu & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_{BL} & \frac{1}{2} g_{BLVR} \\
-\frac{1}{2} g_R v_R & 0 & 0 & 0 & \frac{1}{2} g_{BLVR} & 0
\end{pmatrix}. \hspace{1cm} (3.2.37)$$
The mass eigenstates are related to the gauge states by the unitary matrix \( N \) where \( \tilde{\chi}_0 = N \psi_0 \). \( N \) is chosen so that

\[
N^* M \tilde{\chi}_0 N^\dagger = \text{diag} \left( M_{\chi_1^0}, M_{\chi_2^0}, M_{\chi_3^0}, M_{\chi_4^0}, M_{\chi_5^0}, M_{\chi_6^0} \right),
\]

where all eigenvalues are positive. The \( B-L \) MSSM does not explicitly contain a Bino, associated with the hypercharge group \( U(1)_Y \). Instead, it contains a Blino and a Rino, the gauginos associated with \( U(1)_{B-L} \) and \( U(1)_{3R} \) respectively. Nevertheless, the theory does effectively contain a Bino. To see this, consider the limit \( M_{W^\pm}, M_{Z^0} \ll M_R^2, M_2^2, M_{BL}^2 \) — that is, when the EW scale is much lower than the soft breaking scale so that the Higgs VEV’s are negligible. In this limit, the mass matrix in eq. (3.2.37) becomes

\[
M_{\tilde{\chi}^0} =
\begin{pmatrix}
M_R & 0 & 0 & 0 & 0 & -\frac{1}{2}g_R v_R \\
0 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & -\mu & 0 & 0 & 0 \\
0 & 0 & -\mu & 0 & 0 & 0 \\
0 & 0 & 0 & M_{BL} & 0 & 0 \\
-\frac{1}{2}g_R v_R & 0 & 0 & 0 & \frac{1}{2}g_{BL} v_R & 0 \\
\end{pmatrix}
\]

The first, fifth, and sixth columns, corresponding to the Blino, the Rino and the third generation right-handed neutrino, are now decoupled from the others and mix only with each other. In the reduced basis \( (\nu_3^c, \tilde{W}_R, \tilde{B}') \), the mixing matrix is

\[
\begin{pmatrix}
0 & -\cos \theta_R M_{Z_R} & \sin \theta_R M_{Z_R} \\
-\cos \theta_R M_{Z_R} & M_R & 0 \\
\sin \theta_R M_{Z_R} & 0 & M_{BL} \\
\end{pmatrix}, \quad \cos \theta_R = \frac{g_R}{\sqrt{g_R^2 + 2g_{BL}^2}}.
\]

The limit in which the gaugino masses are much smaller than \( M_{Z_R} \) is phenomenologically relevant due to the lower bound on \( M_{Z_R} \) being much higher than typical gaugino mass lower bounds. This limit is also motivated theoretically because RG running makes the gauginos masses lighter. In this limit, the mass eigenstates can be found as an expansion in the
gaugino masses. At zeroth order, they are

\[ \tilde{B} = \tilde{W}_R \sin \theta_R + \tilde{B}' \cos \theta_R , \]  

(3.2.41)

\[ \nu^c_{3a} = \frac{1}{\sqrt{2}} (\nu^c_3 - \tilde{W}_R \cos \theta_R + \tilde{B}' \sin \theta_R) , \]  

(3.2.42)

\[ \nu^c_{3b} = \frac{1}{\sqrt{2}} (\nu^c_3 + \tilde{W}_R \cos \theta_R - \tilde{B}' \sin \theta_R) \]  

(3.2.43)

with masses, calculated to first order, given by

\[ M_1 = \sin^2 \theta_R M_R + \cos^2 \theta_R M_{BL} , \quad m_{\nu^c_{3a}} = M_{Z_R} , \quad m_{\nu^c_{3b}} = M_{Z_R} . \]  

(3.2.44)

respectively. The state \( \tilde{B} \) with mass \( M_1 \) is effectively a Bino. We can rotate from the old basis, \( \left( \tilde{W}_R, \tilde{W}_0, \tilde{H}^0_d, \tilde{H}^0_u, \tilde{B}', \nu^c_3 \right) \), to the new one, \( \left( \tilde{B}, \tilde{W}_0, \tilde{H}^0_d, \tilde{H}^0_u, \nu^c_{3a}, \nu^c_{3b} \right) \), using a rotation matrix, which at zeroth order has the form:

\[
\begin{pmatrix}
\sin \theta_R & 0 & 0 & \cos \theta_R & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-\frac{1}{\sqrt{2}} \cos \theta_R & 0 & 0 & \frac{1}{\sqrt{2}} \sin \theta_R & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \cos \theta_R & 0 & 0 & -\frac{1}{\sqrt{2}} \sin \theta_R & \frac{1}{\sqrt{2}}
\end{pmatrix}
\]  

(3.2.45)

We then get a new neutralino mass matrix, which is in agreement with the MSSM model after B-L breaking. It is given by

\[
M_{\tilde{\chi}^0} = \begin{pmatrix}
M_1 & 0 & -\frac{1}{\sqrt{2}} g' v_d & \frac{1}{\sqrt{2}} g' v_u & 0 & 0 \\
0 & M_2 & \frac{1}{\sqrt{2}} g_2 v_d & -\frac{1}{\sqrt{2}} g_2 v_u & 0 & 0 \\
-\frac{1}{\sqrt{2}} g' v_d & \frac{1}{\sqrt{2}} g_2 v_d & 0 & -\mu & 0 & 0 \\
\frac{1}{\sqrt{2}} g' v_u & -\frac{1}{\sqrt{2}} g_2 v_u & -\mu & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & m_{\nu^c_{3a}} & 0 \\
0 & 0 & 0 & 0 & 0 & m_{\nu^c_{3b}}
\end{pmatrix}
\]  

(3.2.46)

Since the EW scale is generally much lower than the gaugino mass scale, the off-diagonal
terms are small,

\[ M_{\tilde{\chi}_1^0} \simeq |M_1| - \frac{M_{Z^0}^2 \sin^2 \theta_W (M_1 + \mu \sin 2\beta)}{\mu^2 - M_2^2}, \quad (3.2.47) \]

\[ M_{\tilde{\chi}_2^0} \simeq |M_2| - \frac{M_{W^\pm}^2 (M_2 + \mu \sin 2\beta)}{\mu^2 - M_2^2}, \quad (3.2.48) \]

\[ M_{\tilde{\chi}_3^0} \simeq |\mu| + \frac{M_{Z^0} (\text{sgn}(\mu) \times 1 - \sin 2\beta)(\mu - M_1 \cos \theta_W - M_2 \sin \theta_W)}{2(\mu + M_1)(\mu + M_2)}, \quad (3.2.49) \]

\[ M_{\tilde{\chi}_4^0} \simeq |\mu| + \frac{M_{Z^0} (\text{sgn}(\mu) \times 1 + \sin 2\beta)(\mu - M_1 \cos \theta_W - M_2 \sin \theta_W)}{2(\mu - M_1)(\mu - M_2)}, \quad (3.2.50) \]

\[ M_{\tilde{\chi}_5^0} \simeq M_{Z_R}, \quad (3.2.51) \]

\[ M_{\tilde{\chi}_6^0} \simeq M_{Z_R} \quad (3.2.52) \]

where \( \theta_W \) is the Weinberg angle. Unlike for charginos discussed previously, our labels do not imply any mass ordering. The exact eigenstates are more difficult to compute than in the chargino case. They are, generically, linear combinations of the six gauge neutralino states. However, as was discussed in detail for charginos, the dominant gauge neutralino in an eigenstate can be read off directly from the leading term in the associated mass eigenvalue. Using this, as well as explicit numerical computation, we find that

\[ \tilde{\chi}_1^0 \simeq \tilde{B}^0, \quad \tilde{\chi}_2^0 \simeq \tilde{W}^0, \quad \tilde{\chi}_3^0 \simeq \tilde{H}^0_d, \quad \tilde{\chi}_4^0 \simeq \tilde{H}^0_u, \quad \tilde{\chi}_5^0 \simeq \nu^c_{3a}, \quad \tilde{\chi}_6^0 \simeq \nu^c_{3b}. \quad (3.2.53) \]

As with the charginos, we henceforth denote these mass eigenstates by \( \tilde{\chi}^0_B, \tilde{\chi}^0_W, \tilde{\chi}^0_{H_d}, \tilde{\chi}^0_{H_u}, \tilde{\nu}^c_{3a}, \tilde{\nu}^c_{3b} \) respectively; and refer to them as a Bino neutralino, a Wino neutralino and so on, even though they are only “predominantly” the pure neutral state.

Let us now add the RPV couplings \( \epsilon_i \) and \( v_{L_i} \). This introduces mixing between the neutralinos and the neutral fermions of the standard model — the neutrinos. As discussed at the beginning of Section 3.1.2, mixing with the first- and second-family right-handed neutrino would lead to active-sterile neutrino oscillations. Unless and until there is more experimental evidence of such oscillations, we will continue to assume that they do not exist and, therefore, that the mixing with the first- and second-family right-handed neutrinos is
negligible. Therefore, the neutrino mass matrix given below includes only mixing with the three families of left-handed neutrinos– the seventh column –and the third-family right-handed neutrino– the sixth column. As in the case of the charginos, the effect of adding these RPV couplings is important because it will allow RPV decays of the neutralinos. It’s effect on the physical masses of the neutralinos, however, is negligible. The new basis is then extended to \( \tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}', \nu_3^c, \nu_1, \nu_2, \nu_3 \). The extended mass matrix is given by

\[
\mathcal{M}_{\tilde{\chi}^0} = \begin{pmatrix}
M_R & 0 & -\frac{1}{2}g_{Rv_d} & \frac{1}{2}g_{Rv_u} & 0 & -\frac{1}{2}g_{Rv_R} & 0_{1\times 3} \\
0 & M_2 & \frac{1}{2}g_{2v_d} & -\frac{1}{2}g_{2v_u} & 0 & 0 & 0_{1\times 3} \\
-\frac{1}{2}g_{Rv_d} & \frac{1}{2}g_{2v_d} & 0 & -\mu & 0 & 0 & 0_{1\times 3} \\
\frac{1}{2}g_{Rv_u} & -\frac{1}{2}g_{2v_u} & -\mu & 0 & 0 & 0 & \epsilon_j \\
0 & 0 & 0 & 0 & M_{BL} & \frac{1}{2}g_{BLv_R} & -\frac{1}{2}g_{BLv_L} \\
-\frac{1}{2}g_{Rv_R} & 0 & 0 & 0 & \frac{1}{2}g_{BLv_R} & 0 & \frac{1}{\sqrt{2}}Y_{\nu_3 v_u} \\
0_{3\times 1} & \frac{1}{\sqrt{2}}g_{2v_L j} & 0_{3\times 1} & \epsilon_j & -\frac{1}{\sqrt{2}}g_{BLv_L j} & \frac{1}{\sqrt{2}}Y_{\nu_3 v} & 0_{3\times 3}
\end{pmatrix} (3.2.54)
\]

This is the matrix that was introduced in eq. (3.1.22). Just as for charginos, we can write the neutralino matrix in a schematic form that will help us diagonalize it perturbatively. As discussed in detail in Section 3.1.2, \( \mathcal{M}_{\tilde{\chi}^0} \) can be expressed as

\[
\mathcal{M}_{\tilde{\chi}^0} = \begin{pmatrix}
M_{\tilde{\chi}^0} & m_D \\
m_D & m_D^T & 0_{3\times 3}
\end{pmatrix}
\]

(3.2.55)

where \( M_{\chi^0} \) and \( m^D \) are given in (3.1.23) and (3.1.24) respectively. The mass eigenstates are related to the gauge eigenstates by the unitary matrix \( N \), which diagonalizes the neutralino mixing matrix

\[
\mathcal{M}_{\tilde{\chi}^0}^D = N^* \mathcal{M}_{\tilde{\chi}^0} N^T.
\]

(3.2.56)

\( N \) can be written in the perturbative form

\[
N = \begin{pmatrix}
N & 0_{3\times 3} \\
0_{3\times 3} & V_{PMNS} \end{pmatrix} \begin{pmatrix}
1_{6\times 6} & -\xi_0 \\
\xi_0^T & 1_{3\times 3}
\end{pmatrix},
\]

(3.2.57)

where \( N \) is the unitary matrix introduced below eq. (3.4.2). It is a 6 \( \times \) 6 matrix, analogous
to the $2 \times 2$ matrices $U$ and $V$ in Section 3.2.1. However, while eq. (3.2.11), (3.2.12) and (3.2.15) provide simple analytic expressions for $U$ and $V$ in terms of the rotation angles $\phi_\pm$, it is much harder to solve for $N$ without approximations. We will compute $N$ numerically, using the the relevant soft mass terms and couplings as input.

The equation $\xi^0 = M^{-1}_X m_D$ is obtained by requiring that $M^0_X$ be diagonal. We denote the mass eigenstates as $\tilde{\chi}^0 = N \psi^0$. The entries of $N$ are central in calculating the neutralino decay rates and are all presented in Appendix B. However, exactly as in the case of the charginos discussed above, the physical masses of the “proper” neutralinos are not significantly changed by introducing the RPV couplings, so eqs. (3.4.13) – (3.2.52) remain valid. The states $\chi_6^{0_i}$ for $i = 1, 2, 3$ are the three left-handed neutrinos which now receive Majorana masses. This process has been discussed in detail in Section 3.1.2. As in the case of charginos, it is important to note that, although small compared to the $R$-parity preserving coefficients, the RPV terms make important contributions to the RPV decays of the neutralino LSPs and, hence, cannot be ignored.

3.2.3 Chargino and neutralino decay channels

The general $B – L$ MSSM Lagrangian, written in terms of chiral multiplet component fields, $(\phi_i, \psi_i)$, and vector multiplet components, $(A^a_\mu, \lambda^a)$, has the generic form

$$
L = -\partial_\mu \phi^* \partial^\mu \phi_i + i \bar{\psi}_i \gamma^\mu \partial_\mu \psi_i \quad \text{(kinetic terms)}
- ig T^a A^b_\mu \phi^* \partial^\mu \phi_i + c.c + g^2 (T^a A^b_\mu) (T^b A^{b\mu}) \phi_i \phi_i + g \bar{\psi}_i \sigma^\mu T^a A^a_\mu \psi_i \quad \text{(covariant derivative)}
- \sqrt{2} g (\phi^* T^a \psi) \lambda^a - \sqrt{2} g \lambda^a (\psi^* T^a \phi) + g (\phi^* T^a \phi) D^a \quad \text{(covariant derivative supersymmetric)}
+ i \lambda^a \sigma^\mu \partial_\mu \lambda^a + i g f^{abc} \lambda^a \phi^* A^b_\mu \lambda^c - \frac{1}{4} F^{a\mu\nu} F^a_{\mu\nu} + \frac{1}{2} D^a D^a \quad \text{(gauge field self-interactions)}
- \frac{1}{2} M^{ij} \phi_i \phi_j - \frac{1}{2} M_i^* \phi_i \phi_i^{*j} + M^*_{ik} \phi_i \phi_j^{*k} \quad \text{(superpotential mass terms)}
- \frac{1}{2} Y^{ijk} \phi_i \phi_j \phi_k - \frac{1}{2} Y^{ij*} \phi^{*i} \phi^{*j} \phi_k \quad \text{(superpotential scalar-fermion-fermion Yukawa coupling)}
+ \frac{1}{2} M_{in} Y_{jkn} \phi_i \phi_j \phi_k + \frac{1}{2} M_{in}^* Y^{jkn} \phi_i \phi_j \phi_k + \frac{1}{4} Y^{ij*} Y^{*kl} \phi_i \phi_j \phi_k \phi_l \quad \text{(3 and 4-scalar interactions)}.
$$

(3.2.58)
The interaction vertices that allow the charginos and neutralinos to decay into standard model particles are encoded in its complicated interactions. In order to read these RPV vertices from this Lagrangian, one needs to follow a series of steps:

First, one writes this general Lagrangian in terms of the component fields of the theory. The $B − L$ MSSM matter content is given in (3.1.4) and (3.1.5), whereas the gauge fields and gauginos are those associated with gauge group (3.1.3).

In the first step, the component fields are pure gauge states. After $B − L$ and electroweak symmetry breaking, these states mix to form massive states. We have already discussed how massive chargino and neutralino states are constructed. The second step then, is to write all gauge eigenstates in the Lagrangian in terms of their mass eigenstate expansion.

After the second step is completed, one can identify the RPV vertices that couple a single chargino or a single neutralino to two standard model particles, typically a boson and a lepton. However, so far the theory has been written in terms of 2-component Weyl spinors, while the physical fermions are described by 4-component spinors. The final step, then, is to write the identified RPV vertices in 4-component spinor notation.

In the following sections, we will identify the RPV decay amplitudes for the charginos and neutralinos displayed in Table 3.3, using the three steps described above. We find that such sparticle decays are due entirely to the RPV couplings proportional to $\epsilon_i$ and $v_{L_i}$, $i = 1, 2, 3$ that mix the three generations of leptons and the gauginos of the MSSM inside the chargino and neutralino mass matrices. That is, the mass eigenstate charginos and neutralinos can decay into SM particles precisely because they have lepton components. Only after we express the $B − L$ MSSM Lagrangian in terms of the mass eigenstates, will the decay processes in Table 3.3 become apparent. Henceforth, we use $\chi^{\pm,0}$ when referring to chargino and neutralino 2-component Weyl fermions and $X^{\pm,0}$ when referring to chargino and neutralino 4-component Dirac fermions. Furthermore, we use $e_{i}$, $i = 1, 2, 3$ for the three families of charged leptons Weyl fermions, and $\ell_{i}$, $i = 1, 2, 3$ for the three families expressed as Dirac fermions. The Dirac fermion states are defined in eq. (3.2.89).
\[
\begin{array}{|c|c|}
\hline
\text{Charginos} & \text{Neutralinos} \\
\hline
\tilde{X}^\pm \to W^\pm \nu_i & \tilde{X}^0 \to W^\pm \ell_i \\
\tilde{X}^\pm \to Z^0 \ell_i & \tilde{X}^0 \to Z^0 \nu_i \\
\tilde{X}^0 \to h^0 \ell_i & \tilde{X}^0 \to h^0 \nu_i \\
\hline
\end{array}
\]

Table 3.3: Chargino and Neutralino RPV decay channels, expressed in terms of 4-component spinors.

**Mass eigenstate expansion**

The chargino mass eigenstates \( \tilde{\chi}^\pm = (\tilde{\chi}^\pm_1, \tilde{\chi}^\pm_2, \tilde{\chi}^\pm_3, \tilde{\chi}^\pm_4, \tilde{\chi}^\pm_5) \) are related to the gauge eigenstates \( \psi^+ = (\tilde{W}^+_{\pm u}, \tilde{H}^+_{c1}, e_{c1}, e_{c2}, e_{c3}) \) and \( \psi^- = (\tilde{W}^-_{\pm d}, e_1, e_2, e_3) \) via the unitary matrices \( U \) and \( V \) defined in Section 3.2 and given in Appendix G.1. That is,

\[
\tilde{\chi}^- = U \psi^-, \quad \tilde{\chi}^+ = V \psi^+.
\] (3.2.59)

There are two things worth pointing out here. First, only the mass eigenstates \( \tilde{\chi}^\pm_1 \) and \( \tilde{\chi}^\pm_2 \) are considered to be the actual charginos. They have dominant contributions from the MSSM gauginos and only small SM lepton components. Moreover, the mass eigenstates \( \tilde{\chi}^\pm_3 \simeq e_1, e_{c1}^T, \tilde{\chi}^\pm_4 \simeq e_2, e_{c2}^T, \tilde{\chi}^\pm_5 \simeq e_3, e_{c3}^T \) are considered to be the three generations of charged leptons (to be more precise, the left-handed Weyl spinors of the negatively and positively charged leptons). Second, the \( U \) and \( V \) matrices are defined so that the chargino states \( \tilde{\chi}^\pm_1 \) are lighter than the chargino states \( \tilde{\chi}^\pm_2 \); that is, \( M_{\tilde{\chi}^\pm_1} < M_{\tilde{\chi}^\pm_2} \). The state \( \tilde{\chi}^\pm_1 \) can be dominantly charged Wino or charged Higgsino, but it will be always be less massive than \( \tilde{\chi}^\pm_2 \).

In terms of the chargino mass eigenstates, the gauge eigenstate can be expressed as \( \psi^- = U^\dagger \tilde{\chi}^- \) and \( \psi^+ = V^\dagger \tilde{\chi}^+ \). We then have the following mass eigenstate decomposition:

\[
e_i = U^*_{12+i} \tilde{\chi}^-_1 + U^*_{22+i} \tilde{\chi}^-_2 + U^*_{32+i} \tilde{\chi}^-_3 + U^*_{42+i} \tilde{\chi}^-_4 + U^*_{52+i} \tilde{\chi}^-_5
\] (3.2.60)

\[
e^c_i = V^*_{12+i} \tilde{\chi}^+_1 + V^*_{22+i} \tilde{\chi}^+_2 + V^*_{32+i} \tilde{\chi}^+_3 + V^*_{42+i} \tilde{\chi}^+_4 + V^*_{52+i} \tilde{\chi}^+_5
\] (3.2.61)
Similarly, the Wino and Higgsino gauge eigenstate can be expressed as:

\[ \tilde{W}^- = U_{11} \tilde{\chi}_1^- + U_{21} \tilde{\chi}_2^- + U_{31} \tilde{\chi}_3^- + U_{41} \tilde{\chi}_4^- + U_{51} \tilde{\chi}_5^- \]  
\[ \tilde{W}^+ = V_{11} \tilde{\chi}_1^+ + V_{21} \tilde{\chi}_2^+ + V_{31} \tilde{\chi}_3^+ + V_{41} \tilde{\chi}_4^+ + V_{51} \tilde{\chi}_5^+ \]  
\[ \tilde{H}_d^- = U_{12} \tilde{\chi}_1^- + U_{22} \tilde{\chi}_2^- + U_{32} \tilde{\chi}_3^- + U_{42} \tilde{\chi}_4^- + U_{52} \tilde{\chi}_5^- \]  
\[ \tilde{H}_u^+ = V_{12} \tilde{\chi}_1^+ + V_{22} \tilde{\chi}_2^+ + V_{32} \tilde{\chi}_3^+ + V_{42} \tilde{\chi}_4^+ + V_{52} \tilde{\chi}_5^+ \]

(3.2.62)  
(3.2.63)  
(3.2.64)  
(3.2.65)

The neutralino mass eigenstates \( \tilde{\chi}^0 = (\tilde{\chi}_1^0, \tilde{\chi}_2^0, \tilde{\chi}_3^0, \tilde{\chi}_4^0, \tilde{\chi}_5^0, \tilde{\chi}_6^0, \tilde{\chi}_7^0, \tilde{\chi}_8^0, \tilde{\chi}_9^0) \) are related to the gauge eigenstates \( \psi^0 = (\tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}^0, \nu_3, \nu_e, \nu_\mu, \nu_\tau) \) via the unitary matrix \( \mathcal{N} \), defined in Section 3.2 and given in Appendix G.2. That is,

\[ \tilde{\chi}^0 = \mathcal{N} \psi^0. \]  
(3.2.66)

Just as for the chargino states, it is important to remember that only the first six states \( \tilde{\chi}_{1,2,3,4,5,6} \) are considered actual MSSM neutralinos, since their dominant contributions are from sparticles. The states \( \tilde{\chi}_{7,8,9} \) are the three generations of left handed neutrinos, which obtain Majorana masses after the neutralino matrix diagonalization. However, the notation of the six neutralino mass eigenstates differs from that of the chargino mass eigenstates. In the case of charginos, the states are defined such that \( M_{\tilde{\chi}_1^\pm} < M_{\tilde{\chi}_2^\pm} \), where both \( \tilde{\chi}_1^\pm \) and \( \tilde{\chi}_2^\pm \) could be dominantly charged Wino or charged Higgsino. As discussed above, usually \( |M_2| < |\mu| \), in which case \( \tilde{\chi}_1^\pm \) would be dominantly charged Wino, while \( \tilde{\chi}_2^\pm \) would be dominantly charged Higgsino. In the rare case when \( |\mu| < |M_2| \), \( \tilde{\chi}_1^\pm \) would be dominantly charged Higgsino, while \( \tilde{\chi}_2^\pm \) would be dominantly charged Wino. For the neutralino mass eigenstates, however, we always have \( \tilde{\chi}_1^0 \) mostly Bino, \( \tilde{\chi}_2^0 \) mostly Wino, \( \tilde{\chi}_3^0 \) mostly Higgsino, \( \tilde{\chi}_5^0 \) mostly right-handed third generation neutrino. We don’t know, a priori, which state is the lightest, nor how to order them in terms of mass. Their masses are computed after we diagonalize the \( 6 \times 6 \) neutralino mixing matrix \( M_{\tilde{\chi}^0} \) – neglecting RPV couplings – an operation significantly more complicated than the diagonalization of the \( 2 \times 2 \) chargino mass matrix, \( M_{\tilde{\chi}^\pm} \), in the
absence of RPV couplings.

In terms of the neutralino mass eigensates, the gauge eigenstates are given by

\[
\psi^0 = N^\dagger \tilde{\chi}^0 .
\]  

(3.2.67)

For the three neutrino gauge eigenstates \(\nu_e, \nu_\mu, \nu_\tau = \nu_i, \ i = 1, 2, 3\)

\[
\nu_i = N_{16+i}^* \tilde{\chi}_1^0 + N_{26+i}^* \tilde{\chi}_2^0 + N_{36+i}^* \tilde{\chi}_3^0 + N_{46+i}^* \tilde{\chi}_4^0
\]

\[
+ N_{56+i}^* \tilde{\chi}_5^0 + N_{66+i}^* \tilde{\chi}_6^0 + N_{76+i}^* \tilde{\chi}_7^0 + N_{86+i}^* \tilde{\chi}_8^0 + N_{96+i}^* \tilde{\chi}_9^0 ,
\]  

(3.2.68)

while for the rest of the mass eigenstates, we have

\[
\bar{W}_R, \bar{W}^0, \bar{H}_d^0, \bar{H}_u^0, \bar{\nu}_3^c = N_{11,2,3,4,5,6}^* \tilde{\chi}_1^0 + N_{21,2,3,4,5,6}^* \tilde{\chi}_2^0 + N_{31,2,3,4,5,6}^* \tilde{\chi}_3^0 +
\]

\[
+ N_{41,2,3,4,5,6}^* \tilde{\chi}_4^0 + N_{51,2,3,4,5,6}^* \tilde{\chi}_5^0 + N_{61,2,3,4,5,6}^* \tilde{\chi}_6^0 + N_{71,2,3,4,5,6}^* \tilde{\chi}_7^0 +
\]

\[
+ N_{81,2,3,4,5,6}^* \tilde{\chi}_8^0 + N_{91,2,3,4,5,6}^* \tilde{\chi}_9^0 .
\]  

(3.2.69)

The Higgs scalar fields in the MSSM consist of two complex \(SU(2)_L\) doublets; that is, eight degrees of freedom. When electroweak symmetry is broken, three of them become the Goldstone bosons \(G^0, G^\pm\), where \(G^- = G^{+*}\). The rest will be Higgs scalar mass eigenstates; that is, CP-even neutral scalars \(h^0\) and \(H^0\), a CP-odd neutral scalar \(\Gamma^0\) and a charged \(H^+\) and a conjugate \(H^- = H^{+*}\). They are defined by [119].

\[
\begin{pmatrix}
H_u^0 \\
H_d^0
\end{pmatrix} = \begin{pmatrix}
v_u \\
v_d
\end{pmatrix} + \frac{1}{\sqrt{2}} R_\alpha \begin{pmatrix}
h^0 \\
H^0
\end{pmatrix} + \frac{i}{\sqrt{2}} R_{\beta_0} \begin{pmatrix}
G^0 \\
\Gamma^0
\end{pmatrix},
\]  

(3.2.70)

\[
\begin{pmatrix}
H_u^+ \\
H_d^-
\end{pmatrix} = R_{\beta_\pm} \begin{pmatrix}
G^+ \\
H^+
\end{pmatrix}
\]  

(3.2.71)

where \(R_\alpha, R_{\beta_0}, R_{\beta_\pm}\) are rotation matrices. Specifically, the matrix in front of the Standard
Model Higgs Boson $h^0$ is

$$R_\alpha = \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix}, \quad (3.2.72)$$

while, to lowest order, the other matrices are

$$R_{\beta_0} = R_{\beta\pm} = \begin{pmatrix} \sin \beta & \cos \beta \\ -\cos \beta & \sin \beta \end{pmatrix}, \quad (3.2.73)$$

where $\tan \beta = v_u/v_d$. The mixing angle $\alpha$ is, at tree level:

$$\begin{align*}
\frac{\tan 2\alpha}{\tan 2\beta} &= \frac{M_{\Gamma^0}^2 + M_{Z^0}^2}{M_{\Gamma^0}^2 - M_{Z^0}^2}, \\
\sin 2\alpha &= \frac{-M_{H^0}^2 + M_{H^0}^2}{M_{H^0}^2 - M_{H^0}^2} \sin^2(2\beta), \quad (3.2.74)
\end{align*}$$

where the masses of the Higgs eigenstates are

$$M_{\Gamma^0}^2 = 2b/\sin 2\beta = 2|\mu|^2 + m_{H_u}^2 + m_{H_d}^2, \quad (3.2.75)$$

$$M_{H^0, H^0}^2 = \frac{1}{2} \left( M_{\Gamma^0}^2 + M_{Z^0}^2 + \sqrt{(M_{\Gamma^0}^2 - M_{Z^0}^2)^2 + 4M_{Z^0}^2M_{\Gamma^0}^2 \sin^2(2\beta)} \right) \quad (3.2.76)$$

and

$$M_{H^\pm}^2 = M_{\Gamma^0}^2 + M_{W^\pm}^2. \quad (3.2.77)$$

**Interaction vertices**

We now express Lagrangian (3.2.58) in terms of all the matter and gauge fields in our $B-L$ MSSM theory, and then replace all gauge eigenstates with their mass eigenstate expansion. However, the full $B-L$ MSSM Lagrangian is complicated when expressed in its most general form. We proceed, therefore, by looking only for the terms that can lead to chargino or neutralino decays into standard model particles. We identify the following tri-couplings:

- $g \psi^i \bar{\sigma}^{\mu} T^a A_\mu^a \psi_i$, from the covariant derivative of the fermionic matter fields

- $-\sqrt{2} g (\phi^i s^T A_\mu^a \phi_i)$ and $-\sqrt{2} g \lambda^i (\psi^i T^a \phi_i)$, from the supercovariant derivatives
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• \( ig f^{abc} \lambda^a \sigma^\mu A^b_\mu \lambda^c \), from the gauge self-interaction

• \(-\frac{1}{2} Y^{ijk} \bar{\phi}_i \psi_j \psi_k \) and \(-\frac{1}{2} Y^*_{ijk} \bar{\phi}^*_{ij*} \psi^\dagger_j \psi^\dagger_k \), from the superpotential Yukawa couplings

We now want to write these interactions in terms of the \( B - L \) MSSM component fields. The procedure is non-trivial. Hence, we split these interactions terms into two categories:

1) those responsible for the neutralino or chargino decays into a gauge boson (\( Z^0 \)-boson or \( W^\pm \)-boson) and a lepton; that is

\[
\tilde{\chi}^{\pm,0} \rightarrow Z^0, W^\pm - \text{lepton}
\]  

(3.2.78)

and 2) those responsible for the decays into a Higgs boson and a lepton; that is

\[
\tilde{\chi}^{\pm,0} \rightarrow h^0 - \text{lepton}.
\]  

(3.2.79)

The terms with Yukawa couplings and those from the supercovariant derivatives are relevant only for the Higgs boson-lepton decay channel, as we will show.

\( \tilde{\chi}^{\pm,0} \rightarrow Z^0, W^\pm \)-lepton

The part of the Lagrangian responsible for the gauge boson-lepton decay channels is

\[
\mathcal{L}_{\tilde{\chi}^{\pm,0} \rightarrow Z^0, W^\pm - \text{lepton}} \supset g \bar{\psi}^i \sigma^\mu T^a L^a_i \psi_i + ig f^{abc} \lambda^a \sigma^\mu A^b_\mu \lambda^c,
\]  

(3.2.80)

where this expression represents the sum over \( SU(2)_L \) and \( U(1)_Y \). The \( i = 1, 2, 3 \) represents the three lepton families. Expressed in terms of the MSSM component fields this becomes

\[
\mathcal{L}_{\tilde{\chi}^{\pm,0} \rightarrow Z^0, W^\pm - \text{lepton}} \supset g_2 \left( L^a_i \sigma^\mu \tau^a L_i + \bar{H}^u_\alpha \sigma^\mu \tau^a \bar{H}_u + \bar{H}^d_\alpha \sigma^\mu \tau^a \bar{H}_d \right) W^a_\mu \\
+ g' \left( -\frac{1}{2} e_i^c \sigma^\mu e_i + e^c_i \sigma^\mu e^c_i + \frac{1}{2} \bar{H}^u_\alpha \sigma^\mu \bar{H}_u - \frac{1}{2} \bar{H}^d_\alpha \sigma^\mu \bar{H}_d \right) B_\mu \\
+ ig_2 f^{abc} \bar{W}^a_\alpha \sigma^\mu \bar{W}^b_\mu \psi^c,
\]  

(3.2.81)
where we sum over the $i$ index, $W^a_\mu$, $a = 1, 2, 3$ are the three vector bosons of the $SU(2)^L$ group and $B_\mu$ the vector boson of the hypercharge $U(1)_Y$ group. Here, $g_2$ and $g'$ are the $SU(2)^L$ and $U_Y(1)$ couplings. In addition, $L_i$ represents the $i$-th $SU(2)^L$ left chiral lepton doublet defined in (3.1.4). We now make the replacements

$$\begin{pmatrix} \gamma^0 \\ Z^0 \end{pmatrix} = \begin{pmatrix} \cos \theta_W & \sin \theta_W \\ -\sin \theta_W & \cos \theta_W \end{pmatrix} \begin{pmatrix} B^0 \\ W^0 \end{pmatrix}, \quad W^\pm = \frac{1}{\sqrt{2}}(W^1 \mp iW^2), \quad \tan \theta_W = \frac{g'}{g_2},$$

(3.2.82)

where $\theta_W$ is the Weinberg angle, and rearrange the previous expression to obtain

$$\mathcal{L}_{\tilde{\chi}^{\pm,0} \to Z^0,W^\pm \text{-lepton}} \supset \frac{g_2}{\sqrt{2}}(J^\mu W^\mu_\mu + J'^H W^\mu_\mu + J^H W^\mu_\mu + J'^H W^\mu_\mu) + \epsilon(J^\mu_{EM} + J'^H_{EM})\gamma^0_{\mu}$$

$$+ \frac{g_2}{2\cos \theta_W} (J^\mu_{\tilde{\mu}} + J'^H_{\tilde{\mu}})Z^0_{\mu} + g_2(W^+ \tilde{\sigma}^\mu W^+ - \tilde{W}^+ \tilde{\sigma}^\mu \tilde{W}^-)(\cos \theta_W Z^0_{\mu} + \sin \theta_W \gamma^0_{\mu})$$

$$+ g_2(-\tilde{W}^0 \tilde{\sigma}^\mu \tilde{W}^+ + \tilde{W}^+ \tilde{\sigma}^\mu \tilde{W}^-)W^+ + g_2(\tilde{W}^0 \tilde{\sigma}^\mu \tilde{W}^- - \tilde{W}^+ \tilde{\sigma}^\mu \tilde{W}^-)W^-.$$

(3.2.83)

$J^\mu$, $J'^H$ and $j^\mu_{EM}$ are the usual weak charged, neutral and electromagnetic currents from the standard model theory of EW breaking, while $J^H$, $J'^H$ and $j^\mu_{EMH}$ are the equivalent currents of the Higgsino fermionic fields. Also note that $\epsilon$ is the electromagnetic coupling

$$\epsilon = \frac{g g'}{\sqrt{g_2^2 + g'^2}}.$$  In 2-component Weyl notation these currents are:

- Weak charged currents, coupling to $W^\pm$ bosons

$$J^\mu = \nu^+_i \tilde{\sigma}^\mu e_i, \quad J^H = \tilde{H}^+u \tilde{\sigma}^\mu \tilde{H}_u + \tilde{H}^0d \tilde{\sigma}^\mu \tilde{H}_d$$

(3.2.84)

- Electromagnetic currents, coupling to the photon $\gamma^0$

$$j^\mu_{EM} = +e^+_i \tilde{\sigma}^\mu e_i - e_i \tilde{\sigma}^\mu e_i, \quad j^\mu_{EMH} = \tilde{H}^+u \tilde{\sigma}^\mu \tilde{H}_u - \tilde{H}^+_d \tilde{\sigma}^\mu \tilde{H}_d$$

(3.2.85)

- Neutral currents, coupling to the $Z^0$ boson

$$J^H_n = \nu^+_i \tilde{\sigma}^\mu \nu_i - (1 - 2 \sin^2 \theta_W)e^+_i \tilde{\sigma}^\mu e_i - 2 \sin^2 \theta_W e_i \tilde{\sigma}^\mu e_i, \quad (3.2.86)$$
\[ J_{\mu H} = (1 - 2 \sin^2 \theta_W) \bar{\tilde{H}}_u^\dagger \tilde{\sigma}^\mu \tilde{H}_u^+ - (1 + 2 \sin^2 \theta_W) \bar{\tilde{H}}_u^0 \tilde{\sigma}^\mu \bar{\tilde{H}}_u^0 \\
+ (1 + 2 \sin^2 \theta_W) \bar{\tilde{H}}_d^\dagger \tilde{\sigma}^\mu \tilde{H}_d^- - (1 - 2 \sin^2 \theta_W) \bar{\tilde{H}}_d^0 \tilde{\sigma}^\mu \bar{\tilde{H}}_d^- \] (3.2.87)

where in \( J^{\mu}, j^{\mu}_{EM} \) and \( J_{\mu H} \) we sum over \( i = 1, 2, 3 \). Plugging these currents into eq. (3.2.83), and arranging the couplings in terms of \( W^\pm, Z^0 \) and \( \gamma^0 \) respectively, we get

\[
\begin{align*}
\mathcal{L}_{\tilde{\chi}^\pm, 0, \tilde{\gamma}, \tilde{\nu}} &= \frac{g_2}{\sqrt{2}} W^\mu \left[ c^i_1 \tilde{\sigma}^\mu \nu_i + \bar{H}_u \tilde{\sigma}^\mu \tilde{H}_u^0 + \bar{H}_d \tilde{\sigma}^\mu \tilde{H}_d^0 + \sqrt{2}(W^0 \tilde{\sigma}^\mu \tilde{W}^\mp) \\
- \bar{\tilde{W}}^{-1} \tilde{\sigma}^\mu \tilde{W}^0 \right] \right] + \frac{g_2}{\sqrt{2}} W^\mu \left[ \nu_i \tilde{\sigma}^\mu \nu_i + \bar{H}_u \tilde{\sigma}^\mu \tilde{H}_u^0 + \bar{H}_d \tilde{\sigma}^\mu \tilde{H}_d^0 + \sqrt{2}(W^0 \tilde{\sigma}^\mu \tilde{W}^0 - \bar{\tilde{W}}^{-1} \tilde{\sigma}^\mu \tilde{W}^0) \right] \\
+ g_{2eW} Z^0_\mu \left[ \bar{W}^\dagger \tilde{\sigma}^\mu \tilde{W}^+ - \tilde{W}^{-1} \tilde{\sigma}^\mu \tilde{W}^- \right] + \frac{g_2}{2c_w} Z^0_\mu \left[ \nu_i \tilde{\sigma}^\mu \nu_i - (1 - 2s_w^2) c^i_1 \tilde{\sigma}^\mu \nu_i - 2s_w^2 c^i_1 \tilde{\sigma}^\mu c^i_1 \\
+ (1 - 2s_w^2) \bar{H}_u \tilde{\sigma}^\mu \tilde{H}_u + (1 + 2s_w^2) \bar{H}_d \tilde{\sigma}^\mu \tilde{H}_d + (1 - 2s_w^2) \bar{H}_u \tilde{\sigma}^\mu \tilde{H}_u - \sqrt{2}(W^0 \tilde{\sigma}^\mu \tilde{W}^0) \right] \\
+ g_{2sW} \gamma_\mu \left[ \bar{W}^\dagger \tilde{\sigma}^\mu \tilde{W}^+ - \tilde{W}^{-1} \tilde{\sigma}^\mu \tilde{W}^- \right] + \gamma_\mu \left[ c^i_1 \tilde{\sigma}^\mu c^i_1 - e^i_1 \tilde{\sigma}^\mu e^i_1 + \bar{H}_u \tilde{\sigma}^\mu \tilde{H}_u - \bar{H}_d \tilde{\sigma}^\mu \tilde{H}_d \right].
\end{align*}
\] (3.2.88)

where we have used the notation \( s_W = \sin \theta_W, c_W = \cos \theta_W \) and summed over \( i = 1, 2, 3 \).

Finally, we are in a position to expand all gauge eigenstates in terms of the mass eigenstates, as in equations (3.2.60)-(3.2.65) and (3.2.68)-(3.2.69). After this procedure, the Lagrangian (3.2.88) is expressed in terms of the mass eigenstates \( \tilde{\chi}_1^+, \tilde{\chi}_n^0, e_i, \nu_i \) for \( i = 1, 2, 3 \), and their hermitian conjugates. Notice that we keep only \( \tilde{\chi}_1^\pm \) to simplify our results, since \( \tilde{\chi}_1^\pm \) are always lighter than \( \tilde{\chi}_2^\pm \) and, hence, have better prospects to be detected. Their charged Wino and charged Higgsino content are determined from the rotation matrices \( U \) and \( V \) in eq. (3.2.11). At the same time, we study the vertices of general neutralino \( \tilde{\chi}_n^0 \) states for \( n = 1, 2, 3, 4, 5, 6 \), since we have no a priori mass ordering for these states. We remind the reader that \( n = 1 \) means a mostly Bino neutralino \( \tilde{\chi}_1^0 = \chi_0^0 \chi_B, n = 2 \) means a mostly Wino neutralino \( \tilde{\chi}_2^0 = \chi_1^0 \chi_W, n = 3, 4 \) means a mostly Higgsino neutralino \( \tilde{\chi}_3^0 = \chi_2^0 \chi_H \) and \( n = 5, 6 \) means a mostly third generation right-handed neutrino neutralino \( \tilde{\chi}_{5,6}^0 = \chi_{5,6}^0 \chi_{\nu_\delta}^0 \).

Until now, we have used 2-component Weyl spinor notation for all of our matter fields. Since we are interested in the decays of physical particles, we will henceforth introduce and use 4-component spinor notation for the initial and final states of the interacting particles.
The 4-component spinors are defined in terms of the 2-component Weyl spinors as

$$
\ell_i^- = \left( e_i, e_i^\dagger \right), \quad \ell_i^+ = \left( e_i^c, e_i^{c\dagger} \right), \quad \nu_i = \left( \nu_i, \nu_i^\dagger \right), \quad \tilde{X}_1^- = \left( \tilde{x}_1^-, \tilde{x}_1^{+\dagger} \right), \quad \tilde{X}_1^+ = \left( \tilde{x}_1^+, \tilde{x}_1^- \right), \quad \tilde{X}_n^0 = \left( \tilde{x}_n^0, \tilde{x}_n^{0\dagger} \right).
$$

(3.2.89)

In our model, $\ell_i^\pm$, $X_i^\pm$ are Dirac fermions, while $\nu_i$, $X_i^0$ are Majorana fermions. Note that, for simplicity, we use the same symbol, $\nu_i$, for both a Weyl and Majorana neutrino. The Lagrangian (3.2.88) then becomes

$$
\mathcal{L}_{\chi^\pm, 0 \rightarrow Z^0, W^\pm - \text{lepton}} \supset

\begin{align*}
&g_2 Z'_\mu \bar{X}_1^- \gamma^\mu \left[ \left( - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{U}_{2+j} \mathcal{U}_{2+j}^* - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{U}_{1,2} \mathcal{U}_{1,2}^* - c_W \mathcal{U}_{2i} \mathcal{U}_{2i}^* \right) P_L \right] \ell_i^- \\
&+ \left( \frac{1}{c_W} s_W^2 \mathcal{V}_{2+j,2+j} - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{V}_{1,1} \mathcal{V}_{1,1}^* - c_W \mathcal{V}_{1,2} \mathcal{V}_{1,2}^* \right) P_R \nu_i \\
&- g_2 Z'_\mu \bar{X}_1^+ \gamma^\mu \left[ \left( - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{U}_{2+j} \mathcal{U}_{2+j}^* - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{U}_{1,2} \mathcal{U}_{1,2}^* - c_W \mathcal{U}_{2i} \mathcal{U}_{2i}^* \right) P_R \right] \ell_i^+ \\
&+ \left( \frac{1}{c_W} s_W^2 \mathcal{V}_{2+j,2+j} - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \mathcal{V}_{1,1} \mathcal{V}_{1,1}^* - c_W \mathcal{V}_{1,2} \mathcal{V}_{1,2}^* \right) P_L \nu_i \\
&+ \frac{g_2}{\sqrt{2}} W_\mu^- \bar{X}_n^0 \gamma^\mu \left[ \left( \mathcal{N}_4 \mathcal{V}_{2+i,2} \mathcal{V}_{2+i,2}^* \mathcal{N}_n \right) P_L \right] \nu_i \\
&- \frac{g_2}{\sqrt{2}} W_\mu^+ \bar{X}_n^0 \gamma^\mu \left[ \left( \mathcal{N}_4 \mathcal{V}_{2+i,2} \mathcal{V}_{2+i,2}^* \mathcal{N}_n \right) P_R \right] \nu_i \\
&+ \frac{g_2}{\sqrt{2}} W_\mu^- \bar{X}_n^0 \gamma^\mu \left[ \left( \mathcal{N}_4 \mathcal{V}_{2+i,2} \mathcal{V}_{2+i,2}^* \mathcal{N}_n \right) P_L \right] \nu_i \\
&- \frac{g_2}{\sqrt{2}} W_\mu^+ \bar{X}_n^0 \gamma^\mu \left[ \left( \mathcal{N}_4 \mathcal{V}_{2+i,2} \mathcal{V}_{2+i,2}^* \mathcal{N}_n \right) P_R \right] \nu_i
\end{align*}

(3.2.90)
\[- g_2 z_n^0 \tilde{X}_n^0 \mu \left( \frac{1}{2c_W} N_{n+6}^* N_{6+i} - \frac{1}{c_W} \left( \frac{1}{2 + s_W^2} \right) N_{n+4}^* N_{6+i+4} \right) P_R \]
\[\left. \left. \left. - \frac{1}{c_W} \left( \frac{1}{2 + s_W^2} \right) N_{n+3}^* N_{6+i+3} P_L \right] \nu_i \right. \]
\[- e_{\mu}^0 \tilde{X}_1^+ \mu \left( (U_{2+i} U_{2+i+1} + U_{1+i} U_{2+i+2} + U_{2+i+1} U_{1+i}^*) P_L \right) \]
\[\left( (V_{2+i+2} V_{1+2} + V_{2+i+1} V_{1+i}) P_R \right) \ell_i^- \]
\[+ e_{\mu}^0 \tilde{X}_1^+ \mu \left( (U_{2+i} U_{2+i+1} + U_{1+i} U_{2+i+2} + U_{2+i+1} U_{1+i}^*) P_R \right) \]
\[\left. \left. \left. \left( (V_{2+i+2} V_{1+2} + V_{2+i+1} V_{1+i}) P_L \right) \ell_i^+ \right. \right. \]
where this expression represents the sum over $SU(2)_L$ and $U(1)_Y$. The index $i = 1, 2, 3$ sums over the three lepton families. The terms with Yukawa couplings arising from the $B - L$ MSSM superpotential enter the Lagrangian as

$$-Y_{ei}(H_u^0 e_i + H_d^0 e_i^† e_i^*) + Y_{\nu_i}(H_u^0 \nu_i + H_d^0 \nu_i^* e_i^†).$$ (3.2.94)

Notice that we have kept only the terms with neutral Higgs scalar components, since only those have a Higgs boson mass eigenstate component $h^0$. Other terms responsible for this decay channel arise from the supercovariant derivatives of the Higgs fields of the type

$$-\sqrt{2}g(\phi^a_i T^a \psi_i)\lambda^a + h.c.$$ (3.2.95)

in Lagrangian (3.2.93). For the $B - L$ MSSM, these produce the terms

$$-\frac{1}{\sqrt{2}}g_2(H_u^+ \tilde{H}_u^0)\tilde{W}^+ - \frac{1}{\sqrt{2}}g_2(H_u^0 \tilde{H}_d^+)\tilde{W}^- - \frac{1}{\sqrt{2}}g_2(H_d^0 \tilde{H}_d^0)\tilde{W}^+ - \frac{1}{\sqrt{2}}g_2(H_d^+ \tilde{H}_d^0)\tilde{W}^-$$

$$-\frac{1}{\sqrt{2}}g_2(H_u^+ \tilde{H}_u^0)\tilde{W}^- + \frac{1}{\sqrt{2}}g_2(H_u^0 \tilde{H}_d^+)\tilde{W}^+ + \frac{1}{\sqrt{2}}g_2(H_d^0 \tilde{H}_d^0)\tilde{W}^- - \frac{1}{\sqrt{2}}g_2(H_d^+ \tilde{H}_d^0)\tilde{W}^0$$

$$-\frac{1}{\sqrt{2}}g'(H_u^+ \tilde{H}_u^0)\tilde{B} - \frac{1}{\sqrt{2}}g'(H_u^0 \tilde{H}_d^+)\tilde{B} + \frac{1}{\sqrt{2}}g'(H_d^0 \tilde{H}_d^0)\tilde{B} + \frac{1}{\sqrt{2}}g'(H_d^+ \tilde{H}_d^0)\tilde{B} + h.c.$$ (3.2.96)

It follows that the part of the Lagrangian responsible for the $\tilde{\chi}_{\pm,0}^+ \rightarrow h^0 - \text{lepton}$ decays is the sum of the equations (3.2.94) and (3.2.96). Note that these expressions are written in terms of the gauge eigenstates. As in the previous section, we expand the gauge eigenstates in terms of the mass eigenstates $\tilde{\chi}_{\pm,0}^\pm, e_i, \nu_i$ for $n = 1, 2, 3, 4, 5, 6; i = 1, 2, 3$ and their hermitian conjugates. Once this step is completed, we group the terms into 4-component spinors to get

$$L_{\tilde{\chi}_{\pm,0}^+ \rightarrow h^0 - \text{lepton}}$$

$$-\frac{1}{\sqrt{2}}Y_{ei} \sin \alpha h^0 \tilde{X}_1^- \left[ V_{1}^*_{2+1} \mathcal{U}_{2+1}^* \mathcal{U}_{2+1}^* + V_{2+1} \mathcal{U}_{2+1} \mathcal{U}_{2+1}^* \right] \ell_j^-$$

$$+\frac{1}{\sqrt{2}}Y_{ei} \sin \alpha h^0 \tilde{X}_1^+ \left[ V_{2+1} \mathcal{U}_{2+1}^* \mathcal{U}_{2+1}^* + V_{1}^*_{2+1} \mathcal{U}_{2+1} \mathcal{U}_{2+1}^* \right] \ell_j^+$$

$$+\frac{g_2}{2} h^0 \tilde{X}_1^+ \left[ ( - \cos \alpha V_{1}^*_{2+1} \mathcal{U}_{2+1}^* + \sin \alpha \mathcal{U}_{2+1}^* \mathcal{U}_{1}^* \right] \mathcal{P}_L$$

$$+( - \cos \alpha V_{2+1} \mathcal{U}_{1} \mathcal{U}_{2+1} + \sin \alpha \mathcal{U}_{1}^* \mathcal{U}_{2+1} \mathcal{P}_R ) \ell_j^-$$
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where the angle $\alpha$ is defined in equation (3.2.74) and we sum over all lepton families $i, j = 1, 2, 3$.

One now has the information required to compute the amplitude for each of the processes listed in Table 3.3. To do this, we need the exact expression for the vertex coefficient associated with each such process. These can be read off from the Lagrangians in Eqs. (3.2.90) and (3.2.97). For example, consider the the decay channel $\tilde{X}_1^- \rightarrow Z^0 \ell_i^-$. Then it follows from (3.2.90) that the vertex coupling is

$$g_{\tilde{X}_1^- \rightarrow Z^0 \ell_i^-} = G_L \tilde{X}_1^- \rightarrow Z^0 \ell_i^- P_L + G_R \tilde{X}_1^- \rightarrow Z^0 \ell_i^- P_R ,$$

where

$$G_L \tilde{X}_1^- \rightarrow Z^0 \ell_i^- = g_2 \gamma^\mu \left( \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) U_{2+j}^i U_{2+j}^{* i} \right) - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) U_{2+i}^i u_{2+i}^* u_{11}$$

(3.2.99)
and

\[
G_R \tilde{X}_1^- \to Z^0 \ell_i^- = g_2 \gamma^\mu \left( \frac{1}{c_W} s_W^2 \nu_{2+i}^* \nu_{12+i+j}^* \right) - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \nu_{2+i}^* \nu_{12}^* + 2 c_W \nu_{11}^* \nu_{2+i1}^* \right) . \tag{3.2.100}
\]

3.2.4 Chargino decay diagrams

The form and derivations of the interactions shown in the previous section are somewhat cumbersome. With this in mind, we provide a series of diagrams to pictorially express the origin of these interaction terms in the Lagrangian. The following figures show the processes which contain the positively charged chargino state \( \tilde{X}_1 \) only. We assume that \( \tilde{X}_1 \) is the lightest chargino and is either dominantly charged Higgsino or charged Wino. The vertices associated with the negatively charged chargino decays are the hermitian conjugates of those.

In each of the following figures, the diagrams on the left side are expressed in terms of gauge eigenstates, written as 2-component Weyl spinors and correspond to interaction terms shown in eq. (3.2.88) and (3.2.96). They represent the origin of the processes shown on the right.

The diagrams on the right side represent the Feynman diagrams of the same vertices, but expressed in terms of the mass eigenstates, obtained via the decompositions shown in eq. (3.2.60)-(3.2.65) and (3.2.68)-(3.2.69). Note that we choose to represent these interactions in terms of 4-component Dirac mass eigenstates, shown in eq. (3.2.89), thus reproducing the interaction terms shown in eq. (3.2.90) and (3.2.97).

The associated amplitudes of each process are also shown, expressed in terms of the gauge and Yukawa couplings of the \( B - L \) MSSM, as well as the elements of the rotation matrices \( U \), \( V \) and \( N \) given in eq. (3.2.28) and (3.2.57), respectively. We use "red" to represent the matrix elements which are proportional to the RPV coupling \( \epsilon_i/M_{soft} \), and "blue" for the matrix elements which are of order unity, with small RPV corrections 1 –
\( \epsilon_i / M_{\text{soft}} \). At first order, the decay amplitudes are proportional to \((1 - \epsilon_i / M_{\text{soft}}) \times \epsilon_i / M_{\text{soft}} \simeq \epsilon_i / M_{\text{soft}}\).

\[ \tilde{X}_1^+ \rightarrow W^+ \nu_i \]

Figure 3.4: a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields. b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.
\[ \tilde{X}_1^+ \rightarrow Z^0 e_i^+ \]

Figure 3.5: a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields.  

b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.
\[ \tilde{X}_1^+ \rightarrow h^0 \ell_i^+ \]

Figure 3.6: a) Interaction vertices as they appear in the MSSM Lagrangian, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. Vertices (a1), (a2) and (a3) arise from the covariant derivatives of the lepton and Higgsino matter fields, respectively. Vertices (a4) and (a5) come from the covariant derivative of the non-Abelian gaugino fields.

b) We express the interactions in terms of the mass eigenstates relevant for the chargino decay into SM particles, expressed as 4-component Dirac fermions.

3.2.5 Neutralino decay diagrams

We will now outline the RPV decay processes of the Neutralino into SM particles. Unlike for chargino, the lightest neutralino can be any state \( \tilde{\chi}_n^0 \) with \( n = 1 \) Bino dominant, \( n = 2 \)
for neutral Wino dominant, \( n = 3, 4 \) for neutral Higgsino dominant, and \( n = 5, 6 \) for right handed sterile neutrino dominant.

In each of the following figures, the diagrams on the left side correspond to interaction terms shown in eq. (3.2.88) and (3.2.96). They represent the origin of the processes shown on the right. The diagrams on the right side represent the Feynman diagrams of the same vertices, in terms of 4-component Dirac mass eigenstates, thus reproducing the interaction terms shown in eq. (3.2.90) and (3.2.97).

\[ \tilde{X}_n^0 \rightarrow Z^0 \nu_i \]

![Diagram](image)

Figure 3.7: a) We show the MSSM vertices, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1), (a2) and (a3) come from the covariant derivatives of the lepton and Higgsino matter fields, respectively. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.
\[ \tilde{X}_n^0 \rightarrow W^\pm \ell_i^{\mp} \]

Figure 3.8: a) We show the MSSM vertices, in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1), (a2) and (a3) come from the covariant derivatives of the lepton and Higgsino matter fields, respectively. (a4) and (a5) come from the covariant derivatives of the non-Abelian gauge fields. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.
\( \tilde{X}_n^0 \rightarrow h^0 \nu L_i \)

Figure 3.9: a) We show the MSSM vertices in terms of the gauge eigenstates, expressed as 2-component Weyl fermions. (a1) comes from the Yukawa couplings of the leptons to the Higgs field in the superpotential, whereas (a2), (a3), (a4), (a5) come from the supercovariant derivative terms. b) We express these interactions in terms of the mass eigenstates relevant for the neutralino decay into SM particles, expressed as 4-component fermions.
3.2.6 Decay rates

In the previous discussion, we presented all relevant RPV decay channels of charginos $\tilde{\chi}_1^{\pm}$ and neutralinos $\tilde{\chi}_n^0$, $n = 1, 2, 3, 4, 5, 6$ into standard model particles and gave the associated Lagrangian interactions. In this section, we will use these results to calculate the decay rates associated with each such process. The calculations are carried out using the dominant linear terms in the RPV couplings $\epsilon_i$ and $v_{L_i}$ only, since higher order terms are highly suppressed. The analysis is completely general, regardless of whether or not the charginos or the neutralinos are the LSPs. However, only the lightest sparticles decay exclusively via RPV processes into SM particles. Furthermore, they have best prospects for detection at the LHC. Therefore, in subsequent publications, we will use these results to compute the RPV branching ratios of chargino and neutralinos LSPs and NLSPs.

Wino/Higgsino Chargino

We are ultimately interested in LSP and NSLP decays via RPV channels. Thus, we calculate the decay rates of the $\tilde{\chi}_1^{\pm}$ charginos only, which are defined to be lighter than the $\tilde{\chi}_2^{\pm}$ charginos. A chargino mass eigenstate is a superposition of a charged Wino, a charged Higgsino and an RPV sum over left-chiral and right-chiral charged leptons gauge eigenstates. In the present analysis, we will consider the decays of a generic chargino with arbitrary mixed charged Wino, charged Higgsino and RPV charged lepton content. More specialized decays involving predominantly Wino chargino or Higgsino chargino mass eigenstates, will be considered in the next sections.

- $\tilde{X}_1^{\pm} \to W^{\pm} \nu_i$

The terms in the Lagrangian associated with these decay channels have been calculated in eq. (3.2.90) and illustrated in Figure 3.4. Summing all the vertices, one finds
bosons (Goldstone equivalence theorem) in calculating this decay width. This results
that we account for the longitudinal degrees of freedom of the resultant
\( W \)
The decay width \( \Gamma \) is proportional to the square of the amplitude of this process. Note
and
\[ B.1 \text{ and } B.2, \] we get
Next, using the expressions for the matrix elements of \( U, V \) and \( N \) given in Appendices
B.1 and B.2, we get
\[
g_{\tilde{X}_i^+ \rightarrow W^+ \nu_i} = \gamma^\mu G_L \tilde{X}_i^{+ \rightarrow W^+ \nu_i} P_L + \gamma^\mu G_R \tilde{X}_i^{+ \rightarrow W^+ \nu_i} P_R
\]
\[
= \frac{g_2}{\sqrt{2}} \gamma^\mu \left[ (U_{12} N_{6+i}^* + U_{21} N_{6+i}^* - \sqrt{2} N_{6+i}^* U_{11}) P_L + (-N_{6+i}^* \nu_{12} - \sqrt{2} \nu_{11} N_{6+i} P_R) \right] \tag{3.2.101}
\]
and
\[
g_{\tilde{X}_i^- \rightarrow W^+ \nu_i} = \gamma^\mu G_L \tilde{X}_i^{- \rightarrow W^- \nu_i} P_L + \gamma^\mu G_R \tilde{X}_i^{- \rightarrow W^- \nu_i} P_R
\]
\[
= - \frac{g_2}{\sqrt{2}} \gamma^\mu \left[ (U_{12}^* N_{6+i} + U_{21}^* N_{6+i} - \sqrt{2} N_{6+i} U_{11}^*) P_R + (-N_{6+i}^* \nu_{12} - \sqrt{2} \nu_{11} N_{6+i} P_L) \right] \tag{3.2.102}
\]
Next, using the expressions for the matrix elements of \( U, V \) and \( N \) given in Appendices
B.1 and B.2, we get
\[
G_{L \tilde{X}_i^+ \rightarrow W^+ \nu_i} = -G_{R \tilde{X}_i^- \rightarrow W^- \nu_i} = \frac{g_2}{\sqrt{2}} \left[ \left( -\cos \phi - \frac{g_2 v d}{\sqrt{2} M_2^2} \epsilon_j^* + \sin \phi \frac{\epsilon_j^*}{\mu} \right) - \sin \phi - \frac{1}{16d_{\tilde{X}^0}} \left( M_{\gamma} v_R^2 v_u (v_d \epsilon_j - \mu v_L^*) - 4 M_2 v_R^2 (M_{\gamma} v_R^2 + g_2^2 M_{BL} v_u^2) \epsilon_j \right) \right. \]
\[
+ \sqrt{2} \cos \phi \frac{g_2}{8d_{\tilde{X}^0}} \left( 2g_2^2 M_{BL} v_d v_u^2 \epsilon_j + \gamma v_R^2 (v_d \epsilon_j + \mu v_L^*) \right) \left[ V_{PMNS} \right]_{ji} \tag{3.2.103}
\]
and
\[
G_{R \tilde{X}_i^+ \rightarrow W^+ \nu_i} = -G_{L \tilde{X}_i^- \rightarrow W^- \nu_i} =
\]
\[
\frac{g_2}{\sqrt{2}} \left[ \left( -\cos \phi - \frac{1}{16d_{\tilde{X}^0}} \left[ M_{\gamma} v_R^2 v_u (v_d \epsilon_j^* + \mu v_L) - 4 g_2^2 \mu M_2 M_{BL} v_d v_u \epsilon_j \right] \right) \right. \]
\[
- \sqrt{2} \cos \phi + \frac{g_2}{8d_{\tilde{X}^0}} \left( 2g_2^2 M_{BL} v_d v_u^2 \epsilon_j + \gamma v_R^2 (v_d \epsilon_j^* + \mu v_L) \right) \left[ V_{PMNS} \right]_{ij} \tag{3.2.104}
\]
The decay width \( \Gamma \) is proportional to the square of the amplitude of this process. Note
that we account for the longitudinal degrees of freedom of the resultant \( W^\pm \) gauge
bosons (Goldstone equivalence theorem) in calculating this decay width. This results
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in an amplification of this channel, which becomes more significant as the mass of the decaying chargino increases. The result is

\[
\Gamma_{\tilde{X}_1^+ \rightarrow W^\pm \nu_i} = \frac{64\pi}{M_{\tilde{X}_1^+}^3} \left| \frac{G_L}{M_{W^\pm}} \left( 1 - \frac{M_{W^\pm}^2}{M_{\tilde{X}_1^+}^2} \right) \right|^2 \left( 1 + 2 \frac{M_{W^\pm}^2}{M_{\tilde{X}_1^+}^2} \right).
\]

Note that \(|G_L|^2_{\tilde{X}_1^+ \rightarrow W^\pm \nu_i}\) and \(|G_R|^2_{\tilde{X}_1^+ \rightarrow W^\pm \nu_i}\) are proportional to the RPV couplings \(\epsilon_i\) and \(v_{L_i}\) at first order. Therefore, the decay of the chargino into the SM particles \(W^\pm\) boson and neutrino would vanish in the absence of RPV.

- \(\tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm\)

The terms in the Lagrangian associated with these decay channels have been calculated in eq. (3.2.90) and illustrated in Figure 3.5. Summing all the vertices, one finds

\[
g_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm} = \gamma^\mu G_L \tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm P_L + \gamma^\mu G_R \tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm P_R
\]

\[
= g_2 \gamma^\mu \left[ \left( \frac{1}{c_W} \left( -\frac{1}{2} - s_W^2 \right) \right) U_{2+j}^* U_{2+i2+j}^* - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) U_{12}^* U_{2+i2}^* - c_W U_{2+i1}^* U_{11} \right] P_L
\]

\[
+ \left[ \frac{1}{c_W} s_W \nu_{2+j} \nu_{2+i2+i}^* - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) \nu_{2+i2}^* \nu_{12}^* - c_W \nu_{2+i1}^* \nu_{11} \right] P_R \right]
\]

and

\[
g_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm} = \gamma^\mu G_L \tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm P_L + \gamma^\mu G_R \tilde{X}_1^+ \rightarrow Z^0 \ell_i^\pm P_R
\]

\[
= g_2 \gamma^\mu \left[ \left( \frac{1}{c_W} \left( -\frac{1}{2} - s_W^2 \right) \right) U_{2+j}^* U_{2+i2+j}^* \right]
\]
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\[- \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) U_{12}^* U_{2+1,2} - c_W U_{2+1,1} U_{11}^* \right] P_R \quad (3.2.107)

\[+ \left( \frac{1}{c_W} s_W^2 V_{2+j,2+i}^* V_{2+j,1} - \frac{1}{c_W} \left( \frac{1}{2} - s_W^2 \right) V_{2+i}^* V_{11} - c_W V_{11} V_{2+i}^* \right) P_L \]

Using the expressions for the matrix elements of \(U\) and \(V\) from the Appendix B.1, we get

\[G_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^+} = -G_{\tilde{X}_1^- \rightarrow Z^0 \ell_i^-}^*\]

\[= -g_2 c_W \left( \frac{g_2}{\sqrt{2} M_2} (v d \epsilon_i + \mu v_{L_i}^*) \right) \cos \phi_- + \]

\[+ \frac{g_2}{c_W} \left( \frac{1}{2} - s_W^2 \right) \left( - \cos \phi_- \frac{g_2 v_d}{\sqrt{2} M_2} \epsilon_i + \sin \phi_- \frac{\epsilon_i}{\mu} \right) - \frac{g_2}{c_W} \left( \frac{1}{2} - s_W^2 \right) \left( \frac{\epsilon_i}{\mu} \right) \sin \phi_- \quad (3.2.108)\]

and

\[G_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^+} = -G_{\tilde{X}_1^- \rightarrow Z^0 \ell_i^-}^*\]

\[= -g_2 c_W \cos \phi_+ \left( - \frac{1}{\sqrt{2} M_2} g_2 \tan \beta m_{e_i} v_{L_i} \right) - \]

\[+ \frac{g_2}{c_W} s_W^2 \left( - \cos \phi_+ \frac{g_2 \tan \beta m_{e_i}}{\sqrt{2} M_2} v_{L_i} + \sin \phi_+ \frac{m_{e_i}}{\mu v_d} v_{L_i} \right) - \frac{g_2}{c_W} \left( \frac{1}{2} - s_W^2 \right) \sin \phi_+ \left( \frac{m_{e_i}}{v_d \mu} v_{L_i} \right) \quad (3.2.109)\]

where there is no sum over the \(i\) in \(v_{L_i}, m_{e_i}\).

The decay width \(\Gamma\) is proportional to the square of the amplitude of this process. We note that we have accounted for the longitudinal degrees of freedom of the resultant \(Z^0\) gauge bosons (Goldstone equivalence theorem) in calculating this decay width.

This results in an amplification of this channel which becomes more significant as the
mass of the decaying chargino increases. We find that

$$\Gamma_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^{\pm}} = \frac{|G_L|_{\tilde{X}_1^+ \rightarrow Z^0}^2 + |G_R|_{\tilde{X}_1^+ \rightarrow Z^0}^2}{64\pi} \times \frac{M_{\tilde{X}_1}^3}{M_{Z^0}^2} \left( 1 - \frac{M_{Z^0}^2}{M_{\tilde{X}_1}^2} \right) \left( 1 + 2 \frac{M_{Z^0}^2}{M_{\tilde{X}_1}^2} \right).$$

(3.2.110)

Note that both $G_{\tilde{X}_1^+ \rightarrow Z^0 \ell_i^{\pm}}$ coefficients are proportional to the RPV couplings $\epsilon_i$ and $v_{L,i}$ at first order. Therefore, there would be no decay of the chargino into the SM $Z^0$ boson and charged leptons if the RPV effects were non-existent.

- $\tilde{X}_1^{\pm} \rightarrow h^0 \ell_i^{\pm}$

The terms in the Lagrangian associated with these decay channels have been calculated in eq. (3.2.97) and illustrated in Figure 3.6. Summing all the vertices, one finds

$$g_{\tilde{X}_1^+ \rightarrow h^0 \ell_i^{\pm}} = G_L \tilde{X}_1^+ \rightarrow h^0 \ell_i^{\pm} P_L + G_R \tilde{X}_1^+ \rightarrow h^0 \ell_i^{\pm} P_R$$

$$= - \frac{1}{\sqrt{2}} Y_{\ell_i} \sin \alpha \left[ V_{12}^* U_{2+i2+j}^* P_L + V_{2+i2+j} U_{12}^* P_R \right]$$

$$+ \frac{g_2}{2} \left[ - \cos \alpha V_{2+i2}^* V_{11}^* P_L + \sin \alpha U_{2+i2}^* V_{11}^* P_R \right]$$

(3.2.111)

and

$$g_{\tilde{X}_1^- \rightarrow h^0 \ell_i^{\pm}} = G_L \tilde{X}_1^- \rightarrow h^0 \ell_i^{\pm} P_L + G_R \tilde{X}_1^- \rightarrow h^0 \ell_i^{\pm} P_R$$

$$= \frac{1}{\sqrt{2}} Y_{\ell_i} \sin \alpha \left[ V_{2+i2}^* U_{12}^* P_L + V_{2+i2}^* U_{12}^* P_R \right]$$

$$+ \frac{g_2}{2} \left[ \cos \alpha V_{2+i2}^* V_{11}^* P_L + \sin \alpha U_{2+i2}^* V_{11}^* P_R \right].$$

(3.2.112)

Next, using the expressions for the matrix elements of $U$ and $V$ from the Appendix G.1, we get
\[ G_{L\tilde{X}_1^+ \to h^0 \ell_i^+} = -G_{R\tilde{X}_1^+ \to h^0 \ell_i^+} = \]
\[ = -\frac{1}{\sqrt{2}} Y_{\ell_i} \sin \alpha \left( -\cos \phi_+ \frac{g_2 \tan \beta m_{\ell_i} v_{L_i}^*}{\sqrt{2} M_2 \mu} + \sin \phi_+ \frac{m_{\ell_i} v_{L_i}^*}{\mu v_d} \right) \]
\[ - \frac{1}{2} g_2 \sin \alpha \cos \phi_+ \left( \frac{\epsilon_i}{\mu} \right) - \frac{1}{2} g_2 \cos \alpha \sin \phi_+ \left( \frac{g_2}{\sqrt{2} M_2 \mu} (v_d \epsilon_i + \mu v_{L_i}) \right) \] (3.2.113)

and

\[ G_{R\tilde{X}_1^- \to h^0 \ell_i^-} = -G_{L\tilde{X}_1^- \to h^0 \ell_i^-} = \]
\[ = -\frac{1}{\sqrt{2}} Y_{\ell_i} \sin \alpha \left( -\cos \phi_- \frac{g_2 v_d}{\sqrt{2} M_2 \mu} \epsilon_i^* + \sin \phi_- \frac{\epsilon_i^*}{\mu} \right) \]
\[ + \frac{1}{2} g_2 \sin \alpha \sin \phi_- \left( -\cos \phi_- \frac{1}{\sqrt{2} M_2 \mu} g_2 \tan \beta m_{\ell_i} v_{L_i} - \sin \phi_- \frac{m_{\ell_i} v_{L_i}}{\mu v_d} \right) \]
\[ - \frac{1}{2} g_2 \cos \alpha \cos \phi_- \left( \frac{m_{\ell_i} v_{L_i}}{\mu v_d} \right), \] (3.2.114)

where we do not sum over the \( i \) in either of these expressions. The decay width \( \Gamma \) is proportional to the square of the amplitude of this process, and is found to be

\[ \Gamma_{\tilde{X}_1^\pm \to h^0 \ell_i^\pm} = \frac{|G_L|^2_{\tilde{X}_1^\pm \to h^0 \ell_i^\pm} + |G_R|^2_{\tilde{X}_1^\pm \to h^0 \ell_i^\pm}}{64\pi} M_{\tilde{X}_1^\pm} \left( 1 - \frac{M_{h^0}^2}{M_{\tilde{X}_1^\pm}^2} \right)^2. \] (3.2.115)

Again, note that \( G_{\tilde{X}_\pm \to h^0 \ell_i^\pm} \) are proportional to the RPV couplings \( \epsilon_i \) and \( v_{L_i} \) at first order. Hence, there would be no decay of the chargino into the SM Higgs boson and charged leptons if there would be no RPV effects.

**Neutralinos**

Recall that the index \( n \) indicates the neutralino species as follows:

\[ \tilde{X}_1^0 = \tilde{X}_B^0, \quad \tilde{X}_2^0 = \tilde{X}_W^0, \quad \tilde{X}_3^0 = \tilde{X}_{H_d}^0, \quad \tilde{X}_4^0 = \tilde{X}_{H_u}^0, \quad \tilde{X}_5^0 = \tilde{X}_{\nu_{3a}}^0, \quad \tilde{X}_6^0 = \tilde{X}_{\nu_{3b}}^0. \] (3.2.116)
For a general neutralino state \( n \), we found expressions for the parameters of the decay to two standard model particles.

- \( \tilde{X}_n^0 \to Z^0 \nu_i \)

To begin with, it follows from eq. (3.2.90) and the vertices in Figure 3.7 that

\[
g_{\tilde{X}_n^0 \to Z^0 \nu_i} = \gamma^\mu G_L \tilde{X}_n^0 \to Z^0 \nu_i + \gamma^\mu G_R \tilde{X}_n^0 \to Z^0 \nu_i
\]

\[
= g_2 \gamma^\mu \left[ \left( \frac{1}{2 c_W} N_n 6 + j N_{6 + j} 6 + i - \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 4 N_{6 + i}^* \right) P_L 
- \left( \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 3 N_{6 + i}^* \right) P_R \right] 
- g_2 \gamma^\mu \left[ \left( \frac{1}{2 c_W} N_n 6 + j N_{6 + j} 6 + i - \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 4 N_{6 + i}^* \right) P_R 
- \left( \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 3 N_{6 + i}^* \right) P_L \right] \tag{3.2.117}
\]

where we can read

\[
G_L \tilde{X}_n^0 \to Z^0 \nu_i = g_2 \left( \frac{1}{2 c_W} N_n 6 + j N_{6 + j} 6 + i - \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 4 N_{6 + i}^* \right) + g_2 \left( \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 3 N_{6 + i}^* \right) \tag{3.2.118}
\]

and

\[
G_R \tilde{X}_n^0 \to Z^0 \nu_i = g_2 \left( - \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 3 N_{6 + i}^* \right) 
- g_2 \left( \frac{1}{2 c_W} N_n 6 + j N_{6 + j} 6 + i - \frac{1}{c_W} \left( \frac{1}{2} + s_W^2 \right) N_n 4 N_{6 + i}^* \right) \tag{3.2.119}
\]

Using these results, one can compute the associated decay rate. It is found to be

\[
\Gamma_{\tilde{X}_n^0 \to Z^0 \nu_i} = \frac{\left| G_L \right|^2_{\tilde{X}_n^0 \to Z^0 \nu_i} + \left| G_R \right|^2_{\tilde{X}_n^0 \to Z^0 \nu_i}}{64 \pi} \left( \frac{M_{\tilde{X}_n^0}^2}{M_{Z^0}^2} \right)^2 \left( 1 - \frac{M_{Z^0}^2}{M_{\tilde{X}_n^0}^2} \right) \left( 1 + 2 \frac{M_{Z^0}^2}{M_{\tilde{X}_n^0}^2} \right) \tag{3.2.120}
\]
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\[ \tilde{X}_n^0 \rightarrow W^\pm \ell_i^\mp \]

Similarly, it follows from eq. (3.2.90) and the vertices in Figure 3.8 that

\[
g_{\tilde{X}_n^0 \rightarrow W^- \ell_i^+} = \gamma^\mu G_{L \tilde{X}_n^0 \rightarrow W^- \ell_i^+} P_L + \gamma^\mu G_{R \tilde{X}_n^0 \rightarrow W^- \ell_i^+} P_R
\]

\[
= \frac{g_2}{\sqrt{2}} \gamma^\mu \left[ (N_n 4 v_{2+i}^* + \sqrt{2}v_{2+i}^* N_n 2) P_L + (N_n 4 v_{2+i}^* + \sqrt{2}v_{2+i}^* N_n 2) + (U_{2+i} 2 N_n 6+j - U_{2+i} 2 N_n 3 + \sqrt{2}N_n 2 U_{2+i} 1) P_R \right]
\]

(3.2.121)

and its conjugate

\[
g_{\tilde{X}_n^0 \rightarrow W^+ \ell_i^-} = -\gamma^\mu G_{L \tilde{X}_n^0 \rightarrow W^+ \ell_i^-} P_L + \gamma^\mu G_{R \tilde{X}_n^0 \rightarrow W^+ \ell_i^-} P_R
\]

\[
= -\frac{g_2}{\sqrt{2}} \gamma^\mu \left[ (N_n 4 v_{2+i}^* + \sqrt{2}v_{2+i}^* N_n 2) P_L + (N_n 4 v_{2+i}^* + \sqrt{2}v_{2+i}^* N_n 2) + (U_{2+i} 2 N_n 6+j - U_{2+i} 2 N_n 3 + \sqrt{2}N_n 2 U_{2+i} 1) P_R \right]
\]

(3.2.122)

where we can read

\[
G_{L \tilde{X}_n^0 \rightarrow W^- \ell_i^+} = -G_{R \tilde{X}_n^0 \rightarrow W^+ \ell_i^-} = \frac{g_2}{\sqrt{2}} \left[ (N_n 4 v_{2+i}^* + \sqrt{2}v_{2+i}^* N_n 2) \right]
\]

(3.2.123)

and

\[
G_{R \tilde{X}_n^0 \rightarrow W^- \ell_i^+} = -G_{L \tilde{X}_n^0 \rightarrow W^+ \ell_i^-} = -\frac{g_2}{\sqrt{2}} \left[ -U_{2+i} 2 N_n 6+j - U_{2+i} 2 N_n 3 + \sqrt{2}N_n 2 U_{2+i} 1 \right].
\]

(3.2.124)

Using these results, one can compute the decay rate

\[
\Gamma_{\tilde{X}_n^0 \rightarrow W^\pm \ell_i^\pm} = \frac{\left( |G_{L \tilde{X}_n^0 \rightarrow W^\pm \ell_i^\pm}|^2 + |G_{R \tilde{X}_n^0 \rightarrow W^\pm \ell_i^\pm}|^2 \right)}{64 \pi} \times \frac{M_{\tilde{X}_n^0}^3}{M_{\tilde{W}^0}^2} \left( 1 - \frac{M_{\tilde{W}^\pm}^2}{M_{\tilde{X}_n^0}^2} \right)^2 \left( 1 + 2 \frac{M_{\tilde{W}^\pm}^2}{M_{\tilde{X}_n^0}^2} \right),
\]

(3.2.125)

\[ \tilde{X}_n^0 \rightarrow h^0 \nu_i \]
Finally, from eq. (3.2.90) and the vertices in Figure 3.8 we find

\[ g_{X_0^0 \rightarrow h^0 \nu_i} = G_{LX_0^0 \rightarrow h^0 \nu_i} P_L + G_{RX_0^0 \rightarrow h^0 \nu_i} P_R \]

\[ = \frac{g_2}{2} \left[ \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \right] P_L \]

\[ - \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) P_R \]

\[ - \frac{g'}{2} \left[ \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \right] P_L \]

\[ + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \left( \cos \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \right] P_R \]

\[ + \frac{1}{\sqrt{2}} Y_{\nu i 3} \cos \alpha \left( \left( N_n^* N_n^* N_n^* N_n^* N_n^* \right) P_L \left( N_n^* N_n^* N_n^* N_n^* N_n^* \right) P_R \right] , \]

(3.2.126)

where

\[ G_{LX_0^0 \rightarrow h^0 \nu_i} = \frac{g_2}{2} \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ - \frac{g'}{2} \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \left( \cos \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ + \frac{1}{\sqrt{2}} Y_{\nu i 3} \cos \alpha \left( N_n^* N_n^* N_n^* N_n^* N_n^* \right) \]

(3.2.127)

and

\[ G_{RX_0^0 \rightarrow h^0 \nu_i} = \frac{g_2}{2} \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ + \frac{g'}{2} \left( \cos \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ + \sin \alpha (N_n^* N_n^* N_n^* N_n^* N_n^*) \left( \cos \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) + \sin \theta_R (N_n^* N_n^* N_n^* N_n^* N_n^*) \right) \]

\[ + \frac{1}{\sqrt{2}} \left( N_n^* N_n^* N_n^* N_n^* N_n^* \right) \]

(3.2.128)
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The decay rate is given by

\[
\Gamma_{\tilde{X}_0^0 \rightarrow h^0 \nu_i} = \frac{|G_L|^2_{\tilde{X}_0^0 \rightarrow h^0 \nu_i} + |G_R|^2_{\tilde{X}_0^0 \rightarrow h^0 \nu_i}}{64\pi} M_{\tilde{X}_0^0} \left( 1 - \frac{M^2_{h^0}}{M^2_{\tilde{X}_0^0}} \right)^2.
\]  

(3.2.129)

Note that in the above neutralino expressions, we sum over \( j = 1, 2, 3 \). Using the matrix elements of \( \mathcal{U}, \mathcal{V} \) and \( \mathcal{N} \) given in Appendices G.1 and G.2, one can calculate the values of the decay rates numerically. Just as for charginos, it can be shown that the decay amplitudes are proportional to the RPV couplings \( \epsilon_i \) and \( v_{L_i} \) at first order. Hence, RPV is directly responsible for the neutralino decays into SM particles.

### 3.3 Wino Chargino and Wino Neutralino LSP decays

The \( B - L \) MSSM appears to be the simplest possible phenomenologically realistic theory of heterotic superstring/M-theory; being exactly the MSSM with right-handed neutrino chiral supermultiplets and spontaneously broken R-parity. We would like to point out that, although the \( B - L \) MSSM was originally derived from the “top-down” point of view of heterotic M-theory, it was also constructed from a low energy, “bottom-up” approach in [47, 49, 127–130]. For all of these reasons, it would seem to be to be a rich arena to study the phenomenological predictions of the \( B - L \) MSSM at energies low enough to be observable by the ATLAS detector at the LHC at CERN. This requires taking the interval of soft supersymmetry breaking parameters to be in the range 0.2 – 10 TeV, as discussed in the previous section.

The generic supersymmetric interactions of the \( B - L \) MSSM are extremely complicated for arbitrary mass sparticles, with the RP conserving processes being much larger than, and, hence, potentially making unobservable, the RPV decays. However, there is one very clean and obvious window where experimental observation of supersymmetric interactions becomes vastly simplified. That window is for the so-called lightest supersymmetric particle—the LSP. By definition, in an \( R \)-parity conserving theory, the LSP cannot further decay, either to other sparticles or to standard model particles. However, in a theory in
which $R$-parity is spontaneously broken, the LSP, while still unable to decay via RP conserving interactions, can now decay through RPV processes to standard model particles. In the $B - L$ MSSM, these decay channels, their decay rates and the associated branching fractions can be explicitly calculated. We propose, therefore, that the RPV decays of the LSPs of the $B - L$ MSSM be searched for experimentally, and the results compared to the theoretical predictions. Any positive result obtained in this regard could be a first indication of the existence of $N = 1$ supersymmetry, as well as a potential confirmation of the $B - L$ MSSM theory.

This program has already been carried out for the lightest admixture stop, which was shown to be one of the LSPs of the $B - L$ MSSM. The branching ratios for the RPV decay of the lightest stop LSP to a bottom quark and a charged lepton, the dominant decay mode, along with the relationship of these decays to the neutrino mass hierarchy and the $\theta_{23}$ neutrino mixing angle, were presented in [35,36]. The admixture stop LSP was chosen for two reasons. First, it carries both electric and color charge and, therefore, is “exotic”; in the sense that in RP conserving theories such an LSP would contribute to “dark matter” which must be gauge neutral. Second, it has a high production cross section at the LHC. Based on the results of these two papers, a search for stop LSP decays in the recent ATLAS LHC data was carried out in [140–143]. No direct detection was observed. However, the lower bounds on the stop LSP mass were significantly strengthened. Be that as it may, as was discussed in [45,46] and will be described in the next section, the number of physically realistic initial conditions leading to a stop LSP are relatively small compared to other sparticles. Therefore, in a series of papers, we will pursue this program focussing, however, on other sparticles that occur more frequently as LSPs of the $B - L$ MSSM.

In this section, we will explore the decay channels, the decay rates and calculate the branching ratios to standard model particles for Wino chargino and Wino neutralino LSPs, using the explicit results for generic chargino and neutralino sparticles presented in the previous section. As seen in Figure 3.2, the Wino charginos/neutralinos occur with much more frequency as LSPs of realistic initial conditions of the $B - L$ MSSM compared to the
We will discuss the relationship of their decays to standard model particles to the neutrino mass hierarchy and the $\theta_{23}$ neutrino mixing angle. Finally, we find that for a Wino chargino LSP, the NLSP is the Wino neutralino, and vice versa. Furthermore, the mass splitting between them is very small, on the order of several hundred MeV. It follows that a) the RPC decays of the Wino NLSP are highly suppressed relative to its RPV decays and b) that, in addition to the RPV decays of the Wino LSP, the RPV decays of the Wino NLSP should be observable in the detector at the LHC as well.

Finally, we want to make three important statements concerning the computations in, and the context of, this section. These are:

1. All calculations in this section, as well as those in previous analyses of the $\mathcal{B}^-\mathcal{L}$ MSSM, are carried out using the one-loop corrected $\beta$ and $\gamma$ renormalization group functions associated with the dimensionless and dimensionful parameters of the theory. However, we systematically ignore all higher-loop corrections to the RGEs as well as any finite one-loop and higher-loop corrections to the effective Lagrangian. For the purposes of this analysis this is sufficient, since our goal is to present the allowed RPV decay channels of Wino chargino and Wino neutralino LSPs in the $\mathcal{B}^-\mathcal{L}$ MSSM theory and to give their leading order decay rates, branching ratios and the relationship of these to the neutrino mass hierarchy. However, we are well aware that some of these processes can be substantially effected by higher-loop corrections, both in the RG running of the parameters and in finite quantities, such as particle masses. For example, in the Higgs mass calculation two-loop RGEs and higher-loop finite corrections could indeed be very important. We conclude that the calculations presented here could, and depending on specific experimental searches being performed to verify them should, be carried out to higher precision than the results presented in this analysis. This would put the $\mathcal{B}^-\mathcal{L}$ MSSM computations on the same footing as the the more commonly studied MSSM. Indeed, the computational tools required to extend our work to finite one-loop and higher-loop RG and finite corrections already exist in
the literature, such as in ISAJET [144], FlexibleSUSY [145], NMSPEC [146], SUSPECT [147], SARAH [148], SPHENO [149], SUSEFLAV [150] and the latest version of SOFTSUSY [151].

2. The initial soft supersymmetry breaking parameters are selected statistically using a “log-uniform” distribution over a mass range compatible with LHC energies. This is the standard distribution used in analyzing such initial conditions. We are well aware, however, that one could choose other statistical distributions for the initial parameters—such as a uniform distribution. However, the justification for which distribution to use depends on the choice of the explicit mechanism for spontaneous supersymmetry breaking. The analysis is restricted to the low energy phenomenology of the observable sector only, and does not specify the mechanism of supersymmetry breaking. This could be due, for example, to various non-vanishing F-terms, D-terms or gaugino condensation in the hidden sector of the theory, and is far from unique. Therefore we simply add to the effective Lagrangian the most general allowed soft supersymmetry breaking terms and choose the values of their parameters statistically. Since the log-uniform distribution is the standard distribution as justified above, we will employ it uniquely. Furthermore, as we now discuss, choosing a log-uniform distribution is sufficient for the purposes of this analysis.

To begin, we are simply seeking a set of “viable” initial parameters that, when scaled using the RG to lower energy, are completely consistent with all present phenomenological requirements. Using this log-uniform distribution, we show that there are indeed a very large number of such viable initial conditions. It is then demonstrated that, within this context, there is a subset of such parameters that lead to Wino chargino and Wino neutralino LSPs. Were one to use a different initial distribution of parameters, one would find a potentially different set of viable points, some presumably already contained within the log-uniform distribution and, perhaps, some new viable points. However, any such new viable points will not greatly effect the calculations and conclusions. The first important example of this is the following. It is
of some interest to ask, within the context of a log-uniform distribution, what the set of all allowed LSPs is and, furthermore, what percentage of the viable initial points correspond to Wino charginos and Wino neutralinos. This information is presented in the histogram in Figure 3.2. We find, within the log-uniform context, that the percentage of valid initial points with Wino chargino and Wino neutralino LSPs is relatively large. Now, it is indeed possible that choosing a different initial distribution would change the percentages for the individual LSPs in this histogram. That being said, the actual content of this study is independent of whether or not these specific LSPs are statistically prominent. Rather, as was the case for the stop LSPs discussed in previous work [35, 36]–which are statistically minimal in the histogram in Figure 3.2–we focus on Wino chargino and Wino neutralino LSPs because their RPV decays are readily observable at the ATLAS detector at the LHC.

Secondly, it is obvious that the explicit decay channels, the analytic expressions for the decay rates and, hence, the LSP lifetimes, as well as the analytic expressions for the associated branching ratios–both summing and not summing over the families of final states–are completely independent of the choice of initial parameters and, hence, the choice of the initial distribution. That being said, the statistical plots for the branching ratios and decay lifetimes of Wino charginos and Wino neutralinos, as well as the statistical decay rates of the RPC versus RPV processes for the NLSP presented in the analysis which follows in this work, are all calculated using the same log-uniform initial distribution. The choice of some different initial distribution of parameters, while reproducing much of these plots, can be expected to alter them somewhat. However, exactly as with the LSP histogram 3.2, these statistical plots are presented to give a concrete representation of what decay channels of the Wino charginos and Wino neutralinos should be observed at the ATLAS detector at the LHC, whether or not an individual such decay can be “prompt”, has a “displaced vertex” or occurs outside the ATLAS detector, and what the relative probability is of observing a given decay channel as opposed to another channel. If one simply adds
the new viable points of a different distribution to the log-uniform points, all of the LHC observational conclusions drawn from the log-uniform priors will remain, essentially, unchanged. However, were one to repeat the entire analysis using a completely different initial distribution—not including the log-uniform priors—then, although the explicit decay channels will remain the same, their decay lifetimes and relative branching ratios could be altered. However, there is no physical reason to expect the viable points of the log-uniform distribution to be excluded. Furthermore, the choice of a “non-standard” initial distribution, not including the viable log-uniform priors, would require a physical and mathematical analysis of the exact mechanism of spontaneous supersymmetry breaking which, as discussed above, is beyond the present scope. To conclude, the present analysis uses the standard log-prior distribution of initial points. The observational LHC conclusions will only be minimally altered if the viable initial points of additional distributions are added.

3. Finally, there is a long literature discussing RPV decays within a vast variety of contexts. Reference [137] reviews the theoretical aspects of RPV violation with both bilinear and trilinear RPV couplings added in the superpotential. Relevant to the content of this analysis, this review discussed both explicit and, more briefly, spontaneous RPV due to both left- and right-chiral sneutrinos developing VEVs. More recently, the subject was reviewed in 2015 [152]. This discussed explicit RPV in the MSSM but, in particular, focused on spontaneous breaking of $R$-parity in theories where the standard model symmetry is extended by a gauged $U(1)_{B-L}$. More recently, there was a comprehensive paper [153] investigating the phenomenology of the MSSM extended by a single trilinear RPV coupling at the unification scale. It goes on to discuss the RPV decay of some of the LSPs; specifically the Bino neutralino and the stau sparticle, within the context of the RPV-CMSSM. The mechanism of generating Majorana neutrino masses through RPV bilinear terms is treated in [154–156]. This set of papers also studies the decay modes of some LSPs, with emphasis on the decay modes of the lightest neutralino. There are papers such as [153,157,158], which
study the RPV decay signatures of chargino, stop, gluinos and charged and neutral Higgsinos, using parameter scans in agreement with the existent experimental bounds. However, they work in different, more general theoretical contexts than our own.

The RPV decays of the Wino chargino and Wino neutralino LSPs share many of the concepts and techniques contained in these papers, such as RG evolution, the associated LSP calculations and their RPV decays, relationship to neutrino masses and so on. However, the purpose of our present work is to discuss the RPV decays of Wino charginos and Wino neutralinos precisely within the context of the $B - L$ MSSM; a minimal and specific extension of the MSSM with spontaneously broken $R$-parity. Furthermore, the initial conditions of this theory are chosen so as to be completely consistent with all phenomenological requirements, a property not shared by much of the previous literature. Our analysis is performed so as to predict RPV LSP decays amenable to observation at the LHC and arising from a minimal, realistic, $N = 1$ supersymmetric theory. The calculation of the leading order RPV decays of the Wino chargino and Wino neutralino LSPs in this specific context have not previously appeared in the literature.

### 3.3.1 Mock LSP Data

We use the data points shown in Figure 3.1. The RGE computer simulation used to obtain these data points was presented in the same section.

Here, we want to emphasize that the interval over which all 24 dimensionful soft supersymmetry breaking parameters are statistically scattered was chosen to be

\[
\left[ \frac{M}{f}, M_f \right] \quad \text{where} \quad M = 1.5 \text{ TeV}, \ f = 6.7 .
\]  

This guarantees, as mentioned above, that all mass parameters in the theory lie approximately in the range

\[
[200 \text{ GeV}, 10 \text{ TeV}] .
\]
The values of $M$ and $f$ were chosen to maximize the number of points that are of phenomenological interest — that is, compatible with current LHC bounds while also being potentially amenable to observation at the LHC. Since this mass interval is ultimately used our analysis, it is important that our results do not significantly depend on these values. Varying $M$ and $f$ changes the range that the massive soft supersymmetry breaking parameters can take and, hence, effects how spread out the low energy mass spectrum can be. However, the primary focus is the branching ratios and decay lengths of Wino LSPs and NLSPs. We have tested our code with substantially different values of $M$ and $f$ and found that our primary results, that is, the branching ratios and decay lengths of Wino LSPs and NLSPs, indeed do not significantly depend on the choice of $M$ and $f$.

The soft supersymmetry breaking parameters are statistically scattered in the range (3.3.1) with a log-uniform distribution. This is a standard choice of prior distribution. For examples and discussion see [120, 157, 159, 160]. There are at least three reasons for choosing a log-uniform distribution. First, it has the intuitive property of scattering masses evenly around the value $M$. That is, 50% of the scattered masses will be above $M$ and 50% will be below. A uniform distribution does not have this property. See [46] for further discussion. Second, using a log-uniform distribution addresses ambiguities in how the soft supersymmetry breaking parameters are scattered. For example, should we scatter the mass or the mass squared? The log-uniform distribution addresses this because it is actually invariant with respect to such choices. This ensures that our results are independent of these choices. See [120, 160] for discussion of this. Third, the statistical inference literature identifies the log-uniform distribution as a more objective one to use because it is non-informative in a formal sense [161].

Out of 100 million initial statistical data points, we found that 65,576 satisfied all phenomenological requirements when scaled to low energy using the RGEs. These were called “valid black points”. This result is explained in the previous section and displayed in Figure 3.1.

Although each such black point satisfies all physical requirements, they can have different
LSPs (see Figure 3.2). A generic chargino is an $R$-parity conserving mixture of a charged Wino, $\tilde{W}^\pm$, and a charged Higgsino, $\tilde{H}^\pm$, along with a small RPV component of charged leptons, $e_i^c, e_i, \ i = 1, 2, 3$. A Wino chargino is a chargino which is predominantly the charged Wino. A generic neutralino is an $R$-parity conserving linear combination of six neutralino sparticles, including the neutral Wino, $\tilde{W}^0$, along with a small RPV component of neutrinos, $\nu_i, \ i = 1, 2, 3$. A Wino neutralino is a neutralino that is predominantly the neutral Wino. First, notice that the “Wino chargino”, $\tilde{\chi}^\pm_W$, and the associated “Wino neutralino”, $\tilde{\chi}_W^0$, are statistically favourable LSP candidates. Our statistical analysis shows that the Wino chargino, $\tilde{\chi}^\pm_W$, and the Wino neutralino, $\tilde{\chi}_W^0$, arise from 4,858 and 4,869 valid black points respectively; that is, each occurring approximately 7.40% of the time.

It will be helpful in our analysis to be more explicit about the properties of Wino chargino and Wino neutralino mass eigenstates. We refer the reader to Section 3.2 for a detailed definition of these states respectively. Here, we simply point out that the RPV terms in the definition of both of these sparticles are always very small compared to the $R$-parity conserving terms. It follows that, although essential in the discussion of RPV decays to standard model particles in the following sections, these RPV terms give negligible contributions to the mass eigenvalues. Hence, in this section, where we are discussing their LSP properties, we will consider only the $R$-parity conserving components of the Wino chargino and Wino neutralino eigenstates.

First consider the Wino chargino. After diagonalizing the chargino mass mixing matrix, one obtains two chargino mass eigenstates, $\tilde{\chi}^+_1$ and $\tilde{\chi}^+_2$, labeled such that $\tilde{\chi}^+_1$ is lighter than $\tilde{\chi}^+_2$. If the dimensionful parameters $M_2$ and $\mu$ in the $B - L$ MSSM satisfy $|M_2| < |\mu|$, then (ignoring the $R$-parity violating components) the lighter state $\tilde{\chi}^+_1$ is given by

$$\tilde{\chi}^+_1 = \cos \phi^\pm \tilde{W}^\pm + \sin \phi^\pm \tilde{H}^\pm,$$

(3.3.3)

where $W^\pm$ and $\tilde{H}^\pm$ are the pure charged Wino and charged Higgsino respectively. The angles $\phi^\pm$ are defined in equations (3.3.4) and (3.3.5). The 4,858 viable initial points leading to an observable chargino LSP will naturally tend to require $|M_2| < |\mu|$ and, hence,
satisfy (3.3.3). Generically, one finds $|M_2|$ to be of order of several hundred GeV to ensure that the associated LSP is observable at the LHC, whereas $\mu$ is much larger, of order a few TeV, to solve the “little hierarchy problem”. Importantly, these mass scales, along with one other important input, allow one to estimate the sizes of the $\phi_\pm$ angles. These angles are defined by

\[
\tan 2\phi_- = 2\sqrt{2}M_{W^\pm} \frac{\mu \cos \beta + M_2 \sin \beta}{\mu^2 - M_2^2 - 2M_{W^\pm}^2 \cos 2\beta} \quad (3.3.4)
\]

\[
\tan 2\phi_+ = 2\sqrt{2}M_{W^\pm} \frac{\mu \sin \beta + M_2 \cos \beta}{\mu^2 - M_2^2 + 2M_{W^\pm}^2 \cos 2\beta}. \quad (3.3.5)
\]

Clearly, the final required input is an estimate of the size of $\tan \beta$. Although we sample $\tan \beta$ with a uniform prior between 1 and 65, we find that the 4,858 valid black points, subject to all low energy phenomenological constraints, tend to prefer larger values of $\tan \beta$ over the smaller ones. That is, for most of the black points with chargino LSPs, $\sin \beta \approx 1$ and $\cos \beta \ll 1$. With these insights, we expect

\[
\phi_+ \approx \frac{M_{W^\pm}}{\mu} \sim O(10^{-2}, 10^{-1}) \quad (3.3.6)
\]

and

\[
\phi_- \approx \frac{M_{W^\pm}}{\mu} \left( \cos \beta + \frac{M_2}{\mu} \right) \sim O(10^{-4}, 10^{-2}), \quad (3.3.7)
\]

where $M_{W^\pm} = 80.379$ GeV is the measured mass of the $W^\pm$ weak gauge bosons. These angles $|\phi_\pm|$ can be evaluated numerically for each of the 4,858 associated black points. The results are shown as a histogram in Figure 3.10. It is clear that both angles are extremely small for any such black points, which is in agreement with our estimates in (3.3.6) and (3.3.7). It then follows from (3.3.3) that

\[
\tilde{\chi}_1^\pm \simeq \tilde{W}^\pm \quad (3.3.8)
\]

Therefore, we will denote

\[
\tilde{\chi}_1^\pm \equiv \tilde{\chi}_W^\pm \quad (3.3.9)
\]
Figure 3.10: The mixing angles $|\phi_+|$ and $|\phi_-|$ plotted against the 4,858 valid black points leading to a Wino chargino LSP’s. It is clear that both angles are extremely small and, hence $\cos \phi_\pm \approx 1$ and $\sin \phi_\pm \approx 0$ for any such LSP.

and refer to $\tilde{\chi}^{\pm}$ as the Wino chargino.

Let us now consider the Wino neutralino. Ignoring the very small RPV corrections, there are 6 neutralino mass eigenstates, each a complicated linear combination of the neutral gauge eigenstates. Here, we will only consider one of them, the Wino neutralino LSP, $\tilde{\chi}_W^0$, and the 4,869 valid black points associated with it. The numerical calculation described in Section 3.1.3 allows us to compute, for each valid black point, the coefficients of the linear combination of neutral gauge eigenstates comprising the Wino neutralino. Here, we will simply state the result that the coefficient of the neutral Wino, $W^0$, component is largely predominant, whereas all other coefficients are very small. Hence, to a high degree of approximation,

$$\tilde{\chi}_W^0 \simeq W^0 .$$

(3.3.10)

That is, the Wino neutralino LSP mass eigenstate is almost the neutral Wino.
For any given choice of LSP, we can plot the number of such points as a function of their masses in GeV. As an example, Figure 3.30a and 3.30b presents such a mass distribution for Wino chargino and Wino neutralino LSPs respectively. We obtain viable supersymmetric spectra with Wino chargino and Wino neutralino LSP masses ranging from about 200 GeV to 1700 GeV. A striking feature of the Wino chargino and Wino neutralino LSP mass distributions in Figure 3.11 is the peak towards the low mass values. Higher LSP masses are exponentially less probable. The reason is that we sample all soft mass terms log-uniformly in the interval [200 GeV, 10 TeV]. This includes the $M_2$ gaugino mass term, which gives the dominant contribution for both the Wino chargino and Wino neutralino masses, see (3.2.6) and (3.4.14) respectively. If we would plot all the Wino chargino or Wino neutralino masses for all the viable points in our simulation, we would obtain an almost uniform mass distribution. However, for the Wino charginos or Wino neutralinos to be the LSPs, their masses must be lower than all the other random soft masses in our simulation. Conversely, it demands that all the other random soft mass terms be larger than a Wino chargino or Wino neutralino mass value for each viable point. This is exponentially less likely as this mass value increases, following a Boltzmann distribution. We point out that this discussion is a simplification of what actually happens, since it omits the running of the soft mass terms, as well as their mixing in the final mass eigenstates. These details, however, do not affect the essence of the above argument, since the mass runnings and the mass mixing couplings are generically very small.

### 3.3.2 Wino Chargino LSP Decay Analysis

The minimal B-L extension of the MSSM, that is, the $B-L$ MSSM, introduces RPV vertices that allow LSPs to decay directly into SM particles. In this section, we will investigate the RPV decays of a Wino chargino LSP. A generic chargino mass eigenstate is a superposition of a charged Wino, a charged Higgsino and charged lepton gauge eigenstates. The $R$-parity conserving component of the Wino chargino is given by the linear combination of a charged Wino and charged Higgsino presented in (3.3.3), where the charged Wino component dom-
Figure 3.11: a) Mass distribution of the Wino chargino LSP’s for the 4,858 valid black points. The masses range from 200 GeV to 1820 GeV, peaking towards the low mass end. b) Mass distribution of the Wino neutralino LSP’s for the 4,869 valid black points. The masses range from 200 GeV to 1734 GeV, peaking towards the low mass end.

inates. For the case at hand, where $|M_2| < |\mu|$, the smaller RPV contribution to the Wino chargino was found to be

$$\mathcal{V}_{1_{2+i}} = \epsilon_i^c$$

where

$$\mathcal{V}_{1_{2+i}} = -\cos \phi + \frac{g_2 \tan \beta m_{\epsilon_i}}{\sqrt{2M_2 \mu}} v_{L_i} + \sin \phi \frac{m_{\epsilon_i}}{\mu v_d} v_{L_i}$$

(3.3.11)

for $\tilde{\chi}_W^+$. We sum (3.3.11) and (3.3.12) over $i = 1, 2, 3$.

One of the goals of this analysis is to predict the possible signals produced by the RPV decays of Wino chargino LSPs, were such particles to exist and be light enough to be detected at the LHC. In Section 3.2.6, we analyzed RPV decay channels using 4-component spinor notation for the mass eigenstates. For example, the Dirac spinor associated with the Weyl fermions $\tilde{\chi}_W^\pm$ is defined to be

$$\psi_{1_{2+i}} = \frac{g_2 \tan \beta m_{\epsilon}}{\sqrt{2M_2 \mu}} v_{L_i}$$

(3.3.12)
Figure 3.12: RPV decays of a general massive chargino state $X^{\pm}_W$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Wino chargino LSP decays. The decay rates into each individual channel were calculated in Section 3.2.6, for generic charginos

$$\tilde{X}^{\pm}_W = \left( \begin{array}{c} \tilde{\chi}^{\pm}_W \\ \tilde{\chi}^{\mp*}_W \end{array} \right). \quad (3.3.13)$$

We found that $\tilde{X}^{\pm}_W$ can decay into standard model particles via three RPV channels. These are shown in Figure 3.12. Each of these three channels have different properties concerning their potential experimental detection. The $\tilde{X}^{\pm}_W \rightarrow Z^0 \ell^\pm_i$ process is the Wino chargino decays most easily observed at the LHC. On the other hand, the left handed neutrinos produced during $\tilde{X}^{\pm}_W \rightarrow W^{\pm} \nu_i$ can only be detected as missing energy, while the Higgs boson $h^0$ resulting from the decay $\tilde{X}^{\pm}_W \rightarrow h^0 \ell^\pm_i$ couples to both quarks and leptons, leading to traces in the detector that are harder to interpret. In the following, we will explicitly compute the decay rates and branching ratios for all three channels. Sufficiently large probabilities for the process $\tilde{X}^{\pm}_W \rightarrow Z^0 \ell^\pm_i$ may indicate favorable prospects for detecting Wino chargino LSPs at the LHC, whereas finding that this channel is subdominant would then make these experimental efforts more difficult.

**Branching ratios of the decay channels**

The decay rates into each individual channel were calculated analytically in Section 3.2.6, for generic charginos. For a fixed lepton family $i$, these decay rates depend explicitly on the
choice of the neutrino hierarchy and the value of θ_{23}. We will discuss this in detail at the end of this section. However, for the present, we will confine ourselves to a calculation of the overall branching ratio for a given type of decay process, which explicitly involves a sum \( \sum_{i=1}^{3} \) over the lepton families. The relative prevalence of each channel type is determined by its associated branching ratio. A statistical analysis shows that, for any given decay channel, the sum over the three lepton families makes the branching ratio approximately independent of both the choice of the neutrino hierarchy and the value of θ_{23}. We will now evaluate these branching ratios for each of the 4,858 valid black points associated with a Wino chargino LSP, separating the data into statistically relevant bins of both tan β and the Wino chargino mass. To begin with, these calculations will be carried out assuming a normal hierarchy with θ_{23} = 0.597. Later on in this section, we will discuss the small statistical differences that would occur had we chosen one of the other possible neutrino data sets. To make this process transparent, we now present our explicit calculational procedure.

For specificity, let us first discuss \( \tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm \) for any \( i = 1, 2, 3 \). For this decay channel, the branching ratio is defined by

\[
\text{Br}_{\tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm} = \frac{\sum_{i=1}^{3} \Gamma_{\tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm}}{\sum_{i=1}^{3} \left( \Gamma_{\tilde{X}_W^\pm \rightarrow W^+ \nu_i} + \Gamma_{\tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm} + \Gamma_{\tilde{X}_W^\pm \rightarrow h^0 \ell_i^\pm} \right)} .
\]  (3.3.14)

We now proceed to evaluate (3.3.14) for each of the valid black points associated with a Wino chargino LSP. Since there will be 4,858 different values of \( \text{Br}_{\tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm} \), we find it convenient to divide up this data into separate bins. Specifically, we will do the following. First, recall from Figure 3.11 that the physical mass of a Wino chargino is much more likely to be small, on the order of 200 GeV, and approximately \( 10^{-2} \) times less likely to be on the order of 1 TeV. This leads us to divide the Wino chargino LSP mass range into three bins given by

\[
M_{\tilde{X}_W^\pm} \in [200, 300], [300, 600], [600, 1820] \text{ GeV}.
\]  (3.3.15)

\(^{13}\)Each of the measured values of θ_{23} in both the normal and inverted hierarchies have small uncertainties around a central value. These uncertainties are incorporated into our computer code in all calculations. However, for simplicity of notation, when we refer to the value of θ_{23}, we will suppress these error intervals and indicate the central values only.
Figure 3.13: A scatter plot of all 4,858 branching ratios, $\text{Br} \tilde{X}_W^\pm \to Z^0 \ell^\pm$, associated with a Wino chargino LSP versus $\tan \beta$. The plot is broken up into the three $M_{\tilde{X}_W^\pm}$ mass bins given in (3.3.15). In each plot, the values of the branching fractions are highly scattered around the a green curve which represents the “best fit” to the data. The vertical blue lines mark the boundaries of the four regions where the behavior of the best fit lines are approximately identical.

The range of each bin is chosen so that each contains approximately a third of the 4,858 valid black points. Second, as we will see below, the value of $\tan \beta$ plays a significant role in the relative sizes of the branching ratios of the three decay channels. With this in mind, we plot the values of $\text{Br} \tilde{X}_W^\pm \to Z^0 \ell^\pm$ against $\tan \beta$ for each of the three mass bins in (3.3.15). In each case, we present the “best fit” to the data as a green curve. We further partition
each of these plots into bins – represented by the vertical, dashed blue lines – where the best fit curves in each plot behave similarly. The results are presented in Figure 3.13. We see from these plots that the range of $\tan \beta$ is naturally broken into four regions approximately given by

$$\tan \beta \in [1.2, 5], [5, 8], [8, 16], [16, 65].$$

(3.3.16)

Having broken up the ranges of $M_{\tilde{X}_W^-}$ and $\tan \beta$ into 3 and 4 bins respectively, we now calculate the median, the interquartile range and the maximum and the minimum values\(^\text{14}\) of the branching ratio $\text{Br}_{\tilde{X}_W^- \rightarrow Z^0 \ell^\pm}$ for the decay channel $\tilde{X}_W^\pm \rightarrow Z^0 \ell_i^\pm$ in each of the $3 \times 4$ data bins. Using an identical procedure, one can compute the same quantities for the remaining two branching ratios $\text{Br}_{\tilde{X}_W^- \rightarrow W^\pm \nu}$ and $\text{Br}_{\tilde{X}_W^- \rightarrow h^0 \ell^\pm}$ as well. The results are displayed in Figure 3.14.

For example, for the valid black points with Wino chargino LSP mass between 200 and 300 GeV and with $\tan \beta$ between 8 and 16, Figure 3.14 can be interpreted in the following way:

- The branching ratios have median values of 0.064 for the $\tilde{X}_W^\pm \rightarrow W^\pm \nu$ channel, 0.0445 for the $\tilde{X}_W^\pm \rightarrow Z^0 \ell^\pm$ channel, and 0.882 for the $\tilde{X}_W^\pm \rightarrow h^0 \ell^\pm$ channel. We therefore expect $h^0$ Higgs boson production via chargino RPV decays to dominate for these ranges of mass and $\tan \beta$.

- After solving for the RPV couplings and the decay rates, we generally obtain different branching ratio values for different viable initial conditions in our simulation. The data is scattered around the “best fit” values, as shown in Figure 3.13. However, the branching ratios take values only within certain ranges, allowing for theoretical predictions for the decay patterns of the Wino Chargino LSPs. The dashed error bars in Figure 3.14 indicate the full range of values that the branching ratios take. For example, in our chosen bin, the branching ratios for the $\tilde{X}_W^\pm \rightarrow Z^0 \ell^\pm$ channel are not

\(^{14}\)To make these terms explicit – a) the “median” is the value of a quantity for which 50% of that quantity have larger values and 50% are smaller and b) the “interquartile” range is the interval of that quantity which contains 25% of all values that lie above the median and 25% that lie below it. 3) The meaning of the “maximum” and “minimum” values is self-evident.
higher than approximately 0.18 while they can be very close to 0. At the same time, the branching ratios for the $\tilde{X}_W^\pm \to h^0 \ell^\pm$ channel are approximately between 0.72 and 0.95.

- The boxes show the interquartile ranges, within which 50% of the points lie around the median value. In our chosen bin we learn, for example, that while the branching ratios for the $\tilde{X}_W^\pm \to Z^0 \ell^\pm$ channel can take any value between approximately 0.18 and 0, they tend to accumulate in the more restricted interval 0.03 – 0.08.

Generically, for all three mass ranges and all four $\tan \beta$ bins in Figure 3.14, one can conclude the following. It is clear that the $\tilde{X}_W^\pm \to h^0 \ell^\pm$ channel is the most abundant and becomes increasingly so for higher values of $\tan \beta$. For $\tan \beta < 5$, the medians of the branching fractions for the most experimentally visible channel, $\tilde{X}_W^\pm \to Z^0 \ell^\pm$, lie between 0.20-0.65, depending on the mass bin. However, there are very few such cases in our simulation-only 1.8%. Much more likely is a scenario in which $\tan \beta$ is large. We find that 69.1% of the total number of points have $\tan \beta > 16$. For this parameter region, however, the branching fraction of $\tilde{X}_W^\pm \to Z^0 \ell^\pm$ drops between 0.05 – 0.18, and the prospects of detecting it become slimmer.

The results in Figure 3.14 were calculated using numerical inputs into the complicated expressions for the decay rates given in Section 3.2.6. Hence, the origin of the physical trends displayed in that Figure is obscure. However, the formulas for the decay rates can, under certain assumptions, be simplified– allowing for a physical interpretation for the observed relationships between the three decay channels. To do this, we note the following:

- As shown in Figure 2 above, the values for the angles $|\phi_\pm|$ are very small for each of the 4,858 black points associated with the Wino chargino; with $|\phi_-|$ being generically smaller than $|\phi_+|$. Hence, to a high degree of approximation, one can set $\cos \phi_- = 1$ and $\sin \phi_- = 0$. However, due to the fact that the values for $|\phi_+|$, although very small, tend to be somewhat larger than $|\phi_-|$, we can only take $\cos \phi_+ \approx 1$ and $\sin \phi_+ \approx 0$.

- The lepton masses, $m_{\ell_i}$, are insignificant compared to the other masses in the ex-
pressions for the decay rates and, hence, the terms containing them can be neglected.

Note that all occurrences of the angle $\phi_+$ are contained in these terms. This facilitates our simplification even further, since the slightly larger values of $|\phi_+|$ no longer enter the approximation of the decay rates.

Using these two approximations, we obtain simplified expressions for the decay rates of each of the three decay channels. They are

$$\Gamma_{\tilde{X}_W^{\pm} \to W^\pm \nu_i} \approx \frac{g_4^2}{64\pi} \left( \frac{v_d}{\sqrt{2}M_2\mu} \epsilon_i - \frac{M_{BL}v_u}{M_1v_R} \epsilon_j [V_{\text{PMNS}}]_{ji} \right)^2 \frac{M_3^{\tilde{X}_W^\pm}}{M_W^{\pm}} \left( 1 - \frac{M_2^{W^\pm}}{M_2^{\tilde{X}_W^\pm}} \right)^2 \left( 1 + 2 \frac{M_2^{W^\pm}}{M_2^{\tilde{X}_W^\pm}} \right), \quad (3.3.17)$$

$$\Gamma_{\tilde{X}_W^{\pm} \to Z^0 \nu_i} \approx \frac{g_4^2}{64\pi} \left( \frac{1}{\sqrt{2}} c_W(v_d + \mu v^*_L_i) + \frac{1}{s_W} \left( \frac{1}{2} - s^2_W \right) v_d \epsilon_i \right)^2 \times \frac{M_3^{\tilde{X}_W^\pm}}{M^{Z^0}} \left( 1 - \frac{M_2^{Z^0}}{M_3^{\tilde{X}_W^\pm}} \right)^2 \left( 1 + 2 \frac{M_2^{Z^0}}{M_3^{\tilde{X}_W^\pm}} \right), \quad (3.3.18)$$

$$\Gamma_{\tilde{X}_W^{\pm} \to h^0 \ell^\pm} \approx \frac{g_2^2}{64\pi} \sin^2 \alpha \left( \frac{\epsilon_i}{2\mu} \right)^2 \frac{M_3^{\tilde{X}_W^\pm}}{M^{h^0}} \left( 1 - \frac{M_2^{h^0}}{M_3^{\tilde{X}_W^\pm}} \right)^2 . \quad (3.3.19)$$

By examining (3.3.17)-(3.3.19), we understand why the $\tilde{X}_W^{\pm} \to h^0 \ell^\pm$ channel dominates, being directly proportional to $\epsilon/\mu$, without the suppression $v_d/M_2$ that is present in the other decay channels for similar terms. However, the $v_d/M_2$ suppression becomes less pronounced for small $\tan \beta$ values, since $v_d = 174$ GeV/(1 + $\tan \beta$) increases.

Therefore, channels of interest such as $\tilde{X}_W^{\pm} \to Z^0 \ell^\pm$ become increasingly more significant towards smaller $\tan \beta$ values. The Goldstone equivalence theorem tells us that the first two channels are amplified by the longitudinal degrees of freedom of the massive $Z^0_\mu$ and $W^\pm_\mu$ bosons, so the traces of these two decays become more apparent in scenarios with more massive LSP’s.
Figure 3.14: Branching ratios for the four possible decay channels of the Wino chargino LSP, presented for the three $M_{\tilde{X}_W^\pm}$ mass bins and four $\tan\beta$ regions. The colored horizontal line inside each box indicate the median value of the branching fraction in that bin, the colored box indicates the interquartile range in that bin, while the dashed error bars show the range between the maximum and the minimum values of the branching ratio for that bin. The case percentage indicate what percentage of the valid initial points have $\tan\beta$ values within the range indicated. For each channel, we sum over all three families of possible leptons. Note that $\tilde{X}_W^\pm \to h^0 \ell^\pm$ is strongly favored—except perhaps in the $1.2 < \tan\beta < 5$ bin. The calculations were performed assuming a normal neutrino hierarchy, with $\theta_{23} = 0.597$.

**Choice of neutrino data**

The neutrino mass hierarchy can be normal or inverted. Furthermore, for each of those possible hierarchies, two different values of the neutrino mixing angle $\theta_{23}$ fit the existing
data. See [2, 136]\(^{15}\). For the normal hierarchy, the angle \(\theta_{23}\) can be 0.597 or 0.417, while for the inverted one, \(\theta_{23}\) can be 0.529 or 0.421. So far, out of the four possibilities, we have chosen a normal neutrino hierarchy with \(\sin \theta_{23} = 0.597\) to compute the branching ratios—each summed over all three families of leptons—and their relative properties for each decay channel. The results were shown in Figures 3.13 and 3.14. Can choosing the other neutrino hierarchy and/or different values of \(\theta_{23}\) modify those predictions? To explore this question, we begin by repeating the calculations for the inverted hierarchy with \(\theta_{23} = 0.529\). We find that the new median values of the branching ratios change, but are never outside the interquartile ranges displayed in Figure 3.14. Furthermore, we find that switching between the two possible values of the angle \(\theta_{23}\) while keeping the hierarchy the same has no impact on the results— for either the normal or the inverted hierarchy.

These results are best illustrated by plotting the branching ratios (summed over all mass and \(\tan \beta\) bins) for each decay channel against the other two channels—and doing this for each of the four choices of neutrino input data. Each such plot is simplified by using the fact

\[
\text{Br}_{\tilde{X}^{\pm}_{W} \rightarrow W^{\pm} \nu} + \text{Br}_{\tilde{X}^{\pm}_{W} \rightarrow Z^{\pm} \ell} + \text{Br}_{\tilde{X}^{\pm}_{W} \rightarrow h^{0} \ell} = 1. \tag{3.3.20}
\]

We have demonstrated (3.3.20) explicitly for the normal hierarchy with \(\theta_{23} = 0.597\), and have numerically shown that it remains true for the other three neutrino input possibilities.

It follows that \(\text{Br}_{\tilde{X}^{\pm}_{W} \rightarrow W^{\pm} \nu}\) can be determined, using (3.3.20), from the remaining two decay channels. Hence, one can plot 2D histograms associated with all 4,858 valid black points associated with a Wino chargino LSP for each of the four possible neutrino input scenarios. These are presented in Figure 3.15.

The most obvious fact that one learns by comparing the top and bottom plots for each individual neutrino hierarchy in Figure 3.15 is that the \(\theta_{23}\) angles play no role in determining the branching ratios— as stated above. The reason for this is the following. First, note that the simplified expressions (3.3.17) - (3.3.19), although originally presented

\(^{15}\)As discussed above, each of the measured values of \(\theta_{23}\) in both the normal and inverted hierarchies have small uncertainties around a central value— which are incorporated into our computer code. However, for notational simplicity, we will ignore these uncertainties and write the central values only.
for the normal hierarchy with $\theta_{23} = 0.597$, remain valid for the other three sets of neutrino data as well. When we sum over the three lepton families in these expressions, the decay rates for each individual channel are proportional to the squared amplitudes of the RPV couplings. Changing the value of the $\theta_{23}$ angle results in a different unitary $V_{\text{PMNS}}$ matrix, which rotates the $\epsilon_i$ and $v_{Li}$, $i = 1, 2, 3$ components differently, but does not change the

Figure 3.15: Branching ratio to $h^0\ell^\pm$ versus branching ratio to $Z^0\ell^\pm$ for Wino chargino LSP decays, for both normal and inverted hierarchy. Wino chargino LSP decays via the $\tilde{X}_W^\pm \to Z^0\ell^\pm$ channel tend to be more abundant for a normal hierarchy. The choice of the angle $\theta_{23}$ has no impact on the statistics of these decays, for any of the two possible hierarchies. The percentages indicate what proportion of the points is contained within each third of the four plots.
squared amplitudes of these couplings to produce a statistically observable effect. For this reason, switching between different $\theta_{23}$ values inside any hierarchy doesn’t result in different data patterns, as clearly shown in Figure 3.15. This is why using only one value of the angle (for example $\theta_{23} = 0.597$ for the normal hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy) is sufficient to make experimental predictions. Note, however, that if one does not sum over the three lepton families, this argument is no longer valid, and the value of $\theta_{23}$ can play a substantial role.

The second fact that one learns from comparing the left-hand and right-hand plots of Figure 3.15 is that there is a difference in the distribution of branching ratios between the normal and the inverted neutrino hierarchies. This is because, in our theory, the three generations of left handed neutrinos have Majorana masses, directly proportional to the squared amplitudes of these RPV couplings. In the normal hierarchy

\[ m_1 = 0, \quad m_2 = (8.68 \pm 0.10) \times 10^{-3} \text{ eV}, \quad m_3 = (50.84 \pm 0.50) \times 10^{-3} \text{ eV} \quad (3.3.21) \]

while in the inverted one

\[ m_1 = (49.84 \pm 0.40) \times 10^{-3} \text{ eV}, \quad m_2 = (50.01 \pm 0.40) \times 10^{-3} \text{ eV}, \quad m_3 = 0. \quad (3.3.22) \]

We expect, therefore, that the amplitudes of the couplings will change with the choice of neutrino hierarchy—leading to the differences in the branching ratios that we observe in Figure 3.15. Note, however, from the distribution of points—plotted as percentages—in the subsections of each plot, that the difference in branching ratios between the normal and inverted hierarchies is relatively small, on the order of a few percent. This is consistent with our statement above that the “new median values of the branching ratios (for the inverted hierarchy) change, but are never outside the interquartile ranges displayed in Figure 6 (the normal neutrino hierarchy).” Moreover, in the next section we show that the chargino decay lengths are generally smaller when we assume the inverted hierarchy, compared to when we assume a normal one.
Finally, from Figure 3.15 we learn that the Wino chargino decays via the $\tilde{X}_W^\pm \rightarrow h^0 \ell^\pm$ channel tend to be slightly more abundant for a normal hierarchy. However, the incremental difference is relatively small, since the bulk of the points lie in the top left corner, where the decay to $h^0 \ell^\pm$ dominates. Although the effect is too small to be statistically distinguishable, it is of interest to note how the choice of neutrino hierarchy can have small influence over the decay rates.

**Decay Length**

There is one more issue to be discussed; that is, are the decays of the Wino chargino “prompt” – defined to be decays where the overall decay length $L$, defined in (3.3.23), satisfies $L < 1\text{mm}$? The key to this problem lies in the magnitudes of the RPV parameters, $\epsilon_i$ and $v_{L_i}$. We find that for prompt decays, at least one of the couplings $\epsilon_i$ needs to be larger than $10^{-4}$ GeV. The overall scale of neutrino masses guarantees that this is well satisfied. Putting the lower limit of this interval any lower would not change our results significantly. The upper limit of this interval eliminates the problem of unphysical finely tuned cancellations in the neutrino mass matrices. In Figure 3.16, we present two scatter plots – one for the normal and one for the inverted neutrino hierarchy – of the decay length

$$L = c \times \frac{1}{\Gamma}, \quad \Gamma = \sum_{i=1}^{3} \left( \Gamma_{\tilde{X}_W^\pm \rightarrow W^{\pm} \nu_i} + \Gamma_{\tilde{X}_W^\pm \rightarrow Z^0 \ell^\pm_i} + \Gamma_{\tilde{X}_W^\pm \rightarrow h^0 \ell^\pm_i} \right)$$

(3.3.23)

against the Wino chargino LSP mass for all of the 4,858 valid black points with a Wino chargino LSP. The parameter $c$ is the speed of light. Since the overall decay rate involves a sum over the three lepton families, it follows from the results of the previous section that the value of $\theta_{23}$ plays no role for either hierarchy. We find that the viable Wino chargino LSPs in our simulation decay promptly and produce prompt vertices in the detector for both neutrino hierarchies. However, we note that the decay lengths tend to be slightly smaller in the case of the inverted hierarchy. This follows from the fact that the masses of the neutrinos are, overall, slightly larger in the inverted case. Hence, the RPV couplings will be somewhat larger as well – resulting in a tiny increase in the decay rates and, therefore,
Figure 3.16: Wino Chargino LSP decay length in millimeters, for the normal and inverted hierarchies, summing over all three decay channels. The average decay length \( L = c \times \frac{1}{\Gamma} \) decreases for larger values of \( M_{\tilde{X}_W^\pm} \), since the decay rates are amplified because of the longitudinal degrees of freedom of the massive bosons produced. We have chosen \( \theta_{23} = 0.597 \) for the normal neutrino hierarchy and \( \theta_{23} = 0.529 \) for the inverted hierarchy. However, the choice of \( \theta_{23} \) has no impact on the decay length.

smaller decay lengths in the inverted hierarchy.

Although Figure 3.16 shows that Wino chargino LSPs decay promptly for all viable initial points, their decay rates are strongly dominated by the \( \tilde{X}_W^\pm \to h^0 \ell^\pm \) channel in general. Recall that the notion of “prompt” used above involved a sum over all three separate channels. This stimulates us to study the “promptness” of each individual decay channel independently—although we continue to sum over the three lepton families.

For example, the decay length of \( \tilde{X}_W^\pm \to Z^0 \ell^\pm \) is given by

\[
L_{\tilde{X}_W^\pm \to Z^0 \ell^\pm} = c \times \frac{1}{\sum_{i=1}^3 \Gamma_{\tilde{X}_W^\pm \to Z^0 \ell_i^\pm}}. \tag{3.3.24}
\]

In Figure 3.17 we show that the Wino chargino LSP has decay lengths smaller than 1mm when decaying via any of the channels \( \tilde{X}_W^\pm \to Z^0 \ell^\pm \), \( \tilde{X}_W^\pm \to h^0 \ell^\pm \) and \( \tilde{X}_W^\pm \to W^\pm \nu \).
Figure 3.17: Wino Chargino LSP decay length in milimeters, for individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay lengths. All individual channels have decay lengths $< 1\text{mm}$

**Lepton family production**

As discussed above, for any one of the three generic decay channels, the branching ratio for the decay into an single lepton family can, in principal, depend on the choice of the neutrino hierarchy and the value of $\theta_{23}$ used in determining the values of the $\epsilon_i$ and $\nu_{Li}$ parameters. Using the available neutrino data with 3$\sigma$ errors for the neutrino masses, along with the $V_{PMNS}$ rotation matrix angles and CP violating phases for one can calculate, for any valid black point associated with a Wino chargino LSP, the decay rate into each individual lepton family for a given decay channel. Clearly, the value of the decay rate will depend explicitly on the choice of neutrino hierarchy– either normal or inverted –and, for a given hierarchy, on the choice of the two allowed values of $\theta_{23}$. For example, to quantify the probability to
observe an electron $e^\pm$ in the generic decay process $\tilde{X}_W^\pm \rightarrow Z^0\ell^\pm$, we compute

\begin{equation}
\text{Br}_{\tilde{X}_W^\pm \rightarrow Z^0\nu_{\ell}} = \frac{\Gamma_{\tilde{X}_W^\pm \rightarrow Z^0\nu_{\ell}}}{\Gamma_{\tilde{X}_W^\pm \rightarrow Z^0\nu_{\ell}} + \Gamma_{\tilde{X}_W^\pm \rightarrow Z^0\mu_{\ell}} + \Gamma_{\tilde{X}_W^\pm \rightarrow Z^0\tau_{\ell}}},
\end{equation}

and similarly for a muon, $\mu^\pm$, and a tauon, $\tau^\pm$, final state. Using this result, we proceed to quantify the branching ratios for each of the 3 decay processes $\tilde{X}_W^\pm \rightarrow W^\pm\nu_i$, $\tilde{X}_W^\pm \rightarrow Z^0\ell_i^{\pm}$

Figure 3.18: Branching ratios into the three lepton families, for each of the three main decay channels of a Wino chargino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.
and $\tilde{X}_W^\pm \to h_0 \ell_i^\pm$ into their individual lepton families.

The results are shown in Figure 3.18. Each subgraph in Figure 3.18 has the following characteristics. For a point near the top left corner of each subgraph, the branching ratio into a third family lepton is the largest, whereas for a point near the bottom right corner, the branching ratio into a first family lepton is the largest. Finally, using the fact that

$$\text{Br}_{\tilde{X}_W^\pm \to Z_0 e^\pm} + \text{Br}_{\tilde{X}_W^\pm \to Z_0 \mu^\pm} + \text{Br}_{\tilde{X}_W^\pm \to Z_0 \tau^\pm} = 1,$$

it follows that for a point near the the bottom left corner, the branching ratio into a second family lepton is the largest.

Perhaps the most striking feature of each such graph is the connection between the Wino chargino decays, the neutrino hierarchy and the $\theta_{23}$ angle. Should experimental observation measure these branching ratios with sufficient precision, that could help shed light on the neutrino hierarchy and the value of $\theta_{23}$. For each neutrino hierarchy, there are two sets of points of different color, since the present experimental data allows for two values of $\theta_{23}$.

For example, let us consider the subgraph associated with the $\tilde{X}_W^\pm \to Z_0 \ell_1^\pm$ decay channels. If experimental observation finds that electrons are predominant after the Wino chargino LSP decays, then the hierarchy is inverted. Depending on whether the experimental result is a green or a blue point, implies that $\theta_{23}$ will be 0.421 or 0.529 respectively. However, if the branching ratios to either the second or third family leptons are highly dominant, then the hierarchy will be normal, with $\theta_{23}$ given, most likely, by 0.597 and 0.417 respectively. That is, with sufficiently precise measured branching ratios one could determine the type of neutrino hierarchy and the value of the $\theta_{23}$ mixing angle from the color of the associated data point.
Figure 3.19: RPV decays of a general massive Wino neutralino $X^0_w$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Wino neutralino LSP decays. The decay rates into each individual channel were calculated analytically in Section 3.2.6.

### 3.3.3 Wino Neutralino LSP Decay Analysis

In this section, we analyze the RPV decay signatures of the Wino neutralino LSPs. Written in 4-component spinor notation, the Wino neutralino Weyl spinor, $\tilde{\chi}^0_w$, becomes

$$\tilde{X}_W^0 = \begin{pmatrix} \tilde{\chi}_W^0 \\ \tilde{\chi}_W^{0\dagger} \end{pmatrix},$$

(3.3.27)

which is a Majorana spinor. In Section 3.2.6, we computed the RPV decay rates for all neutralino mass eigenstates. The Wino neutralino corresponds to the case where $n = 2$. Unlike the Wino chargino, the Wino neutralino has only three possible decay channels, reproduced here in Figure 3.31.

**Branching ratios of the decay channels**

The $\tilde{X}_W^0 \rightarrow W^\pm \ell_i^\mp$ processes is the most favored for detection at the LHC. Similarly to the Wino chargino decay products, the left handed neutrinos produced during $\tilde{X}_W^0 \rightarrow Z^0 \nu_i$ decays can only be detected as missing energy, while the Higgs boson $h^0$ arising from $\tilde{X}_W^0 \rightarrow h^0 \nu_i$ couples to both quarks and leptons, leading to decay remnants in the detector that are harder to interpret. Hence, the most interesting decay experimentally appears to be the Wino neutralino decay into a $W^\pm$ massive boson and a charged lepton. The
abundance of each channel is proportional to its branching ratio. For example, for the process \( \tilde{X}_W^0 \to W^\pm \ell^\mp \) the branching ratio is defined to be

\[
\text{Br}_{\tilde{X}_W^0 \to W^\pm \ell^\mp} = \frac{\sum_{i=1}^{3} \Gamma_{\tilde{X}_W^0 \to W^\pm \ell_i^\mp}}{\sum_{i=1}^{3} \left( \Gamma_{\tilde{X}_W^0 \to Z_0^0 \nu_i} + \Gamma_{\tilde{X}_W^0 \to W^\pm \ell_i^\mp} + \Gamma_{\tilde{X}_W^0 \to h_0^0 \nu_i} \right)}.
\]

We now study the decay patterns and branching ratios for each of the 3 decay channels of the Wino neutralino. There are 4,869 valid black points associated with Wino neutralino LSPs. For each of these, we compute the decay rates via RPV processes, using the expressions from Section 3.2.6 with \( n = 2 \). The branching ratios of the main channels take different values for different valid points in our simulation. These values are scattered around the median values of these quantities. We compute the median values, interquartile ranges and the minimum and maximum values of the branching fractions in the same “bins” of the parameter space as we used in the study of the Wino chargino LSP decay channels.

That is, we sample the average branching fractions in the three bins for the LSP mass \( M_{\tilde{X}_W^0} \in [200,300], [300,600], [600,1734] \) GeV and in the four intervals for \( \tan \beta \in [1.2, 5], [5,8], [8,16], [16,65] \). The results are presented in Figure 3.32. To carry out the explicit calculations, we have chosen a normal neutrino hierarchy with \( \theta_{23} = 0.597 \). We again find that assuming an inverted neutrino hierarchy changes these results only slightly, while the exact value of \( \theta_{23} \) is statistically irrelevant.

Note that the \( \tilde{X}_W^0 \to h_0^0 \nu_i \) is dominant in all regions of the parameter space. The \( \tilde{X}_W^0 \to W^\pm \ell^\mp \) process has relatively high occurrence, especially for spectra characterized by small \( \tan \beta \) values. Just as for charginos, the equations for the decay rates are complicated and do not allow a simple explanation of the relative results. Furthermore, unlike for charginos, the rotation matrices involved are much more complicated since there are six neutralino species, while only two chargino species. Nevertheless, simplifying assumptions can be made. One such assumption is that the soft breaking terms have much larger magnitudes than the electroweak scale. This renders the Wino neutralino to be almost

\[ \text{Note that the highest mass for a Wino neutralino is somewhat smaller than that for a Wino chargino.} \]
Figure 3.20: Branching ratios for the three possible decay channels of a Wino neutralino LSP divided over three mass bins and four $\tan \beta$ regions. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have $\tan \beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$.

purely neutral Wino. Furthermore, using the fact that the charged lepton masses are much smaller than the soft breaking parameters further simplifies the equations. Using these approximations, one obtains the following simplified formulas for the decay rates. They are
given by

\[ \Gamma_{\tilde{X}^0_W \rightarrow Z^0 \nu_i} \approx \frac{1}{64\pi} \left( \frac{g_2^2}{2c_W M_2 \mu} (v_d e_i + \mu v_{L_i}) [V_{PMNS}^\dagger_{ij}] \right)^2 \times \]

\[ \times \frac{M_{\tilde{X}^0_W}^3}{M_Z^2} \left( 1 - \frac{M_{Z^0}^2}{M_{\tilde{X}^0_W}^2} \right)^2 \left( 1 + 2 \frac{M_{Z^0}^2}{M_{\tilde{X}^0_W}^2} \right), \quad (3.3.29) \]

\[ \Gamma_{\tilde{X}^0_W \rightarrow W^\pm \ell^\mp_i} \approx \frac{1}{64\pi} \left( \frac{g_2^2}{2M_2 \mu} (v_d e_i^* + \mu v_{L_i}) \right)^2 \times \]

\[ \times \frac{M_{\tilde{X}^0_W}^3}{M_{W^\pm}^2} \left( 1 - \frac{M_{W^\pm}^2}{M_{\tilde{X}^0_W}^2} \right)^2 \left( 1 + 2 \frac{M_{W^\pm}^2}{M_{\tilde{X}^0_W}^2} \right), \quad (3.3.30) \]

\[ \Gamma_{\tilde{X}_W^0 \rightarrow h^0 \nu_i} \approx \frac{1}{64\pi} \left( \frac{g_2}{2} [V_{PMNS}]_{ij} \left( \frac{\sin \alpha}{\mu} \right) \right)^2 M_{\tilde{X}_W^0} \left( 1 - \frac{M_{h^0}^2}{M_{\tilde{X}_W^0}^2} \right)^2. \quad (3.3.31) \]

Unlike the approximate expressions for the decay rates of Wino charginos in eqs. (3.3.17)-(3.3.19), the above expressions are less exact. The neutralino mass matrix contains a significantly larger number of soft mass parameters which can take values of a few GeV, close to the electroweak breaking scale, where the approximation breaks down. Nevertheless, the above expressions still provide valuable insights into which decay channel is expected to dominate in the chosen regions of parameter space. Analyzing (3.4.17)-(3.4.19), we expect the decay channels to have comparable contributions. Interestingly, the channels \( \tilde{X}_W^0 \rightarrow W^\pm \ell^\mp_i \) and \( \tilde{X}_W^0 \rightarrow Z^0 \nu_i \) receive a suppression proportional to \( \frac{v_d}{M_2} = \frac{174 \text{ GeV}}{M_2 \sqrt{1 + \tan^2 \beta}} \).

Therefore, for large values of \( \tan \beta \), the channel involving the Higgs boson, \( h^0 \), dominates for Wino neutralino decays, just as the Higgs channel dominated the Wino chargino LSP decays for this range of \( \tan \beta \).

**Decay length**

Figure 3.21 shows that Wino neutralino LSP decays are prompt— that is, the overall decay length \( L \) is less than 1 mm— just as it is for Wino chargino LSP decays. Therefore, signals
of both Wino chargino and Wino neutralino LSP decays produce point-like vertices. This insight is particularly useful when considering that the NLSPs of these two sparticle species (Wino neutralino NLSP for Wino chargino LSP and Wino chargino NSLP for Wino neutralino LSP) are almost degenerate in mass with the LSPs. We observe that in the case of the inverted hierarchy, the decay lengths are generally a little smaller, since the values of the RPV couplings are somewhat larger, as we explained in the previous section.

In Figure 3.22, we study the decay lengths of the three decay channels separately. We find that all three processes occur promptly in the detector.

**Lepton family production**

We again study which of the three lepton families, if any, is favored within each of the three decay channels. For example, to quantify the probability to observe an electron $e^\pm$ in the
Figure 3.22: Wino neutralino LSP decay length in milimeters, for individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay length. The dotted line represents the 1mm line, below which all decays are considered prompt.

$\tilde{X}_W^0 \to W^\pm \ell^\mp$ process, over a muon $\mu^\mp$ or a tauon $\tau^\mp$, we compute

$$\text{Br}_{\tilde{X}_W^0 \to W^\pm \ell^\mp} = \frac{\Gamma_{\tilde{X}_W^0 \to W^\pm \ell^\mp}}{\Gamma_{\tilde{X}_W^0 \to W^\pm e^\mp} + \Gamma_{\tilde{X}_W^0 \to W^\pm \mu^\mp} + \Gamma_{\tilde{X}_W^0 \to W^\pm \tau^\mp}} \tag{3.3.32}$$

Using this formalism, we proceed to quantify the branching ratios for each of the three decay processes $\tilde{X}_W^0 \to W^\pm \ell^\mp$, $\tilde{X}_W^0 \to Z^0 \nu_i$ and $\tilde{X}_W^0 \to h^0 \nu_i$ into their individual lepton families. The results are shown in Figure 3.23. In Figure 3.23 we see that the $\tilde{X}_W^0 \to W^\pm \ell^\mp$ process has an almost identical statistical distribution for lepton family production as does the chargino decay channel $\tilde{X}_W^\pm \to Z^0 \ell^\pm$. Additionally, note that in a Wino neutralino...
Figure 3.23: Branching ratios into the three lepton families, for each of the three main decay channels of a Wino neutralino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.

decay via $\tilde{X}^0_W \rightarrow h^0 \nu$, the decay rate has a dominant term proportional to the square of $[V^\dagger_{\text{PMNS}}]_{ij} \epsilon_j$. The combination leads to a branching ratio distribution as that observed in Figure 3.23—no $\nu_\tau$ neutrino is produced in the case of an inverted hierarchy and no $\nu_e$ is produced in the case of a normal hierarchy.
3.3.4 Wino Neutralino NLSPs and Wino Chargino NLSPs

Having analyzed the RPV decays of both Wino chargino LSPs and Wino neutralino LSPs, we now discuss the RPV decays of the NLSPs associated with each case. The reason this is important is the following. Let us begin with the Wino chargino LSPs associated with 4,858 valid black points. Now choose one of these black points. In Figure 3.24a, we plot the entire sparticle spectrum of the theory for this fixed point.

Of course, a Wino chargino is the LSP by construction. Interestingly, however, we see that the associated NLSP is, in fact, a Wino neutralino. This is not simply an accident of our specific choice of black point. In Figure 3.25a, we plot the mass difference in MeV between the Wino neutralino NLSP and the Wino chargino LSP for all 4,858 black points. It is clear that for every Wino chargino LSP, the NLSP is a Wino neutralino whose mass is larger than, but very close to, the mass of the LSP— as shown in Figure 3.24a for a single such point. This is, perhaps, not surprising since the dominant contribution to the mass of both sparticles is given by the soft supersymmetry breaking parameter $M_2$. Not surprisingly,
Figure 3.25: a) The Wino neutralino NLSPs are all almost degenerate in mass with the LSPs, the Wino charginos. The mass difference is smaller than 200 MeV for most of the valid black points, as can be seen in the mass difference histogram. b) The Wino chargino NLSPs are all almost degenerate in mass with the LSPs, the Wino neutralinos. The mass difference is smaller than 200 MeV for most of the viable cases, as can be seen in the mass difference histogram.

we find that a similar, but reversed, situation occurs when the LSP is a Wino neutralino. Choosing one of the 4,869 associated valid black points, we find that the complete sparticle spectrum is given in Figure 3.24b. Of course, a Wino neutralino is the LSP by construction. However, we now we find that the situation is reversed and that the associated NLSP is now a Wino chargino. Again, this is not simply an accident of our specific choice of black point. In Figure 3.25b, we plot the mass difference in MeV between the Wino chargino and the Wino neutralino for all 4,869 Wino neutralino black points. It is clear that for every Wino neutralino LSP, the NLSP is a Wino chargino whose mass is larger than, but very close to, the mass of the LSP– as in Figure 3.24b. Once again, this is hardly surprising since the dominant contribution to the mass of both sparticles is given by the soft supersymmetry breaking parameter $M_2$.

Because the mass difference between the two species is so small, both the Wino chargino and the Wino neutralino will be produced at the LHC; assuming that one of them is the
LSP and sufficiently light. We have already analyzed the decays of the LSP, both for the case in which the LSP is a Wino chargino and when the LSP is the Wino neutralino. These particles can decay into SM particles due to the RPV couplings in the B-L MSSM model we are studying. The NLSPs, however, as with any other sparticle in the mass spectrum that is not the LSP, can decay via channels that either violate R-parity or channels which conserve it. In general, the RPC couplings are much stronger than the RPV couplings introduced in our theory, since the latter need to be small enough to be consistent with the observed neutrino masses and not lead to unobserved effects such as proton decays. Therefore, the RPC decays of sparticles that are not the LSP are, in general, expected to have much higher branching ratio than the RPV decays. However, in the cases that we focus on, the NLSP is almost degenerate in mass with the LSP. The mass difference is so small that an RPC decay of a Wino neutralino NLSP into a Wino chargino LSP (or vice versa) might prove highly suppressed. Therefore, the NLSP would behave as though it was an LSP which decays via RPV decays. In the remainder of this section, we analyze both the RPV and the RPC decays of the Wino chargino and the Wino neutralino NSLPs and provide a quantitative comparison of the decay rates of those channels.

**RPV decays of the NLSPs**

We begin our discussion by analyzing the RPV decay channels of both the Wino chargino NLSP and the Wino neutralino NLSP. Wino chargino and Wino neutralino LSPs can only decay via RPV channels as presented above. However, are the NLSP RPV decay rates and branching ratios the same as though they were actual LSPs? Does a Wino chargino NLSP, associated with the initial conditions for a Wino neutralino LSP, decay in the same way as an actual Wino chargino LSP? The same question arises for the Wino neutralino NLSP. Even though, in these cases, the LSP and NLSP masses are very close, the answer is not immediately obvious, since the decay rates and branching ratios do not depend only on these masses. The decay rates for charginos and neutralinos given in Section 3.2.6 are completely general, and apply for any chargino and neutralino species, regardless of if they
Figure 3.26: Absolute values of the $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ parameters associated with the 4,858 black points with Wino chargino LSP (red) and with the 4,869 black points with Wino neutralino LSP (blue). We assume a normal hierarchy with $\theta_{23}=0.597$. We find that these RPV parameters lie in the same statistical regions, regardless of LSP species.

are the LSP or just another particle in the spectrum. Those equations depend on a large number of parameters of the theory, such as $M_{BL}$, $v_R$, $\tan \beta$, $M_R$, as well as on the RPV couplings $\epsilon_i, v_L, i = 1, 2, 3$. A Wino chargino LSP and a Wino chargino NLSP (associated with a Wino neutralino LSP) have the same RPV decay patterns only if all these parameters are contained within similar statistical intervals.

For example, let us consider the $\epsilon$ parameters. In Figure 3.26 we plot the absolute values of the $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ couplings, associated with the 4,858 black points with Wino chargino LSP and with the 4,869 black points with Wino neutralino LSP, respectively. We assumed a normal hierarchy, with $\theta_{23}=0.597$. We find that these RPV parameters are statistically similar, whether associated with a Wino chargino LSP, or with a Wino neutralino LSP. This is clear from Figure 3.26, where the points lie substantially on top of each other. Plotting $\epsilon_1$ against $\epsilon_2$ and $\epsilon_3$ for both initial conditions with Wino chargino and Wino neutralino LSP
Figure 3.27: Dominant RPC decay modes of (a) a Wino chargino NLSP and (b) a Wino neutralino NLSP. This decay mode dominates for NLSP-LSP mass difference $\delta M$ larger than the mass of the charged pions $\pi^\pm$; that is, $\delta M > m_{\pi^\pm}$.

is only one of the tests one can make, since other parameters could be relevant. However, this scatter plot is a particularly pertinent one, since the RPV couplings depend on the neutrino masses and neutrino mixing angles, as well as on numerous mass terms from the B-L MSSM Lagrangian of our theory. Indeed, further analysis quickly concludes that other initial parameters have negligible effect. We conclude that, when analyzing Wino chargino LSP decays, one should simultaneously look for the RPV decays of the Wino neutralino—as though it were the LSP—and, vice versa.

**RPC decays of NLSPs**

Figures 3.25a and 3.25b show that the mass differences between the Wino chargino LSP and the Wino neutralino NLSP, or between the Wino neutralino LSP and the Wino chargino NLSP, are generally smaller than 400 MeV. For this small mass splitting, there are only a limited number of possible RPC decay channels for the NLSP. If the mass splitting is larger than the charged pion mass, $m_{\pi^\pm} \sim 140$ MeV, then the dominant RPC decay of the NLSP is into the LSP and a charged pion $\pi^\pm$. These processes, which involve the on-shell bosons $W^\pm$, are shown in Figure 3.27.

At leading order, the decay rate of the Wino chargino NLSP into a charged pion and
the Wino neutralino LSP can be expressed in terms of the decay rate of the charged pion,

\[ \Gamma(\tilde{X}^0_W \rightarrow \tilde{X}^0_W \pi^+) = \frac{16\delta M^3}{m_\pi m_\mu^2} \left( 1 - \frac{m_\pi^2}{\delta M^2} \right)^{1/2} \left( 1 - \frac{m_\mu^2}{m_\pi^2} \right)^{-2}, \quad (3.3.33) \]

where \( \delta M = M_{\tilde{X}^0_W} - M_{\tilde{X}^0_W} \) is the mass difference between the NLSP and the LSP, and \( m_\pi \) and \( m_\mu \) denote the masses of the charged pion and the muon respectively. Conversely, in the case in which the Wino chargino is the LSP, the main RPC channel of the Wino neutralino NLSP is into a Wino chargino LSP and a charged pion. The decay rate is given by eq. (3.3.33), but now with \( \delta M = M_{\tilde{X}^0_W} - M_{\tilde{X}^0_W} \).

Note that the processes shown in Figure 3.27 can only happen if the mass splitting between the LSP and the NLSP is larger than the charged pion mass \( m_{\pi^\pm} \). For smaller mass differences, the decay modes shown in Figure 3.28 then dominate. The decay rate of a Wino chargino NLSP decaying into a Wino neutralino LSP, an electron and a neutrino is given by

\[ \Gamma(\tilde{X}^\pm_W \rightarrow \tilde{X}^0_W e^\pm \nu_e) = \frac{2G_F^2}{15\pi^2} \delta M^5, \quad (3.3.34) \]

where \( \delta M = M_{\tilde{X}^\pm_W} - M_{\tilde{X}^0_W} \) and \( G_F \) is the Fermi constant. Conversely, the decay rate of a Wino neutralino NLSP into a Wino chargino LSP, an electron and a neutrino is given by
eq. (3.3.34), with $\delta M = M_{\tilde{X}_W^0} - M_{\tilde{X}_W^\pm}$. Finally, we note that there is a similar RPC decay channel involving the muon. However, since the mass of the muon is much larger than that of the electron, this decay rate is greatly suppressed relative to (3.3.34) and, hence, is irrelevant.

**RPV vs RPC**

So far, we have shown that the RPV decays of the Wino chargino and the Wino neutralino NLSPs occur as if they were the both LSPs. We expect these RPV processes to allow for prompt decays of the NLSPs in the detector. In this section, we analyze whether the RPC processes of the NLSP can produce observable traces in the detector as well.

In Figure 3.29, we present the ratios $\Gamma_{\text{RPC}}/\Gamma_{\text{RPV}}$ for all simulated NLSPs, where $\Gamma_{\text{RPC}}$ is computed by summing over all RPC channels discussed above. We find that, in all cases, the RPC processes are strongly suppressed compared with the RPV ones. This suppression of the RPC decays is due to the near degeneracy in mass between the Wino chargino LSP and the Wino neutralino NLSP shown in Figure 3.25a, and the similar mass degeneracy between a Wino neutralino LSP and its Wino chargino NLSP displayed in Figure 3.25b--with mass splittings ranging between 20 MeV and 500 MeV. Note that most mass splittings are $\lesssim 200$ MeV. Therefore, the RPC decays of Winos charginos and Wino neutralinos NLSPs are not expected to produce any visible traces in the detector. Hence, in both cases, the only decay mode of the LSP and the dominant decay mode of the NLSP are precisely the RPV decays.

Since this final conclusion rests on having a reliable computation of the mass splitting between the Wino NLSP and the Wino LSP, we end this Section by discussing the role that higher-loop contributions might have. As stated in the Introduction, all calculations performed are done using one-loop RG $\beta$ and $\gamma$ functions ignoring finite loop corrections. For the values of the parameters required to produce realistic low-energy phenomenology, such higher loop effects are not expected to have a large effect as regards the Wino NLSP and Wino LSP mass splitting--on the order of several hundred MeV. Indeed, such loop
Figure 3.29: Ratios between the decay rates of the RPC and the RPV channels. On the horizontal axis, we show the NLSP mass. We study both scenarios with (a) Wino chargino NLSPs and (b) Wino neutralino NLSPs. In all cases, the RPV processes are strongly dominant.

Contributions to NLSP and LSP mass splitting have been explicitly computed to the one-loop and two-loop level in [162–164] and [165] respectively—albeit in different theoretical contexts than our own, without the B-L extension, and without the RPV couplings which mix charginos and neutralinos with leptons. These papers found that, indeed, the higher loop corrections are small—on the order of 100-200 MeV. We conclude, therefore, that our expectation that the higher loop contributions to the mass splitting of the Wino NLSP and the Wino LSP in our theory would only be, at most, on the order of several hundred MeV, is indeed correct. Note that adding several hundred MeV might raise our maximum possible mass splitting to ~700 MeV—with most other mass splittings being much smaller. Even at 700 MeV, the decay ratio $\Gamma_{RPC}/\Gamma_{RPV} \ll 1$ and, hence, our conclusions in the previous paragraph remain unaltered.
3.3.5 Conclusion

In this section, we have systematically derived the RPV decay channels, decay rates, branching ratios, and the relationship of these results to the neutrino mass hierarchy and the $\theta_{23}$ neutrino mixing angle, for both a Wino Chargino LSP and a Wino neutralino LSP—all within the context of the explicit $B - L$ MSSM theory. It is shown that the Wino neutralino is the NLSP for a Wino chargino LSP and vice versa—with the mass splitting between them being small. Hence, while the Wino NLSP RPC decays are suppressed, its RPV decays should be observable at the LHC in addition to those of the Wino LSP. Since the $B - L$ MSSM is completely compatible with all low energy phenomenological data, the results of this study are explicit physical predictions that are of interest to the CERN SUSY ATLAS experimentalists. Run 1 and early run 2 data have already been used in the search for these processes—see [140–143]—and newer run 2 data is presently being analyzed.

3.4 Bino Neutralino LSP decays

The Wino chargino and Wino neutralino LSPs were chosen because their decay products are readily observable by ATLAS at the LHC. However, it was noticed that one particular LSP, the neutral fermionic superpartner $\tilde{B}$ of the hypercharge gauge field $Y$—referred to as the “Bino”— was a much more prevalent LSP associated with viable $B - L$ MSSM models. A statistical analysis showed that the Bino was approximately a factor of 10 more likely to occur that either a Wino chargino or a Wino neutralino. In fact, it is the most likely LSP to occur for any viable initial conditions. It seems well-motivated, therefore, to apply the results of [31] to the Bino and to determine its decay modes to standard model particles, and the associated decay rates and branching ratios—as well as the relationship of these decays to the neutrino mass hierarchy. However, an important new phenomenon occurs for the Bino which is unique among all chargino and neutralino LSPs. That is, a careful analysis of the mass eigenstates of these LSPs shows that the Bino mass, although generically near, or above, the electroweak breaking scale, can be fine-tuned to be smaller
than this scale. In fact, for sufficient fine-tuning it can be made to be arbitrarily small and even to vanish. On the other hand, this analysis reveals that the masses of all other charginos and neutralinos can never be smaller than the electroweak scale. Since the RPV decay products of the Bino must include either a $W^\pm$, a $Z^0$ or a neutral Higgs boson, the “usual” decays to standard model particles can no longer occur when the Bino mass drops below the electroweak scale. However, it can still decay via more complicated processes involving “off-shell” weak interaction vector bosons or the Higgs. The decay products of these processes are also readily observable at the LHC. It is of interest, therefore, to also analyze these more complicated decays of a light Bino, and to compute their decay rates and branching ratios. Therefore, to summarize: the analysis of LSP Bino RPV decays carried out in this section breaks naturally into two parts–1) the RPV decays of a Bino with mass $M_{W^\pm} < M_B$ via “on-shell” $W^\pm$, $Z^0$ or $h^0$ bosons. Such decays are similar in form to those of both Wino chargino and Wino neutralino decays studied in Section 3.3 and 2) the RPV decays of a Bino with mass $M_B < M_{W^\pm}$ via “off-shell” $W^\pm$, $Z^0$ or $h^0$ bosons. These decays are more complicated and the decay rates and branching ratios are considerably suppressed relative to the on-shell case. Be that as it may, they lead to interesting signatures, which can offer unique signals for an ATLAS search. It is the purpose of this section to analyze the RPV decays of a Bino LSP–for the Bino mass both above and below the electroweak scale.

### 3.4.1 The Bino Neutralino

In the absence of the RPV violating terms proportional to $\epsilon_i$ and $v_{L_i}$, the neutral Higgsinos and gauginos of the theory mix with the third generation right handed neutrino. In the gauge eigenstate basis $\psi^0 = (\tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}', \nu_3^c)$,

$$\mathcal{L} \supset -\frac{1}{2} (\psi^0)^T M_{\psi} \psi^0 + c.c$$  \hspace{1cm} (3.4.1)
where

\[
M_{\tilde{\chi}^0} = \begin{pmatrix}
M_R & 0 & -\frac{1}{2} g_R v_d & \frac{1}{2} g_R v_u & 0 & -\frac{1}{2} g_R v_R \\
0 & M_2 & \frac{1}{2} g_2 v_d & -\frac{1}{2} g_2 v_u & 0 & 0 \\
-\frac{1}{2} g_R v_d & \frac{1}{2} g_2 v_d & 0 & -\mu & 0 & 0 \\
\frac{1}{2} g_R v_u & -\frac{1}{2} g_2 v_u & -\mu & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_{BL} & \frac{1}{2} g_{BL} v R \\
-\frac{1}{2} g_R v_R & 0 & 0 & 0 & \frac{1}{2} g_{BL} v R & 0
\end{pmatrix}.
\]  

(3.4.2)

In the neutralino mass mixing matrix shown in (3.4.2), \(M_2, M_R\) and \(M_{BL}\) are the gaugino mass terms introduced in the soft SUSY breaking Lagrangian. They correspond to the symmetry groups \(SU(2)_L, U(1)_{3R}\) and \(U(1)_{B-L}\) respectively. The associated gauge couplings are \(g_2, g_R\) and \(g_{B-L}\). In our simulation, we sample the absolute values of the gaugino masses between [200 GeV, 10 TeV], and further allow them to have either positive or negative signs, which are determined statistically. The \(\mu\) parameter is the Higgsino mass term. Its value is chosen so as to produce the correct \(Z^0\) and \(W^\pm\) boson masses, a process called the “little hierarchy problem” [46]. The dimensionful parameters \(v_u\) and \(v_d\) are the Higgs up and Higgs down VEVs that break electroweak symmetry, while \(v_R\) is the third generation sneutrino VEV, which breaks \(B-L\) symmetry at a much higher scale.

The \(B-L\) MSSM does not explicitly contain a Bino, associated with the hypercharge group \(U(1)_Y\). Instead, it contains a Blino \(\tilde{B}'\) and a Rino \(W_R\), the gauginos associated with the symmetry groups \(U(1)_{B-L}\) and \(U(1)_{3R}\) respectively. Nevertheless, the theory does effectively contain a Bino. This is most easily seen using the following approximation. Let us consider the limit \(M^2_{W^\pm}, M^2_{Z_0} \ll M^2_{R}, M^2_2, M^2_{BL}, \mu^2\) — that is, when the EW scale is much lower than the soft SUSY breaking scale so that the Higgs VEV’s are negligible. Note that \(\mu^2\) appears in these inequalities since, as discussed in [46], it must be on the order of the soft SUSY breaking Higgs parameters \(m^2_{H_u}, m^2_{H_d}\) to solve the “little hierarchy problem”.
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In this limit, the mass matrix in eq. (3.4.2) becomes

\[
M_{\tilde{\chi}^0} = \begin{pmatrix}
M_R & 0 & 0 & 0 & 0 & -\frac{1}{2}g_R v_R \\
0 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\mu & 0 & 0 \\
0 & 0 & -\mu & 0 & 0 & 0 \\
0 & 0 & 0 & M_{BL} & \frac{1}{2}g_{BL} v_R \\
-\frac{1}{2}g_R v_R & 0 & 0 & \frac{1}{2}g_{BL} v_R & 0 & 0 \\
\end{pmatrix}
\]

(3.4.3)

The first, fifth, and sixth columns, corresponding to the Blino, the Rino and the third generation right-handed neutrino, are now decoupled from the other three states and mix only with each other. In the reduced basis \( (\tilde{\nu}_c^3, \tilde{W}_R, \tilde{B}') \), the off-diagonal mass matrix is

\[
\begin{pmatrix}
0 & -\cos \theta_R M_{Z_R} & \sin \theta_R M_{Z_R} \\
-\cos \theta_R M_{Z_R} & M_R & 0 \\
\sin \theta_R M_{Z_R} & 0 & M_{BL} \\
\end{pmatrix}
\]

(3.4.4)

with

\[
M_{Z_R} = \frac{1}{2} \sqrt{g_R^2 + g_{BL}^2} \ v_R , \quad \cos \theta_R = \frac{g_R}{\sqrt{g_R^2 + g_{BL}^2}} .
\]

(3.4.5)

Note that the experimental lower bound on \( M_{Z_R} \) is much higher than the typical physical gaugino mass lower bounds. This mass hierarchy is also motivated theoretically because RG running makes the gauginos masses lighter than \( M_{Z_R} \); that is, \( M_R^2, M_{BL}^2 \ll M_{Z_R}^2 \). See [46] for details. Taking this limit, the mass eigenstates and eigenvalues can be found as an expansion in the gaugino masses. To zeroth order, the mass eigenstates are

\[
\tilde{B} = \tilde{W}_R \sin \theta_R + \tilde{B}' \cos \theta_R ,
\]

(3.4.6)

\[
\nu_3^c = \frac{1}{\sqrt{2}} (\nu_3^c - \tilde{W}_R \cos \theta_R + \tilde{B}' \sin \theta_R) ,
\]

(3.4.7)
Figure 3.30: The distribution of the Bino neutralino LSP masses for the 42,039 valid black points, shown with linear (a) and logarithmic (b) mass scales. The masses range from 8 MeV to 2792 GeV. Each of the boundary masses occurs only once out of the 42,039 valid points and, hence, they cannot be seen in the histogram.

\[ \nu_{3b}^c = \frac{1}{\sqrt{2}} (\nu_{3}^c + \tilde{W}_R \cos \theta_R - \tilde{B}' \sin \theta_R) . \]  

(3.4.8)

Note that, to leading order, (3.4.6) defines the “Bino” in terms of \( W_R \) and \( \tilde{B}' \). The associated mass eigenvalues, calculated to leading order, are given by

\[ M_1 = \sin^2 \theta_R M_R + \cos^2 \theta_R M_{BL} , \]

for the Bino, and

\[ m_{\nu_{3a}} = M_Z^2, \quad m_{\nu_{3b}} = M_Z^2 \]

for two species of massive right handed neutrinos.

Having defined the Bino, \( \tilde{B} \), as well as the \( \nu_{3a}^c, \nu_{3b}^c \) states using the above approximations, we now return to the full gauge basis \( \psi^0 = (\tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}', \nu_3^c) \) and numerically diagonalize the complete mass matrix \( M_{\tilde{\chi}^0} \) given in (3.4.2)– without any approximations. The mass eigenstates are related to the gauge states by the unitary matrix \( N \) where
$\chi^0 = N \psi^0$. $N$ is chosen so that

$$N^* M_{\chi^0} N^\dagger = M_{\chi^0}^D = \begin{pmatrix} M_{\chi_1^0} & 0 & 0 & 0 & 0 & 0 \\ 0 & M_{\chi_2^0} & 0 & 0 & 0 & 0 \\ 0 & 0 & M_{\chi_3^0} & 0 & 0 & 0 \\ 0 & 0 & 0 & M_{\chi_4^0} & 0 & 0 \\ 0 & 0 & 0 & 0 & M_{\chi_5^0} & 0 \\ 0 & 0 & 0 & 0 & 0 & M_{\chi_6^0} \end{pmatrix}, \quad (3.4.11)$$

where all eigenvalues are positive. After diagonalizing the neutralino mass matrix, one obtains six neutralino mass eigenstates, $\tilde{\chi}_n^0$ with $n = 1, 2, 3, 4, 5, 6$. Unlike for charginos, the label $n$ does not automatically imply any mass ordering; for example, the $\tilde{\chi}_1^0$ neutralino is not necessarily the lightest. Each of the six neutralinos $\tilde{\chi}_n^0$ is a superposition of a Rino $\tilde{W}_R$, a Wino $\tilde{W}_2$, two neutral Higgsinos $\tilde{H}_d^0, \tilde{H}_u^0$, a Blino $\tilde{B}'$ and a third generation right handed neutrino $\nu_3^c$. In the theoretical context we work in, the off-diagonal terms are much smaller than the diagonal ones. This allows one to determine which component dominates in each of the neutralino states $\tilde{\chi}_n^0$. We find that $\tilde{\chi}_1^0$ has a dominant Bino $\tilde{B}$ component, $\tilde{\chi}_2^0$ has a dominant Wino $\tilde{W}$ component, $\tilde{\chi}_{3,4}^0$ have dominant Higgsino $\tilde{H}_u^0, \tilde{H}_d^0$ components and $\tilde{\chi}_{5,6}^0$ have a dominant right-handed neutrino $\nu_3^c$ component. Therefore, we use the notation

$$\tilde{\chi}_1^0 = \tilde{\chi}_B^0, \quad \tilde{\chi}_2^0 = \tilde{\chi}_W^0, \quad \tilde{\chi}_3^0 = \tilde{\chi}_H_d^0, \quad \tilde{\chi}_4^0 = \tilde{\chi}_H_u^0, \quad \tilde{\chi}_5^0 = \tilde{\chi}_{\nu_3a}^0, \quad \tilde{\chi}_6^0 = \tilde{\chi}_{\nu_3b}^0 \quad (3.4.12)$$

to express which component dominates in each neutralino state. Although it is helpful to display the dominant component in each neutralino, in our calculations we use the exact content of each neutralino state. This is computed numerically, after diagonalizing the neutralino mass mixing matrix.

Our discussion thus far was carried out in the absence of the RPV couplings, which are central to our theory. These couple the gaugino, Higgsino and the third generation right-handed neutrino states to the three generations of left-handed neutrinos $\nu_1, \nu_2, \nu_3$. Therefore, with the RPV extension, the gauge eigenstate basis is enlarged from $\psi^0 = \chi^0 =
\[ \left( \tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}', \nu_3 \right) \] to \[ \Psi^0 = \left( \tilde{W}_R, \tilde{W}_0, \tilde{H}_d^0, \tilde{H}_u^0, \tilde{B}', \nu_3, \nu_1, \nu_2, \nu_3 \right) \] and the neutralino mass matrix becomes \( 9 \times 9 \). After diagonalization, the three generations of left-handed neutrinos receive non-zero Majorana masses, a process carefully outlined in [31, 32]. The original six neutralino eigenstates, on the other hand, each receive a negligibly small RPV contribution containing the three left-handed neutrinos. For example, the RPV-extended Bino neutralino mass eigenstate \( \tilde{\chi}^0_B \) is now a linear combination of nine gauge eigenstates; three gaugino states, two Higgsino states, a third generation right-handed neutrino and three left-handed neutrinos. The left-handed neutrino contributions to the Bino neutralino eigenstate and mass are negligible, since they have been introduced via small RPV couplings.

Therefore, the Bino neutralino continues to generically have a strongly dominant Bino component \( \tilde{\chi}^0_B \approx \tilde{B} \). Expanding, as discussed above, in the limit that \( M^2_{W^\pm}, M^2_{Z^0} \ll M^2_R, M^2_2, M^2_{BL}, \mu^2 \) – that is, when the EW scale is much lower than the soft SUSY breaking scale–but now to first order, we find that the Bino mass \( M_{\tilde{\chi}^0_B} \) is given by

\[
M_{\tilde{\chi}^0_B} \approx |M_1| - \frac{M^2_{Z^0} \sin^2 \theta_W (M_1 + \mu \sin 2\beta)}{\mu^2 - M^2_1}. \tag{3.4.13}
\]

In the second term in eq. (3.4.13), the mass \( \mu \) is of the order of the soft SUSY breaking mass parameters \( m^2_{H_u}, m^2_{H_d} \) to solve the “little hierarchy problem”. Statistically, this is always much larger than the mass of the \( Z^0 \) boson in the numerator. Therefore, the mass of the Bino neutralino \( \chi^0_B \) is approximately equal to \( |M_1| \). As discussed in [46], the viable black points must satisfy the inequalities \( M^2_R, M^2_{BL} \ll M^2_{Z_R} \) to be consistent with low energy data. To lowest order, therefore, expression (3.4.9) is a good approximation to the mass \( M_1 \). Generically, therefore, Bino LSP masses are expected to lie in the same the interval as \( |M_R| \) and \( |M_{BL}| \); that is [200 GeV, 10 TeV]. That this is generically the case can be seen in Figure 3.30a. However, there is a very important caveat to this statement. Note that \( M_R \) and \( M_{BL} \) do not enter expression (3.4.9) for \( M_1 \) as absolute values; that is, the only constraint on these mass terms in (3.4.9) is that they be real–however, they can be either positive or negative. This leaves open the possibility, albeit more unlikely, that the terms |M_R| and |M_{BL}|; that is [200 GeV, 10 TeV]. That this is generically the case can be seen in Figure 3.30a. However, there is a very important caveat to this statement. Note that |M_R| and |M_{BL}| do not enter expression (3.4.9) for M_1 as absolute values; that is, the only constraint on these mass terms in (3.4.9) is that they be real–however, they can be either positive or negative. This leaves open the possibility, albeit more unlikely, that the terms
in eq. (3.4.9) can almost, or even exactly, cancel. In such cases, one would obtain small Bino mass terms where $|M_1| < M_{W^\pm}$, and lead to Bino LSP masses smaller than the EW scale. That such cancellations can indeed occur is shown in Figure 3.30b. Note that such light Bino LSPs can only decay via suppressed off-shell processes, leading to interesting experimental signatures at the LHC. However, these light Bino LSPs are statistically much less probable. In Figure 3.30b we see that Bino masses much smaller than 200 GeV are less and less likely for the range of scanned parameters. The analysis presented involves $10^8$ initial statistical samples, leading to 42,039 black points with Bino LSPs. For this sample, the smallest and largest Bino masses we find are 8 MeV and 2792 GeV respectively. However, a larger statistical sample can lead to much smaller, and larger, Bino LSP masses. Note that the existence of very light Bino LSPs is exciting from a cosmological point of view, since it offers a possible dark matter candidate.

In contrast, the masses of other neutralino species cannot become arbitrarily small. This is the case of the Wino neutralino and the Wino chargino, for example. Wino neutralinos and Wino charginos have a dominant Wino component. To first order, the masses of these sparticles are equal, given by

$$M_{\tilde{\chi}^0_{1W}} = M_{\tilde{\chi}^\pm_{1W}} \simeq |M_2| - \frac{M_{W^\pm}^2 (M_2 + \mu \sin 2\beta)}{\mu^2 - M_2^2}. \quad (3.4.14)$$

Including the higher-order terms, the masses split and form almost degenerate pairs. Similarly as in eq. (3.4.13), the second term in eq. (3.4.14) is very small compared to the leading term $|M_2|$, because the mass $\mu$ in the denominator must be much larger than the mass $M_{W^\pm}$ in the numerator. Therefore, the masses of the Wino chargino and the Wino neutralino are both approximately equal to $|M_2|$. The mass of the Wino gaugino $M_2$ is introduced in the soft SUSY-breaking Lagrangian and, hence, we sample its absolute value in the interval [200 GeV, 10 TeV]. It is, therefore, fixed to be of the order of the SUSY breaking scale. Unlike the Bino gaugino mass term $M_1$, soft mass parameter $M_2$ cannot get arbitrarily small. Hence, the masses of the Wino neutralinos and Wino charginos cannot get lower than the EW scale.
Finally, we note that even though the RPV left-handed neutrino components have a negligible contribution to the Bino neutralino eigenstate and mass, they remain central to our study of the RPV decays of the Bino neutralino regardless of its mass. From now on, we will use the 4-component spinor notation for the Bino neutralino state, which in terms of the Bino neutralino Weyl spinor, $\tilde{\chi}_B^0$ is given by

$$\tilde{X}_B^0 = \begin{pmatrix} \tilde{\chi}_B^0 \\ \tilde{\chi}_B^0 \end{pmatrix} .$$  \hspace{1cm} (3.4.15)$$

### 3.4.2 Bino Neutralino LSP RPV Decays with On-Shell $W^\pm, Z^0, h^0$ Bosons

We begin by studying the RPV decays of a Bino LSP with mass greater than the electroweak scale to standard model particles. In the $B - L$ MSSM model, such Bino neutralino LSPs can only have RPV decays into an on-shell massive boson and a lepton. The three possible decay channels, $\tilde{X}_B^0 \rightarrow W^\pm \ell_i^\mp, \tilde{X}_B^0 \rightarrow Z^0 \nu_i, \tilde{X}_B^0 \rightarrow h^0 \nu_i$ for $i = 1, 2, 3$, are shown in Figure 3.31. Note, however, that all of these decay channels become forbidden at tree level if the mass of the Bino LSP is smaller than the mass of the lightest of the three boson species; that is, the $W^\pm$. 
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Figure 3.31: RPV decays of a general massive Bino neutralino $\tilde{X}_B^0$. There are three possible channels, each with $i = 1, 2, 3$, that allow for Bino neutralino LSP decays. The decay rates into each individual channel were calculated analytically Section 3.2.6.
3.4.3 Branching ratios of the decay channels

In this section, we analyze the RPV decay signatures of Bino neutralino LSPs with masses larger than that of the $W^\pm$ boson. We will follow the methods used in our previous study of Wino chargino and Wino neutralino RPV LSP decays [32]. Note than in that study, the LSP masses were all found to be at least 200 GeV, so that only decays to on-shell bosons were considered. Of the three Bino decay channels, the $\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp_i$ process provides an excellent target for LHC searches, since the final state can be fully reconstructed within the ATLAS detector. In the other two Bino decay processes, the left-handed neutrinos produced via $\tilde{X}_B^0 \rightarrow Z^0 \nu_i$ and $\tilde{X}_B^0 \rightarrow h^0 \nu_i$ can only be inferred through the presence of missing energy. Hence, the most experimentally clean signature appears to be the Bino neutralino decay into a $W^\pm$ massive boson and a charged lepton.

The relative abundance of each channel is presented in terms of the associated Bino decay branching ratio. For example, for the process $\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp_i$, the branching ratio is defined to be

$$\text{Br}_{\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp_i} = \frac{\sum_{i=1}^3 \Gamma_{\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp_i}}{\sum_{i=1}^3 \left( \Gamma_{\tilde{X}_B^0 \rightarrow Z^0 \nu_i} + \Gamma_{\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp_i} + \Gamma_{\tilde{X}_B^0 \rightarrow h^0 \nu_i} \right)} ,$$ (3.4.16)

In this section, we study the decay patterns and branching ratios for each for the 3 decay channels of the Bino neutralino. As discussed above, there are 42,039 valid black points associated with Bino neutralino LSPs. In the present analysis, we retain only the black points with LSPs whose masses are larger than that of the $W^\pm$ bosons. For each of these, we compute the decay rates via RPV processes, using the expressions we calculated in Section 3.2.6 for the neutralino decay rates, using $n = 1$. The branching ratios to each channel take different values for every valid point in our simulation. We compute the median values, interquartile ranges and the minimum and maximum values of the branching fractions using the same categories of events as employed in our previous section for Wino charginos and Wino neutralinos [32]. Specifically, we sample the average branching fractions in the three bins for the LSP mass $M_{\tilde{X}_B^0} \in [M_{W^\pm}, 300]$, [300, 600], [600, 10^4] GeV, and in the four
<table>
<thead>
<tr>
<th>$\tan \beta$ Interval</th>
<th>Branching Ratio</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.2 \leq \tan \beta &lt; 5$</td>
<td>1.9% cases</td>
<td></td>
</tr>
<tr>
<td>$5 \leq \tan \beta &lt; 8$</td>
<td>8.6% cases</td>
<td></td>
</tr>
<tr>
<td>$8 \leq \tan \beta &lt; 16$</td>
<td>21.2% cases</td>
<td></td>
</tr>
<tr>
<td>$16 \leq \tan \beta &lt; 65$</td>
<td>68.3% cases</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.32: Branching ratios for the three possible decay channels of a Bino neutralino LSP with mass $M_{\tilde{X}_B^0} \geq M_{W^\pm}$ divided over three mass bins and four $\tan \beta$ regions. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have $\tan \beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$. Note that the median values of the $\tilde{X}_B^0 \rightarrow h^0 \nu$ decay channel approaches zero for all mass ranges and all values of $\tan \beta$.

The results are presented in Figure 3.32. To carry out the explicit calculations, we have chosen a normal neutrino hierarchy with
\( \theta_{23} = 0.597 \). We find that assuming an inverted neutrino hierarchy instead produces only minimal changes to these results, while the exact value of \( \theta_{23} \) is statistically irrelevant.

It was found–see Figure 3.32–that the median value of the \( \tilde{X}_B^0 \rightarrow h^0 \nu \) decay channel approaches zero for every mass range and bin for \( \tan \beta \). Although the distributions of the branching fractions are fairly broad, we find that they peak very strongly around the median values. It follows that the decay channel is generally subdominant in all regions of the parameter space. Unlike for the case of Wino charginos and Wino neutralinos, however, we find that \( \tan \beta \) has only minimal impact on the experimental predictions. While the full expressions for the decay rates are complicated, simplifying assumptions can allow for a better understanding of the relative results.

One such assumption is that the soft breaking terms have much larger magnitudes than the electroweak scale. This renders the Bino neutralino to be almost purely neutral Bino. Furthermore, the fact that the charged lepton masses are much smaller than the soft breaking parameters further simplifies the equations. Using these approximations, one obtains the following simplified formulas for the decay rates. They are given by

\[
\Gamma_{\tilde{X}_B^0 \rightarrow Z^0 \nu_i} \approx \frac{g_2^2}{16 \pi c_W^2} \left( \sin \theta_R \left[ \frac{g_R M_B L v_u}{M_1 v_R^2} \epsilon_i + \frac{g_R g_B^2}{4 M_1 \mu} (v_d \epsilon_i + \mu v_L^*) \right] \right) [V_{\text{PMNS}}]_{ij}^\dagger \\
- \cos \theta_R \left[ \frac{g_R g_B^2}{4 M_1 \mu} (v_d \epsilon_i + \mu v_L^*) - \frac{g_B L v_u M_R}{M_1 v_R^2} \epsilon_i \right] [V_{\text{PMNS}}]_{ij}^\dagger \frac{M_3^2}{M_Z^2} \left( 1 - \frac{M_Z^2}{M_{\tilde{X}_B^0}^2} \right)^2 \left( 1 + \frac{M_Z^2}{M_{\tilde{X}_B^0}^2} \right),
\]

(3.4.17)

\[
\Gamma_{\tilde{X}_B^0 \rightarrow W^- \ell_i^+} \approx \frac{g_2^2}{32 \pi} \left( \sin \theta_R \left[ \frac{2 g_R M_B L v_u}{M_1 v_R^2} - \epsilon_i + \frac{g_R g_B^2}{2 M_1 \mu} (v_d \epsilon_i + \mu v_L^*) \right] \right) \\
- \cos \theta_R \left[ \frac{g_R g_B^2}{2 M_1 \mu} (v_d \epsilon_i + \mu v_L^*) - \frac{2 g_B L v_u M_R}{M_1 v_R^2} \epsilon_i \right] \frac{M_3^2}{M_W^2} \left( 1 - \frac{M_W^2}{M_{\tilde{X}_B^0}^2} \right)^2 \left( 1 + \frac{M_W^2}{M_{\tilde{X}_B^0}^2} \right),
\]

(3.4.18)
The notation and derivation of these decay rates is outlined in more detail in [31]. We learn that the approximate decay rate for $\tilde{X}_0^0 \to h^0 \nu_i$ has an effective coupling proportional to $g_{22}^2 64 \pi \sin \alpha (\cos^2 \theta_R - \sin^2 \theta_R)^2$. In our theory, $\tan \theta_R = g_{BL}/g_R$ is approximately equal to one. Therefore, $\sin \theta_R \approx \cos \theta_R$, which explains why this channel is subdominant in Bino decays. Furthermore, the expressions for the decay rates of the $\tilde{X}_B^0 \to W^{\mp} \ell_i^\pm$ and the $\tilde{X}_B^0 \to Z^0 \nu_i$ channels contain terms that do not depend on $v_d = 174 \text{ GeV}/(1 + \tan \beta)$. Therefore, we do not observe the suppression of these channels for high $\tan \beta$ values, as is the case for the Wino neutralinos decays presented in [32].

**Decay length**

Knowing the branching ratios of the Bino LSP RPV decay channels does not offer a complete picture of the signals that such particle decays can produce in the detector. We further need to analyze the overall decay length $L$ of the Bino LSP in the frame of the detector, which we define to be

$$L = c \frac{1}{\Gamma}, \quad \Gamma = \sum_{i=1}^{3} \left( \Gamma_{\tilde{X}_B^0 \to Z^0 \nu_i} + \Gamma_{\tilde{X}_B^0 \to W^{\pm} \ell_i^\pm} + \Gamma_{\tilde{X}_B^0 \to h^0 \nu_i} \right). \quad (3.4.20)$$

$L = \frac{\tau}{c}$ is the typical decay length of the Bino. It is conventional at the LSP to divide sparticle decay lengths into four categories. Defining $\tau = \frac{1}{\Gamma}$, these are:

- **Prompt decays**: where finite-lifetime effects are experimentally negligible—that is, they do not impact the efficiency of charged lepton reconstruction used by standard analyses. Prompt decays satisfy: $c \tau < 1 \text{ mm}$.

- **Displaced vertex decays**: where a secondary Bino decay vertex may be identified via charged particle tracking, separate from that of the initial $pp$ interaction. Displaced vertex decays satisfy: $1 \text{ mm} < c \tau < 30 \text{ cm}$. 
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Figure 3.33: Bino neutralino LSP decay length in millimeters, for the normal and inverted hierarchies, summed over the three decay channels. The average decay length $L = c \times \frac{1}{\Gamma}$ decreases for larger values of $M_{\tilde{X}_0^B}$. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. However, the choice of $\theta_{23}$ has no impact on the decay length. The dashed blue line represents the 1 mm decay length, at and below which the decays are “prompt”. Note that 1) both Figures begin at $M_{W^\pm}$ on the left-hand side and 2) there are no points above approximately 2300 GeV. This follows from the fact that, even though the maximum value we obtained for the Bino mass is 2792 GeV, points higher than 2300 GeV are statistically insignificant.

- **Decays within the detector**: but outside the tracking apparatus, where measurements made in the muon system may allow observation of the decay. Decays in the detector, but outside the tracking apparatus satisfy: $30 \text{ cm} < c\tau < 10 \text{ m}$.

- **Detector-stable decays**: where the lifetime is long enough that the only detector signature of the particle is momentum imbalance, that is, “missing energy”. Detector-stable decays satisfy: $10 \text{ m} < c\tau$.

In reality, search strategies focusing on each of these four cases overlap in sensitivity, partly due to the probabilistic variation in lifetimes of the individual particles produced in $pp$ collisions. Dedicated searches for long-lived particles have recently been conducted by the ATLAS and CMS Collaborations, searching for displaced charged-particle vertices [166,167], displaced charged-lepton pairs [135,168], and displaced jets decaying in the ATLAS muon...
spectrometer [169]. ATLAS has also studied the complementarity of searches targeting the production of promptly decaying, long-lived, and stable BSM particles to models predicting a wide range of lifetimes [170]. However, the simplified categorization presented above is sufficient for our analysis, indicating the most promising approaches for searching for long-lived Bino LSPs in a given mass range.

Figure 6 shows that Bino neutralino LSP RPV decays are generally prompt, with the vast majority of decay lengths found to be less than 1 mm. Therefore, the Bino decay products may be identified in conventional collider searches without the need for specialized experimental techniques. We observe that in the case of the inverted hierarchy, the decay lengths are generally smaller, since the values of the RPV couplings are somewhat larger, as explained above.

Recall that the notion of decay length used above involved a sum over all three separate channels. It is, however, of interest to consider the decay length defined for each of the individual decay channels separately—although we continue to sum over the three lepton families. For example, the decay length for $\tilde{X}_B^0 \to Z^0 \nu$ is given by

$$L_{\tilde{X}_B^0 \to Z^0 \nu} = c \times \frac{1}{\sum_{i=1}^{3} \Gamma_{\tilde{X}_B^0 \to Z^0 \nu_i}}.$$  \hspace{1cm} (3.4.21)

In Figure 3.34, the decay length for each of the three decay channels is shown separately. Note that, for both the normal and inverted neutrino hierarchies, the $\tilde{X}_B^0 \to Z^0 \nu$ and $\tilde{X}_B^0 \to W^\pm \ell^\mp$ processes have many more points with decay lengths much shorter than those of the $\tilde{X}_B^0 \to h^0 \nu$ decays. Since the decay rates are inversely proportional to decay length, it follows that Bino LSP RPV decays are predominantly through the $\tilde{X}_B^0 \to Z^0 \nu$ and $\tilde{X}_B^0 \to W^\pm \ell^\mp$ channels, consistent with the results in the previous subsection.

**Lepton family production**

In this subsection, we study the correlation between the electroweak boson and the lepton family emitted in each of the possible Bino decays. For example, to quantify the probability
Figure 3.34: Bino neutralino LSP partial decay length in millimeters, shown for the individual decay channels, for both normal and inverted hierarchies. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. The choice of $\theta_{23}$ has no impact on the decay length. The blue dashed line denotes a decay length of 1 mm, at and below which decays are “prompt”. Note that on the x-axis 1) all Figures begin at $M_W$ on the left-hand side and 2) there are no points above approximately 2300 GeV. This follows from the fact that, even though the maximum value we obtained for the Bino mass is 2792 GeV, points higher than 2300 GeV are statistically insignificant.

to observe an electron $e^\mp$ in the $\tilde{X}_B^0 \rightarrow W^{\pm}e^{\mp}$ process, over a muon $\mu^\mp$ or a tauon $\tau^\mp$, we compute the relative branching fraction

$$\text{Br}_{\tilde{X}_B^0 \rightarrow W^{\pm}e^{\mp}} = \frac{\Gamma_{\tilde{X}_B^0 \rightarrow W^{\pm}e^{\mp}}}{\Gamma_{\tilde{X}_B^0 \rightarrow W^{\pm}e^{\mp}} + \Gamma_{\tilde{X}_B^0 \rightarrow W^{\pm}\mu^{\mp}} + \Gamma_{\tilde{X}_B^0 \rightarrow W^{\pm}\tau^{\mp}}}. \quad (3.4.22)$$

Using this formalism, we proceed to quantify the branching ratios for each of the three
Figure 3.35: Branching ratios into the three lepton families, for each of the three main decay channels of a Bino neutralino LSP. The associated neutrino hierarchy and the value of $\theta_{23}$ is specified by the color of the associated data point.

decay processes $\tilde{X}_B^0 \to W^\pm \ell^\mp$, $\tilde{X}_B^0 \to Z^0 \nu_i$ and $\tilde{X}_B^0 \to h^0 \nu_i$ into their individual lepton families. The results are shown in Figure 3.35. We observe that the $\tilde{X}_B^0 \to W^\pm \ell^\mp$ process has an almost identical statistical distribution for lepton family production as does the Wino chargino decay channel $\tilde{X}_W^\pm \to Z^0 \ell^\pm$ presented in [32]. Additionally, note that in a Bino neutralino decay via $\tilde{X}_B^0 \to h^0 \nu_i$, the decay rate, given in (3.4.19), has a dominant term proportional to the square of $[V_{\text{PMNS}}^\dagger]_{ij} \epsilon_j$. This combination leads to a branching ratio distribution where no $\nu_\tau$ neutrino is produced in the case of an inverted hierarchy and no $\nu_e$ is produced in the case of a normal hierarchy.
3.4.4 Bino Neutralino LSP RPV Decays with Off-Shell $W^\pm$, $Z^0$, $h^0$ Bosons

In Figures 3.30a and 3.30b, we found that the mass of the Bino neutralino LSP can be as low as a few MeV. For small enough masses, the Bino neutralino LSP can no longer decay via the emission of an on-shell boson as shown in Figure 3.31. For example, the process $\tilde{X}_B^0 \rightarrow W^\pm \ell^\mp$ is forbidden if the mass of the Bino neutralino LSP is smaller than the total mass of the $W^\pm$ boson and the accompanying charged lepton. Similarly, the processes $\tilde{X}_B^0 \rightarrow Z^0 \nu$ and $\tilde{X}_B^0 \rightarrow h^0 \nu$ cannot take place for Bino neutralino LSPs lighter than the $Z^0$ and $h^0$ bosons, respectively. However, in such cases the Bino neutralino LSP will still decay via the RPV processes illustrated in Figure 3.36, with intermediate, off-shell $W^\pm$, $Z^0$ and $h^0$ bosons.

Calculation of off-shell decay widths

For Binos lighter than $M_{W^\pm}$, the processes displayed in Figure 3.36 are similar to the familiar case of muon decay $\mu \rightarrow e\bar{\nu}_e\nu_e$. In muon decay, because the momentum transfer is much smaller than the $W^\pm$ mass, the process may be approximated as an effective 4-point interaction, so that the computation of the decay width becomes straightforward. One obtains

$$\Gamma_{\mu \rightarrow e\bar{\nu}_e\nu_e} = \left(\frac{g_2}{\sqrt{2}}\right)^2 \left(\frac{g_2}{\sqrt{2}}\right)^2 \frac{1}{2 \times 192\pi^3} \frac{1}{M_{W^\pm}^5} m_\mu^5. \quad (3.4.23)$$

If that were not the case however, and the mass of the incoming muon was close enough in magnitude to the mass of the off-shell $W^\pm$ bosons, then the low-momentum approximation would not be valid. In general, the decay rate $\Gamma$ is proportional to the coupling strength associated with each vertex, in addition to some dependence on the momentum transfer and the masses of the interacting particles. These contributions can be factorized in the form

$$\Gamma_{\mu \rightarrow e\bar{\nu}_e\nu_e} = \left(\frac{g_2}{\sqrt{2}}\right)^2 \left(\frac{g_2}{\sqrt{2}}\right)^2 F(m_\mu, M_{W^\pm}, m_e, m_{\nu_e}), \quad (3.4.24)$$

where $g_2/\sqrt{2}$ are the couplings at the first and second vertex, and $F(m_\mu, M_{W^\pm}, m_e, m_{\nu_e})$ is a function that only depends on the masses of the particles involved and the width of the
Figure 3.36: RPV decays of an $M_{\tilde{X}^0_B} < M_{W^\pm}$ Bino neutralino $\tilde{X}^0_B$ via off-shell $W^\pm$, $Z^0$ and $h^0$ bosons, each with three possible channels $i = 1, 2, 3$. The $W^\pm$ and $Z^0$ bosons may decay to fermion-antifermion pairs, while bosonic decays are also possible in the case of the Higgs. In these Figures, $f'$ represents a generic fermionic state, whereas $f$ represents a possible fermion or boson decay product.

intermediate $W^\pm$ boson. The expression is obtained after integrating over the momenta of the final particle states. For example, when the mass of the incoming muon is much smaller than the width of the $W^\pm$ boson (4-point interaction approximation), the function $F$ in (3.4.24) is given by

$$F = \frac{1}{2 \times 192\pi^3} \frac{1}{M_{W^\pm}^4 m^5_{\mu}},$$

thus explaining expression (3.4.23). Returning to our case, the incoming decaying Binos have large masses, close in magnitude to the width of the intermediate off-shell bosons, $W^\pm$, $Z^0$ or $h^0$, depending on the type of decay. We therefore expect the decay widths to factorize into expressions similar to equation (3.4.24). For example, the decay width of the
process \( \tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f \) is

\[
\Gamma_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f} = G_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i}^2 F_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f} (M_{\tilde{X}_B^0}, M_{Z^0}, m_f, m_{\nu_i}),
\] (3.4.26)

where \( G_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i}^2 \) is the squared RPV coupling from the Bino decay vertex, \( g_f^2 = g_L^2 + g_R^2 \) is the squared coupling of the \( Z^0 \) boson to \( \bar{f} f \) after EW breaking, and \( F_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f} (M_{\tilde{X}_B^0}, M_{Z^0}, m_f, m_{\nu_i}) \) is a function which only depends on the masses of the particles involved and the width of the intermediate \( Z^0 \) boson. Note that \( F_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f} (M_{\tilde{X}_B^0}, M_{Z^0}, m_f, m_{\nu_i}) \) could, in principle, differ from the function \( F \) in (3.4.24), because the \( W^- (W^+) \) boson in the muon decay only couples to the left-handed (right-handed) fermionic states, while the \( Z^0 \) boson in the Bino decay \( \tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f \) couples to both left-handed and right-handed fermionic states. However, when the masses of the final particles are much smaller than the masses of the incoming muon or Bino and the width of the intermediate bosons, we can drop the dependence on the masses of the final particles from the \( F \) functions. Hence, in this limit, the functional form for the \( F \) function for the \( \tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f \) decay becomes identical to the \( F \) function of muon decay. Furthermore, we show that these \( F \) functions are the same for all Bino processes of interest. That is, when \( m_f, m_{f'} \ll M_{B^0}, M_{W^\pm}, M_{Z^0}, M_{H^0} \), we have

\[
F_{\tilde{X}_B^0 \xrightarrow{W^\pm} \nu_i f} = F_{\tilde{X}_B^0 \xrightarrow{Z^0} \nu_i f} = F_{\tilde{X}_B^0 \xrightarrow{H^0} \nu_i f} = F \] (3.4.27)

with \( F \) given in (3.4.24) where the small masses \( m_e \) and \( m_{\nu_e} \) are dropped.

For the Bino decay channels, such as in (3.4.26), analytical calculations of the \( F \) functions are non-trivial. Therefore, in this analysis, we will compute these functions numerically. The mass dependence of the Bino decays are calculated using the MADGRAPH5_AMC@NLO 2.6.4 Monte Carlo event generation program (MG5_AMC@NLO) [171], to leading order accuracy in the QCD coupling constant. This is where the equality in eq. (3.4.27) becomes useful. Standard Model particle masses and widths are configurable parameters, allowing the kinematic dependence of Bino decay widths to be extracted from a modified calculation.
Figure 3.37: The Feynman diagram of a $\mu^\pm$ lepton decay (left) has a similar structure to that of a Bino LSP decay (right). We use this similarity to compute the decay rates of a Bino LSP via off-shell bosons, using the Madgraph software.

of the SM muon decay process $\mu \rightarrow e \bar{\nu}_e \nu_\mu$ shown in Figure 3.37. The particle test masses in the MG5\_AMC@NLO calculation (denoted, henceforth, as $\hat{m}_\mu, \hat{m}_\nu$, and so on) can be set to match those of the desired process. As an example, the dependence of the decay $\tilde{X}_B^0 \rightarrow \nu_i Z^0$, $Z^0 \rightarrow \bar{e} e$—shown in Figure 3.37b—on $M_{\tilde{X}_B^0}$ may be extracted by calculating the dependence of the decay $\mu \rightarrow e \bar{\nu}_e \nu_\mu$ on the $\mu$ mass. Up to differences in couplings, this is accomplished by setting $\hat{\Gamma}_{W^\pm} = \Gamma_{Z^0}$, $\hat{M}_{W^\pm} = M_{Z^0}$ in the calculation. This method is used to calculate the partial widths for each of the Bino decays via $W^\pm$, $Z^0$, and $h^0$ bosons, taking into account masses for all products of the three-body decays.

Returning to the decay rate (3.4.26), we define

$$ F(M_{\tilde{X}_B^0}, M_{Z^0}) = \frac{1}{g_2^2} \sum_f g_f^2 F(M_{\tilde{X}_B^0}, M_{Z^0}), \quad (3.4.28) $$

where the sum is over all possible decays of the $Z^0$ to fermion-antifermion pairs $\bar{f}f$. Note we dropped the dependence of $F$ on $m_f$, since we consider the masses of the final states negligible. We choose to normalize $F$ by dividing by $g_2^2$, where $g_2$ is the $SU(2)_L$ gauge coupling. Defining the process $\tilde{X}_B^0 \rightarrow \nu_i Z^0\rightarrow \bar{e} e$—shown in Figure 3.37b—to be $\tilde{X}_B^0 \rightarrow \nu_i \bar{f}f$ summed over the final
Figure 3.38: Mass functions $\mathcal{F}(M_{\tilde{X}_B^0})$ defined analogously to (3.4.28), after summing over all final states from the electroweak boson decays. Each function shows the dependence of the corresponding partial decay width on the mass of the decaying Bino LSP. Note the rapid increase of each function as the LSP mass approaches, and then surpasses, the mass of the associated electroweak boson. For higher LSP mass, the decay can now proceed via an intermediate on-shell boson. For example, $d\mathcal{F}(M_{\tilde{X}_B^0}, M_{h^0})/dM_{\tilde{X}_B^0}$ increases rapidly near 125 GeV (the mass of the $h^0$ boson). Note that it is a more dramatic effect than in the case of the $W^\pm$ and $Z^0$ bosons, due to the fact that $\Gamma_{h^0} \ll \Gamma_{W^\pm}, \Gamma_{Z^0}$.

States $\bar{f}$ and $f$, it follows that the associated decay rate is given by

$$
\Gamma_{\tilde{X}_B^0 \rightarrow Z^0 \nu_i} = g^2_{\tilde{X}_B^0 \rightarrow Z^0 \nu_i} g^2 \mathcal{F}(M_{\tilde{X}_B^0}, M_{Z^0}).
$$

(3.4.29)

Similar definitions apply to decays which involve off-shell $W^\pm$ and $h^0$ bosons. Figure 3.38 shows the mass functions for all Bino decays, which are calculated using MG5_AMC@NLO and were defined analogously to (3.4.28).
Lifetime of a light Bino LSP

In this section, we study whether light Bino neutralino LSPs can RPV decay promptly since their decays proceed only through off-shell bosons. We will compute these decay rates, summing over the partial widths of all possible final states produced. We use the mass functions $F$ shown in Figure 3.38. The decay width of the Bino LSPs lighter than the EW scale is

$$
\Gamma_{\tilde{X}_B^0} = \sum_i \sum_f \frac{\Gamma_{\tilde{X}_B^0 \to W^+ f}}{\Gamma_{\tilde{X}_B^0}} + \sum_i \sum_f \frac{\Gamma_{\tilde{X}_B^0 \to Z^0 f}}{\Gamma_{\tilde{X}_B^0}} + \sum_i \sum_f \frac{\Gamma_{\tilde{X}_B^0 \to h^0 f}}{\Gamma_{\tilde{X}_B^0}}
$$

$$
= \sum_i g_{\tilde{X}_B^0 \to W^+ f}^2 \frac{F(M_{\tilde{X}_B^0}, M_{W^+})}{\Gamma_{\tilde{X}_B^0}} + \sum_i g_{\tilde{X}_B^0 \to Z^0 f}^2 \frac{F(M_{\tilde{X}_B^0}, M_{Z^0})}{\Gamma_{\tilde{X}_B^0}} + \sum_i g_{\tilde{X}_B^0 \to h^0 f}^2 \frac{F(M_{\tilde{X}_B^0}, M_{h^0})}{\Gamma_{\tilde{X}_B^0}}.
$$

(3.4.30)

The decay lengths of the Bino LSPs,

$$
L = \frac{c}{\Gamma_{\tilde{X}_B^0}},
$$

(3.4.31)

are calculated for both the normal and inverted hierarchy scenarios and shown in Figure 3.39. Prompt decays ($L < 1\text{mm}$) are possible for Bino neutralino LSP masses as low as about 50 GeV, in both the normal and the inverted hierarchy scenarios. However, such Bino LSPs are most likely to decay with significant displacement from the production vertex, though still within the typical LHC detector volume. Bino LSPs with masses in the range from about 50 GeV to 20 GeV do not exhibit prompt decays, but can still decay with displaced vertices in the detector. Bino LSPs with very low masses (roughly $< 20$ GeV) may be stable on the scale of LHC detectors. Conventional “missing-energy” searches should have some sensitivity to these models, while ambitious next-generation experiments [172] may offer the possibility for direct detection of displaced decays.

Note that Figure 3.39 displays the decay lengths strictly for Bino LSPs lighter than $M_{W^\pm}$, which can only decay via off-shell processes. However, decays via on-shell $Z^0$ bosons become
Figure 3.39: Bino neutralino LSP RPV decay lengths, summed over all three channels, for Bino masses lighter than the $W^\pm$ and, hence, which can only decay through an off-shell boson. The results are in millimeters, for the normal and inverted hierarchies. The average decay length $L = c \times \frac{1}{\Gamma}$ increases for smaller values of $M_{\tilde{X}_0^0}$. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy to display the results. At and below the blue dashed line ($c\tau = 1$ mm), the decays are considered prompt. The red dashed line ($c\tau = 30$ cm) denotes the largest decay lengths that may be measured via displaced vertices.

forbidden even earlier; that is, for Bino LSPs lighter than $M_{Z^0}$. Similarly, Bino LSPs with masses smaller than $M_{h^0}$ cannot decay through an on-shell Higgs bosons. Therefore, Bino LSPs with masses in the interval between $M_{W^\pm}$ and $M_{h^0}$ could possibly, for example, decay via both on-shell $W^\pm$ bosons and off-shell $Z^0$, $h^0$ bosons. In this region, decays via off-shell $Z^0$, $h^0$ bosons are strongly suppressed in general compared to the decays via the on-shell $W^\pm$ bosons. The effect of this suppression is seen in Figure 3.38. For decays via the $W^\pm$ boson, the red curve drops about two orders of magnitude when we move from the on-shell region, where the mass of the incoming Bino is larger than $M_{W^\pm}$, to the off-shell one, where the mass of the incoming Bino is smaller than $M_{W^\pm}$. A similar drop in magnitude occurs in the green line for decays via an on-shell versus an off-shell $Z^0$ boson. Even more pronounced is the drop from the on-shell to the off-shell region, approximately four orders of magnitude,
Figure 3.40: Bino neutralino LSP partial decay lengths in millimeters, for individual decay channels, for both normal and inverted hierarchies. Widths are calculated for Bino masses when all decays must proceed through intermediate off-shell bosons. We have chosen $\theta_{23} = 0.597$ for the normal neutrino hierarchy and $\theta_{23} = 0.529$ for the inverted hierarchy. At and below the blue dashed line ($c\tau = 1$ mm), the decays are considered prompt. The red dashed line ($c\tau = 30$ cm) denotes the largest decay lengths that may be measured via displaced vertices.

for the decays via a Higgs boson—the black curve in Figure 3.38. It follows that for a Bino LSP mass above $M_{W^\pm}$, but below $M_{Z^0}$ and $M_{h^0}$, the size of the $F$ functions for $Z^0$, $h^0$ are significantly suppressed relative to $F$ for the $W^\pm$. Hence, in this mass regime, the decay rate of the Bino LSP is dominated by decay via an on-shell $W^\pm$; the decay rates for the off-shell $Z^0$ and, particularly, the off-shell $h^0$ being suppressed. Note that in all three cases the transition interval from on-shell to off-shell bosons is narrow, of order $\approx 10$ GeV.

Considering the relatively narrow transitions between the on-shell to the off-shell regions
for all decay channels and the strong suppression of the off-shell processes, we neglect
the off-shell decays via the $Z^0$ and $h^0$ bosons when decays via on-shell $W^\pm$ bosons are
possible. Figure 3.33, which takes into account only processes that occur via on-shell bosons,
provides accurate estimates for the summed decay lengths of all Binos heavier than $M_{W^\pm}$.
Figure 3.39, which presents the summed decay lengths for all Bino LSPs lighter than $M_{W^\pm}$,
completes the decay width analysis.

**Branching ratios of the Bino LSP RPV decays**

For Bino LSPs masses smaller that the mass of $W^\pm$, there is a wide range that could lead
to visible signatures in LHC detectors– despite decaying via off-shell bosons. Therefore,
we separately analyze each of the decay channels, to determine the dominant decay modes.
To mimic the analysis undertaken in Section 2, we classify the Bino neutralino decays into
three categories, depending on which off-shell boson, $W^\pm$, $Z^0$ or $h^0$, the Bino neutralino
LSP decays into. For each category, we compute the decay rates by summing over the
three lepton families produced in the Bino decay and over all final-state particles associated
with the electroweak boson decay. For example, the partial decay length $L$ of a Bino LSP
associated with decays through an off-shell $Z^0$ boson is

$$L_{\tilde{X}_B^0 \to \nu} = \frac{c}{\Gamma_{\tilde{X}_B^0 \to \nu}}, \quad \text{where} \quad \Gamma_{\tilde{X}_B^0 \to \nu} = \sum_i \sum_f \Gamma_{\tilde{X}_B^0 \to \nu_i \bar{f} f} \quad (3.4.32)$$

The results are shown in Figure 3.40. We learn that Bino LSPs lighter than $M_{W^\pm}$ decay
mainly via $W^\pm$ and $Z^0$ bosons, with decays proceeding via off-shell Higgs being completely
negligible. It is also important to note that for Bino masses below approximately 20 GeV,
all three channels have decay lengths larger than 30 cm–that is, are longer than displaced
vertices–and, hence, are essentially stable within the ATLAS detector. This is consistent
with our previous observation from Figure 3.39.

In Figure 3.41, we analyze the branching ratios of the three main decay channels of
these light Bino LSPs. We group the light Bino LSPs into three mass bins and four tan $\beta$
Figure 3.41: Branching ratios for the three possible decay channels of a Bino neutralino LSP divided over three mass bins and four $\tan \beta$ regions. We studied the viable points for Bino LSPs with masses smaller than the mass of the $W^\pm$ bosons but larger than 20 GeV. The colored horizontal lines inside the boxes indicate the median values of the branching fraction in each bin, the boxes indicate the interquartile range, while the dashed error bars show the range between the maximum and the minimum values of the branching fractions. The case percentage indicate what percentage of the physical mass spectra have $\tan \beta$ values within the range indicated. We assumed a normal neutrino hierarchy, with $\theta_{23} = 0.597$. Note that the branching ratios via an off-shell $h^0$, while non-vanishing, are of order $10^{-3}$ and smaller and, hence, too small to appear in the Figure.
bins, as we did for the heavier Bino LSPs in Figure 3.32. For consistency, we keep the same binning for the \( \tan \beta \) parameter, and choose evenly spaced mass bins

\[
[20 \text{ GeV}, 40 \text{ GeV}], \quad [40 \text{ GeV}, 60 \text{ GeV}], \quad [60 \text{ GeV}, M_{W^\pm}].
\] (3.4.33)

Note that, as discussed above, the decay lengths for Bino LSP masses below 20 GeV are all generally very large and outside the detector. We therefore don’t consider Bino masses smaller than 20 GeV in our analysis. We learn that Bino LSPs decay mainly via an off-shell \( Z^0 \) boson independent of mass. This type of decay is usually at least four times more probable than decays via off-shell \( W^\pm \) bosons. Decays via off-shell Higgs, although non-vanishing, are significantly suppressed and thus not likely to be observed. Variations in \( \tan \beta \) do not significantly affect the Bino LSP branching fractions.

**Experimental signatures of off-shell Bino LSP decays**

So far, we have seen that Bino LSPs as light as 20 GeV may be detected at the LHC if they decay via \( W^\pm \) or \( Z^0 \) bosons. In this subsection, we analyze the experimental signature of such decays in the detector. That is, we compute two sets of branching ratios: one corresponding to the family of the lepton produced at the RPV vertex and another for the decay products of the electroweak boson.

Note that our analysis of the Bino LSPs decays when they are lighter than the electroweak vector bosons differs slightly from our approach in Section 4, where we studied the RPV decays of the Bino LSPs heavier than the electroweak scale. In Section 4, we only considered the vertices shown in Figure 3.31, in which the Bino decays into an on-shell boson and a lepton via RPV couplings. The physical boson that is produced would further decay into pairs of final states \( \bar{f} \) and \( f \). However, we did not discuss such decays, since these standard model processes are well-known. Hence, we limited ourselves to analyzing the statistical distributions for the families of the leptons produced at the RPV vertex only.

However, for decays via off-shell bosons, we need to consider the full diagrams shown in Figure 3.36; that is, including the RPV vertex, the off-shell boson propagator and the vertex
in which the final states $\bar{f}$ and $f$ are produced. Equation (3.4.26) shows that the decay rate for each such individual process is proportional to the RPV coupling, the $g_f$ coupling and a function $F$ which depends on the masses of the initial, intermediate and final states. The final states $\bar{f}$ and $f$ at the second vertex and the lepton produced at the first vertex are interconnected through the function $F$, obtained after integrating over the momenta of all the final and initial states. An unified treatment for the branching fractions at the first and second vertices would be very complicated, as it would involve counting all possible combinations of decay products at these vertices. However, in the physical regime that we are working in, that is, for incoming Binos heavier than 20 GeV, a simplifying assumption can be made. Because the final decay products are much lighter than the incoming Bino, the function $F$ has a weak dependence on the masses of these final states. Therefore, the two sets of branching ratios depend mainly on the value of the coupling at each vertex and become independent of each other. We will now explain how accurate this assumption is and what sets of branching fractions we expect at each of the two vertices.

First, we analyze the distributions of the branching ratios to different lepton families at the RPV vertex. In Figure 3.35, we have shown the results of a similar study, but in the case of heavy Bino LSPs that could decay via on-shell bosons. When repeating the computation for light Bino LSPs with masses in the detectable interval from 20 GeV to $M_{W^\pm}$, we obtain statistically identical distributions to those shown in Figure 3.35. The similarity between the distributions in the off-shell and the on-shell regime is expected. The reason is that when calculating the branching fractions at the RPV vertex in the off-shell decay regime for a fixed pair of final states at the second vertex, the $F$ functions and the couplings at the second vertex are divided out. The cancellation is possible because the $F$ functions show no dependence on the family of the lepton produced at the first vertex. Therefore, the generation of leptons produced at the first vertex depends on the RPV breaking parameters $\epsilon_i$ and $v_{L_i}$ only, just as in the on-shell decay regime. This result is independent of the nature of the particles $f$ produced at the second vertex. Furthermore, the relative sizes of the RPV breaking parameters do not depend on the Bino mass and, therefore, the branching fraction
distributions at the first vertex are identical to those in Figure 3.35.

Secondly, we compute the expected branching ratios to different pairs of final states \( \bar{f} \) and \( f \) at the second vertex. This time, we fix the family of the lepton produced at the first vertex. The RPV couplings from the first vertex are divided out. The \( F \) functions do not depend on the family of the lepton produced at the first vertex. Hence, the set of branching ratios to final states \( \bar{f} \) and \( f \) at the second vertex is independent of the nature of the lepton at the first vertex. Note that when we computed the branching ratios at the first vertex for a fixed pair of final states \( \bar{f} \) and \( f \), we divided out the \( F \) functions as well, because they showed no dependence on the lepton family. However, the \( F \) functions depend on the heavier pair of states \( \bar{f} \) and \( f \), although weakly. If this was not the case, we would simply recover the same branching fractions at the second vertex as those calculated for physical \( W^\pm \), \( Z^0 \) and \( h^0 \) bosons, existent in the standard model literature. Although the effect is weak, these branching fractions at the second vertex differ from their on-shell values, especially for the lightest Bino LSPs. As the mass \( M_{\tilde{X}_B^0} \) of the incoming Bino is taken to be lighter, it becomes comparable to some of the masses of the \( W^\pm \) and \( Z^0 \) decay products. Hence, the decays to these final states \( \bar{f} \) and \( f \) get more and more suppressed. To illustrate this effect, in Tables 3.4 and 3.5 we compare the relative fractions for each of the electroweak boson decays, for Bino LSP masses of 30 GeV and 60 GeV. For comparison, in the columns labelled \( M_{\tilde{X}_B^0} > M_{Z^0} \) and \( M_{\tilde{X}_B^0} > M_{h^0} \) of Tables 3.4 and 3.5 respectively, we show the SM branching fractions calculated for on-shell \( Z^0 \) and \( h^0 \).

For Bino LSP decays via \( Z^0 \) bosons, shown in Table 3.4, the partial widths corresponding to quark-antiquark pairs are somewhat suppressed relative to the SM decays. This is most apparent in the decays to \( b\bar{b} \), but this suppression also occurs in the widths corresponding to charm and tau decays, but to a lesser degree. For decays via \( W^\pm \) bosons, all final state particles are light enough that the impact of the Bino LSP mass on the relative branching fractions is negligible for the considered mass range, so a dedicated Table is not presented. Bino LSP decays via the Higgs boson are very rare, as discussed above. However, the relative branching fractions of these processes are given in Table 3.5, to compare the importance
Table 3.4: Branching fractions for decays of the virtual $Z^0$ boson for the $Z^0 \to f\bar{f}$ process for several values of the $\tilde{X}^0_B$ mass. The reference values for on-shell $Z^0$ decays ($M_{\tilde{X}^0_B} > M_{Z^0}$) are taken from the Particle Data Group recommendations [2].

Experimental outlook

These findings demonstrate that the Bino LSP is a viable candidate for direct detection at the LHC across a wide range of masses. For very low masses of the Bino LSP, the existing search program for $R$-parity conserving SUSY scenarios should be sensitive to final states with this new “detector-stable” particle. Such searches may also be sensitive in the case of prompt Bino LSP decays to neutrinos (that is, $\tilde{X}^0_B \to Z^0\nu$ and $\tilde{X}^0_B \to h^0\nu$). Generally, a diverse set of searches for $R$-parity violating decays using prompt objects should also be pursued. In particular, maximal sensitivity could be obtained by taking advantage of the unconventional signatures produced in Bino LSP decays, such as $W^\pm$-lepton resonances. Finally, the calculated distribution of possible lifetimes makes it abundantly clear that searches for displaced leptons and jets are an invaluable tool, particularly when the Bino LSP is lighter than the $W^\pm$ boson.

The Bino presents an attractive candidate to the experimentalist, as it is by far the most prevalent LSP in the space of models considered in the present analysis. As has been shown,
Table 3.5: Branching fractions for decays of the virtual Higgs boson for the $h^0 \rightarrow \bar{f}f$ process for several values of the $\tilde{X}_B^0$ mass. These values are adapted from the Higgs branching fractions presented as a function of mass, published by the CERN LHC Higgs Yellow Report [3]. Decay modes which contribute $< 0.01\%$ for all values of the Bino LSP mass are suppressed.

it may also be arbitrarily lighter than the soft SUSY breaking scale, due to cancelling contributions from unrelated soft mass terms. On the other hand, pure Bino pairs cannot be produced directly from SM particle decays, so that experimental prospects will in general depend on the detailed spectrum of heavier SUSY particles. However, this makes the prediction of a long-lived Bino LSP intriguing, as it is a process with no SM background. This enables Bino LSP searches to be conducted without regard to the potentially complicated mechanism responsible for their production. Hence, searches for displaced leptons and jets (independent of other activity in the detector) present a completely orthogonal method of probing otherwise challenging spectra of sparticle masses.

3.4.5 Conclusion

In this study, using the formalism developed in [31, 46], we have shown that the Bino neutralino is the most prevalent LSP of the $B−L$ MSSM. An accurate approximation to its mass formula is presented and compared to the mass formula for both Wino charginos and Wino neutralinos, that were discussed in detail in the previous section. It is shown that, whereas the Wino LSP masses must always exceed the $W^±$ electroweak boson mass, the
mass of the Bino neutralino LSP, while generically also larger than $M_{W^\pm}$, can be smaller than this scale—although such “light” Binos are less prevalent. The mass spectrum for the Bino neutralino LSP is displayed. We have shown, however, that for sufficient “fine-tuning” its mass can actually become vanishly small.

We then proceed to analyze the decays channels, decay rates/lengths and branching ratios for the RPV decays of Bino neutralino LSPs in the $B-L$ MSSM. This analysis, following the above comments, naturally breaks into two different parts: a) for the Bino neutralino mass $M_{\tilde{X}_B^0} > M_{W^\pm}$ and b) for $M_{\tilde{X}_B^0} < M_{W^\pm}$. Since the Bino neutralino mass can be made arbitrarily small by fine-tuning, we put a lower bound of 20 GeV on its mass for two reasons—1) since below that value the degree of fine-tuning increases dramatically and 2) when $M_{\tilde{X}_B^0} < 20$ GeV its decay length becomes very large, outside the range of the ATLAS detector. The mass of the Bino neutralino LSP has an important impact on its RPV decays. For $M_{\tilde{X}_B^0} > M_{W^\pm}$, it can always directly decay to a lepton and at least one, and perhaps each, of the three on-shell $W^\pm, Z^0$ and $h^0$ bosons. In this regime, we compute the branching ratios for each boson decay channel. The associated decay lengths are also presented, both summing over all three decay channels and for each channel independently. A discussion of whether the decays are “prompt”, occur as “displaced vertices” or are longer is given. We also analyze the branching fractions for each boson channel into individual leptons. Finally, the relationship of the decay lengths and the individual branching fractions to the neutrino mass hierarchy—both normal and inverted, is discussed in detail.

For Bino neutralino LSPs with mass in the range $[20 \text{ GeV}, M_{W^\pm}]$, the RPV decays must occur via one of three off-shell $W^\pm, Z^0$ and $h^0$ bosons. The analysis of decays channels, decay rates/lengths and branching ratios for these RPV off-shell processes is much more computationally involved. Our method of calculation is presented and used to compute the same quantities as in the on-shell case. The fact that the intermediate bosons are off-shell significantly lowers the decay rates—and, hence, there are fewer prompt decays in this category, most lengths being at least displaced vertices and much larger. However, the effect of the type of neutrino hierarchy does not greatly change from the previous analysis. The
branching fractions to a specific lepton at the first RPV vertex is almost unchanged from the heavy Bino case. However, the analysis of the decay products arising from the decay of the off-shell boson does somewhat change. The branching fractions for these decays are analyzed separately.

We conclude that for an LSP Bino neutralino in the $B - L$ MSSM there is, regardless of its mass, a significant chance that its RPV decays through various specified channels can be observed in the run 2 data at the LHC. If discovered, the theoretical predictions presented here could be a first discovery of possible $N = 1$ supersymmetry in nature and, secondly, partially validate the specific $B - L$ MSSM theory.
Appendices
Appendix A

4D Anomaly Cancellation Mechanism

At lowest order in string coupling, the bosonic part of the string frame Lagrangian takes the following form \[9,65\]

\[
S_{\text{het}} = \frac{1}{2\kappa_1^2} \int_{M_{10}} e^{-2\phi} \left[ R + 4d\phi \wedge *\phi - \frac{1}{2} H \wedge *H \right] - \frac{1}{2\kappa_{10}^2} \frac{\alpha'}{4} \int_{M_{10}} e^{-2\phi} \text{tr}(\mathcal{F}_1 \wedge *\mathcal{F}_1) + e^{-2\phi} \text{tr}(\mathcal{F}_2 \wedge *\mathcal{F}_2). \tag{A.0.1}
\]

In the above action, \(\phi\) is the 10D dilaton, \(\mathcal{F}_1 = dA_1 - i A_1 \wedge A_1\) is the field strength on the observable sector, \(\mathcal{F}_2 = dA_2 - i A_2 \wedge A_2\) is the field strength on the hidden sector and \(H\) is the heterotic three-form strength

\[
H = dB^{(2)} - \frac{\alpha'}{4} (\omega_{YM} - \omega_L). \tag{A.0.2}
\]

\(B^{(2)}\) is the Kalb-Ramond two-form. \(\omega_{YM}\) and \(\omega_L\) are the Chern-Simons three-forms defined in terms of the gauge potentials \(A_1, A_2\) and the spin connection \(\Omega\) by

\[
d\omega_{YM} = \text{tr}\mathcal{F}_1^2 + \text{tr}\mathcal{F}_2^2, \tag{A.0.3}
\]

\[
d\omega_L = \text{tr}R^2.
\]
From the kinetic term of the three-form $H$ in (A.0.1), that is

$$S_{\text{kin}} = -\frac{1}{4\kappa_{10}^2} \int_{\mathcal{M}_{10}} e^{-2\phi_{10}} H \wedge \star H,$$

we obtain

$$S_{\text{kin}} = -\frac{1}{4\kappa_{10}^2} \int_{\mathcal{M}_{10}} e^{-2\phi_{10}} dB^{(2)} \wedge \star dB^{(2)}$$

$$+ \frac{\alpha'}{8\kappa_{10}^2} \int_{\mathcal{M}_{10}} (\text{tr} F_1^2 + \text{tr} F_2^2 - \text{tr} R^2) \wedge B^{(6)} + \mathcal{O}(\alpha'^2).$$

To obtain the result above we have used integration by parts and the duality

$$dB^{(6)} = e^{-2\phi_{10}} \star_{10} dB^{(2)},$$

which relates the Kalb-Ramond two form $B^{(2)}$ to a six-form $B^{(6)}$.

Let us now assume that on the 6D compactification manifold of each sector we turn on a bundle with structure group $G^{(\alpha)}$, $\alpha = 1, 2$, such that the unbroken gauge group in 4D is $H^{(\alpha)}$. We can then write the ten-dimensional gauge field strengths $F^{\alpha}$, as $F^{\alpha} \equiv F^{\alpha} + \bar{F}^{\alpha}$, where $F^{\alpha}$ is the external four dimensional part taking values in the low energy gauge group $H^{(\alpha)}$ and $\bar{F}^{\alpha}$ denotes the internal six-dimensional part, which takes values in the structure group $G^{(\alpha)}$ of the bundle. We do a similar decomposition for the gauge potentials $A^{\alpha} = A^{\alpha} + \bar{A}^{\alpha}$. In the present work, we turn on a non-abelian bundle $G^{(1)}$ on the observable sector, leading to a low energy group $H^{(1)}$ in four dimensions. However, on the hidden sector, we turn on a $G^{(2)}$ bundle which contains a $U(1)$ sub-bundle. Note that there is a $U(1)$ factor in both the internal structure group of the hidden sector bundle, and in its effective theory. This type of $U(1)$ factor leads to an anomaly in the effective theory which is canceled via the four dimensional equivalent of the well-known ten dimensional Green-Schwarz mechanism [64]. Such a $U(1)$ is called an “anomalous” $U(1)$ [65,70,173,174]. We denote by $f$ the $U(1)$ field strength associated to the $U(1)$ gauge connection from the low energy theory on the hidden sector, and by $\bar{f}$ the internal $U(1)$ field strength.
Now note that the second term in (A.0.5) can be expressed as

\[ \frac{\alpha'}{8\kappa_{10}^2} \int_{\mathcal{M}_{10}} (\text{tr} F_1^2 + \text{tr} F_2^2 - \text{tr} R^2) \wedge B^{(6)} \]

\[ = \frac{\alpha'}{8\kappa_{10}^2} \int_{\mathcal{M}_{10}} (\text{tr} F_1^2 + \text{tr} F_1^2 + 2\text{tr} (F_1 F_1) + \text{tr} F_2^2 + \text{tr} F_2^2 + 2\text{tr} (F_2 F_2) - \text{tr} R^2) \wedge B^{(6)} . \]  

(A.0.7)

On the observable sector \( \text{tr}(F_1 F_1) \) vanishes, because the non-abelian group \( G^{(1)} \) and its commutant do not share any generators of \( E_8 \). On the other hand, on the hidden sector, because of the presence of the “anomalous” \( U(1) \), we get

\[ \text{tr}(F_2 F_2) = (\text{tr} Q^2) f \wedge \bar{f} \neq 0 \equiv 4af \wedge \bar{f} , \]  

(A.0.8)

where \( Q \) is the \( E_8 \) generator that the \( U(1) \) bundle and the low energy \( U(1) \) connection share. Keeping this cross-term only, we then find

\[ S_{\text{kin}} = -\frac{1}{4\kappa_{10}^2} \int_{\mathcal{M}_{10}} e^{-2\phi_{10}} H \wedge *H \]

\[ \supset -\frac{1}{4\kappa_{10}^2} \int_{\mathcal{M}_{10}} e^{-2\phi_{10}} dB^{(2)} \wedge *d B^{(2)} + \frac{\alpha'}{8\kappa_{10}^2} \int_{\mathcal{M}_{10}} 8a (f \wedge \bar{f}) \wedge B^{(6)} . \]  

(A.0.9)

We will consider the compactification manifold is a Calabi-Yau (CY) threefold \( X \). For the purpose of reducing from 10D to 4D, by integrating over the Calabi-Yau \( X \), it is convenient to use a basis of Kähler \((1,1)\)-forms \( \omega_i, i = 1, \ldots, h^{1,1} \) and their Hodge duals \( \hat{\omega}^j \) such that

\[ \int_X \omega_i \wedge \hat{\omega}^j = \delta_i^j . \]  

(A.0.10)

Following [71] (see also [11,175]) we reduce the first term in the sum shown in (A.0.9) from 10D to 4D leads to the kinetic terms of the dilaton axion \( \sigma \) and of the Kähler axions \( \chi^i \), given by

\[ S_{\text{kin}} \supset - \int_{M_4} \left( g_{SS} d\sigma \wedge *d\sigma + 4g_{ij}^T d\chi^i \wedge *d\chi^j \right) , \]  

(A.0.11)
where

\[ \kappa_2^2 g_{SS} = \frac{1}{4V^2}, \]
\[ \kappa_2^2 g_{Tj} = - \frac{2}{3} \frac{d_{ijk} t^k}{d_{ijk} t^i t^k} + \frac{d_{ijk} t^k t^i t^k}{(2/3)^2 (d_{ijk} t^i t^j t^k)^2}. \]  (A.0.12)

are the dilaton and Kähler moduli metrics, respectively.

Furthermore, dimensionally reducing the second term in the sum in (A.0.9) leads to a coupling between the Kähler axions and the \( U(1) \) gauge field \( A^\mu \), given by

\[ S_{\text{kin}} \subset \int_{M_4} 8a \epsilon_S c R^2 g_{Tj} \chi^i (L) \wedge d \star_4 A. \]  (A.0.13)

Note that this coupling cannot exist unless the hidden sector contains an anomalous \( U(1) \).

In the following, we will show that we can also find a coupling between the dilaton axion \( \sigma \) and the \( U(1) \) vector field in 4D, which, however, has a different origin inside the 10D theory.

It is well known that the heterotic 10D theory exhibits gravitational, gauge and mixed gauge-gravitational anomalies resulting from anomalous hexagon diagrams at one-loop in string perturbation theory. Non-factorisable anomalies vanish by themselves and the factorizable ones are canceled by adding a one-loop counter term. The Green-Schwarz anomaly canceling one-loop counter term is given by

\[ S_{\text{GS}} = \frac{1}{48(2\pi)^5 \alpha'} \int_{M_{10}} B^{(2)} \wedge X_8, \]  (A.0.14)

where the eight-form \( X_8 \) defined as

\[ X_8 = \frac{1}{4} (\text{tr} F_1^2)^2 + \frac{1}{4} (\text{tr} F_2^2)^2 - \frac{1}{4} (\text{tr} F_1^2)(\text{tr} F_2^2) \]
\[ - \frac{1}{8} (\text{tr} F_1^2 + \text{tr} F_2^2)(\text{tr} R^2) + \frac{1}{8} \text{tr} R^4 + \frac{1}{32}(\text{tr} R^2)^2. \]  (A.0.15)

As shown in [55], splitting further each field strength into its internal and low-energy parts,
one can find that the Green-Schwarz term contains a term of the type

\[ S_{GS} \supset 2 \sum_{\alpha=1}^{2} \frac{1}{4(2\pi)^3 \alpha'} \int_{\mathcal{M}_{10}} B^{(2)} \wedge \text{tr}(F_\alpha \tilde{F}_\alpha) \left[ \frac{1}{4(2\pi)^2} \left( \text{tr}\tilde{F}_\alpha^2 - \frac{1}{2} \text{tr}\tilde{R}^2 \right) \right], \]  

(A.0.16)

where the sum runs over the observable and the hidden sectors. We have already explained that for our observable sector, \( \text{tr}(F_1 \tilde{F}_1) \) vanishes, while on the hidden sector, which contains an anomalous \( U(1) \) symmetry, \( \text{tr}(F_2 \tilde{F}_2) = 4a(f \wedge \tilde{f}) \). Then, (A.0.16) becomes

\[ S_{GS} \supset \frac{1}{4(2\pi)^3 \alpha'} \int_{\mathcal{M}_{10}} 4aB^{(2)} \wedge f \wedge \tilde{f} \left[ \frac{1}{4(2\pi)^2} \left( \text{tr}\tilde{F}_2^2 - \frac{1}{2} \text{tr}\tilde{R}^2 \right) \right], \]  

(A.0.17)

Reducing (A.0.16) from 10D to 4D by integrating over the Calabi-Yau \( X \), we find a term which couples the dilaton axion to the \( U(1) \) gauge field in 4D:

\[ S_{GS} \supset \int_{\mathcal{M}_4} 2g_{S\bar{S}} \pi a \epsilon^2 S \epsilon^2 R \beta_i \sigma c_i^1(L) \wedge d *_4 A , \quad i = 1, \ldots, h^{1,1}, \]  

(A.0.18)

where \( \beta_i \) are the integer charges on the hidden sector under consideration

\[ \beta_i = -\frac{1}{v^{1/3}} \frac{1}{4(2\pi)^2} \int_X \left( \text{tr}\tilde{F}_2^2 - \frac{1}{2} \text{tr}\tilde{R}^2 \right) \wedge \omega_i . \]  

(A.0.19)

The coupling between the dilaton axion and the \( U(1) \) gauge field appears at one-loop in string theory, when the term responsible for the cancellation of the hexagonal diagrams in the \( E_8 \times E_8 \) heterotic theory is included.

Combining (A.0.11) and (A.0.18), we find the following action for the dilaton axion

\[ S_{\sigma} = -\int_{\mathcal{M}_4} g_{S\bar{S}} \text{d}\sigma \wedge *_4 \text{d}\sigma + \int_{\mathcal{M}_4} g_{S\bar{S}} 2\pi a \epsilon^2 \epsilon R \beta_i \sigma c_i^1(L) \wedge d *_4 A \]

\[ = \int_{\mathcal{M}_4} \text{d}^4x \sqrt{-g} g_{S\bar{S}} \left[ -\partial_\mu \sigma \partial^\mu \sigma + 2\pi a \epsilon^2 \epsilon R \beta_i l^i \partial(\partial_\mu A^\mu) \right], \]  

(A.0.20)
whereas for the Kähler axions, after we combine (A.0.11) and (A.0.13), we get

\begin{align}
S_{\chi} &= -\int_{M_4} 4g_{ij}\alpha\wedge \ast_4 d\chi^j + \int_{M_4} 8\alpha\epsilon^2 R g_{ij}\chi^i c^j (L) \wedge d\ast_4 A \\
&= \int_{M_4} d^4x \sqrt{-g} 4g_{ij} \left[ -\partial_{\mu}\chi^i \partial^\mu \chi^j + 2\alpha\epsilon^2 R^i (\partial_{\mu} A^\mu) \right].
\end{align}

(A.0.21)

The couplings of the axions \(\sigma, \chi^i\) to the anomalous \(U(1)\) gauge field in the effective theory induces transformation laws for these axions under the \(U(1)\) symmetry.

Equations (A.0.20) and (A.0.21) have the generic form

\begin{align}
S_{\rho} &= \int_{M_4} d^4x \sqrt{-g} \left[ -g_{ab}\partial_{\mu} \rho^a \partial^\mu \rho^b - 2g_{ab}Q^a \rho^b (\partial_{\mu} A^\mu) \right] \\
&= \int_{M_4} d^4x \sqrt{-g} \left[ -g_{ab}\partial_{\mu} \rho^a \partial^\mu \rho^b + 2g_{ab}Q^a (\partial_{\mu} \rho^b) A^\mu \right].
\end{align}

(A.0.22)

where the index \(a\) runs over the dilaton and the \(h^{1,1}\) Kähler moduli, that is \(a = S, T^1, \ldots, T^{h^{1,1}}\).

We have used integration by parts to obtain the second line. The coefficients \(Q^a\) can be read off from (A.0.20) and (A.0.21). They depend on the coupling parameters \(\epsilon_S\) and \(\epsilon_R\) which, generically, depend on the values of the moduli. However, when evaluating these coefficients in our context, the values of the moduli are assumed fixed at a specified supersymmetric vacuum. Therefore, within our context, the coupling coefficients \(\epsilon_S, \epsilon_R\) and, hence, \(Q^a\) are non-dynamical fields and can be considered to be constants. Similarly, we assumed that the moduli space metric \(g_{a\bar{b}}\) is fixed at the vacuum; that is, \(g_{a\bar{b}} = \langle g_{a\bar{b}} \rangle\). Perturbations of the metric around the vacuum are neglected in this analysis. It can be also be shown that higher order contributions (\(O(\alpha')\)) lead to terms of the type \(-Q^2 A^\mu A_\mu\) for \(a = S, T^1, \ldots, T^{h^{1,1}}\); see discussions in [7, 71]. These can be added to the generic action in (A.0.22) to obtain

\begin{align}
S_{\rho} &= \int_{M_4} d^4x \sqrt{-g} \left[ -(\partial_{\mu} \rho_a)^2 + 2Q^a (\partial_{\mu} \rho_a) A^\mu - Q^2 A^\mu A_\mu \right] \\
&= -\int_{M_4} d^4x \sqrt{-g} [\partial_{\mu} \rho_a - Q_a A_\mu]^2.
\end{align}

(A.0.23)

If the anomalous \(U(1)\) symmetry of the low energy theory is gauged and the gauge vector
field $A^\mu$ transforms as
\[ A^\mu \to A^\mu + \partial^\mu \theta , \quad (A.0.24) \]
then it can be shown that the action $S_\rho$ is gauge invariant only if the scalar fields $\rho^a$ transform as
\[ \rho^a \to \rho^a + Q^a \theta . \quad (A.0.25) \]

In the transformations above, $\theta = \theta(x)$ is an arbitrary gauge parameter. Comparing the generic case shown in equation (A.0.22), to the actions (A.0.20) and (A.0.21), involving the dilaton axion and the Kähler axions respectively, we learn that the axions in our low energy theory have the following transformations under the anomalous $U(1)$:
\[ \begin{align*}
\sigma & \to \sigma + Q^0 \theta , & Q^0 = -\pi \alpha_s \epsilon_2^2 \epsilon_R^2 \beta_4 l^i , \\
\chi^i & \to \chi^i + Q^i \theta , & Q^i = -\pi \alpha_s \epsilon_2^2 \epsilon_R^2 l^i , & i = 1, \ldots , h^{1,1} . \end{align*} \quad (A.0.26) \]

These set of axions represent the imaginary components of the dilaton moduli $S$ and the Kähler moduli $T$. As shown in Section 2, the expressions for these fields in the presence of five-branes are
\[ \begin{align*}
S & = V + \pi \epsilon_S W_i t^i \left( \frac{1}{2} + \lambda \right)^2 + i \left[ \sigma + 2\pi \epsilon_S W_i \chi^i z^2 \right] , \\
T^i & = t^i + 2i \chi^i , & i = 1, \ldots , h^{1,1} , \end{align*} \quad (A.0.27) \]
where $W_i$ and $\lambda_i$ specify properties of the internal five-brane. Hence, the $S$ and $T^i$ moduli have the following transformations under $U(1)$:
\[ \begin{align*}
\delta_\theta S & = iQ^0 \theta + 2i\pi \epsilon_S Q^i W_i z^2 \theta \equiv k_S \theta , \\
\delta_\theta T^i & = 2iQ^i \theta \equiv k^i \theta , & i = 1, \ldots , h^{1,1} , \end{align*} \quad (A.0.28) \]
where we have defined
\[
  k_S = iQ^0 + 2i\epsilon_S Q^i W_iz^2
  = -2i\pi a\epsilon_S^2 \epsilon_R^2 \left( \frac{1}{2} \beta_i^{N+1} + W_iz^2 \right)
\]
\[
k_T^i = 2iQ^i = -2ia\epsilon_S^2 \epsilon_R^2 l^i, \quad i = 1, \ldots, h^{1,1}.
\] (A.0.29)

Note that the five-brane modulus,
\[
  Z = W_iz^i + 2iW_i(-\eta^i\nu + \chi^i),
\] (A.0.30)
contains the Kähler axions in the definition of its imaginary component. Therefore, the five-brane modulus transforms inhomogenously under under \(U(1)\) as well,
\[
  \delta_\theta Z = 2iW_izQ^i \theta = k_Z \theta,
\] (A.0.31)
where we defined
\[
k_Z = 2iW_izQ^i = -2ia\epsilon_S^2 \epsilon_R^2 W_iz^2.
\] (A.0.32)

Hence, we have obtained the inhomogenous gauge transformations of the \(S, T^i\) and \(Z\) moduli fields, and defined them in terms of the Killing vectors \(k_S, k_T^i\) and \(k_Z\).
Appendix B

D-term Stabilization Mechanism - General Formalism

The 4D effective theory of our heterotic $M$-theory vacua contains a set of moduli fields; specifically, the dilaton, $h^{1,1}$ Kähler moduli, as well as a number the complex structure moduli. However, it has been shown in [85, 86] that the complex structure moduli can be stabilized at the compactification scale for certain CY types. We assume this to be the case, such that the complex structure moduli are absent from the low energy theory. In addition to the moduli, we assume that the hidden sector contributes a set of massless matter fields $C^L, L = 1, \ldots, N$ to the effective theory. We assume that the gauge group of the hidden sector contains a $U(1)$ factor of the “anomalous” type. Both types of fields, namely moduli and matter multiplets, transform under this Abelian symmetry. The matter fields $C^L$ are charged under this $U(1)$, with charges $Q^L$, and transform homogeneously. Furthermore, as shown in Appendix A, the Kähler moduli $T^i$ transform inhomogenously under this $U(1)$, through a tree-level string coupling, while the dilaton transforms inhomogenously as well, but though a coupling which originates at genus-one. We neglect the fields from the observable sector in this analysis, because they do not transform under the anomalous $U(1)$ symmetry.

The Lagrangian of the hidden sector is determined by a Kähler potential $K(S, \bar{S}, T^i, \bar{T}^i, C^L, \bar{C}^L)$,
holomorphic gauge kinetic function $f_2(S, T^i)$, which depends non-trivially on the moduli fields $S$ and $T^i$, and a holomorphic superpotential $W$, which, at perturbative level, does not depend on the moduli fields. This Lagrangian is invariant under the inhomogenous transformations of the moduli fields $S$ and $T^i$, as well as the homogenous transformations of the matter fields $C^L$. The effective theories we are interested in are best analyzed using the formalism of the non-linear $N = 1$ SUSY $\sigma$–model; see, for example, the analysis shown in [66].

The role of this Appendix is to outline the generic characteristics of this formalism, for a set of chiral superfields which transform under an anomalous $U(1)$ symmetry. We will consider a set of $N$ complex chiral superfields $Z^A$, with scalar, fermionic and auxiliary field components $(z^A, \psi^A, F^A)$, coupled to the same $U(1)$ gauge supermultiplet. We will formulate the F-term and D-term stabilization conditions and, hence, show that, in general, the D-term stabilization mechanism can lead to non-zero VEVs for the scalar components and, consequently, to the formation of a massive $U(1)$ vector superfield.

We begin our general analysis by assuming a Kähler potential $K(z, \bar{z})$ and a Kähler metric

$$g_{AB} = \partial_A \partial_B K(z, \bar{z}) ,$$

which has a Lie group of symmetries generated by holomorphic Killing vectors. Under these symmetries, the components of the chiral multiplets have the following infinitesimal transformations [66,72]:

$$\delta_\theta z^A = k^A(z) \theta ,$$

$$\delta_\theta \psi^A = \frac{\partial k(z)^A}{\partial z^B} \psi^B \theta$$

$$\delta_\theta F^A = \frac{\partial k(z)^A}{\partial z^B} F^B \theta - \frac{1}{2} \frac{\partial^2 k(z)^A}{\partial z^B \partial z^C} \psi^B \psi^C \theta .$$

The vectors $k^A(z)$, $\bar{k}^\bar{A}(\bar{z})$ are related to real scalar moment map $\mathcal{P}(z, \bar{z})$, such as

$$k^A = -ig^{AB} \partial_B \mathcal{P}(z, \bar{z}) , \quad \bar{k}^{\bar{A}} = -ig^{AB} \partial_A \mathcal{P}(z, \bar{z}) .$$
Inverting the expressions above we get
\[ \mathcal{P}(Z, \bar{Z}) = i k^A \partial_A K(z, \bar{z}) = -i \bar{k}^\bar{A} \partial_{\bar{A}} K(z, \bar{z}) . \] (B.0.4)

In the following we will show that the D-term flatness condition is naturally expressed in terms of this moment map.

As we promote this Killing symmetry to a gauge symmetry, with parameter \( \theta \rightarrow \theta(x) \), we introduce a \( U(1) \) gauge supermultiplet \((A_\mu, \lambda, D^A)\) with gauge coupling constant \( g \). The next step is to define covariant derivatives for the fields in the \( N \) chiral multiplets \( Z^A = (z^A, \psi^A, F^A) \),
\[ D_\mu z^A = \partial_\mu z^A - A_\mu k^A , \]
\[ D_\mu \bar{z}^\bar{A} = \partial_\mu \bar{z}^\bar{A} - A_\mu \bar{k}^{\bar{A}} , \]
\[ D_\mu \psi^A = \partial_\mu \psi^A - \frac{\partial k^A}{\partial \bar{z}^B} \psi^B . \] (B.0.5)

These covariant derivatives are used to build a Lagrangian with \( N \) chiral superfields \( Z^A \), which is invariant under the gauged anomalous \( U(1) \) symmetry. The result is
\[ \mathcal{L} \ni -g_{AB} D_\mu z^A D_\mu \bar{z}^B - ig_{AB} \psi^A D_\mu \bar{\psi}^B \bar{\lambda} - \frac{i}{g^2} \lambda \partial \bar{\lambda} - \frac{1}{4 g^2} F_{\mu \nu} F^{\mu \nu} + \sqrt{2} g_{AB} k^A \lambda \bar{\psi}^B \]
\[ + \sqrt{2} g_{AB} \bar{k}^{\bar{A}} \psi^A - \frac{1}{2} g^2 \bar{p}^2 - g^{AB} \frac{\partial W}{\partial z^A} \frac{\partial \bar{W}}{\partial \bar{z}^B} \ldots , \quad A, B = 1, \ldots, N . \] (B.0.6)

The coupling \( g = g(z) \) is the \( U(1) \) gauge coupling. It can be expressed in terms of the holomorphic gauge kinetic function \( f(z) \) as
\[ \frac{1}{g^2(z)} = \text{Re} f(z) . \] (B.0.7)

The scalar potential contains a D-term potential \( V_D \), defined in terms of the real moment maps and an F-term potential \( V_F \), defined in terms of the superpotential \( W(Z) \).
\[ V_D + V_F = \frac{1}{2} g^2 \bar{p}^2 + g^{AB} \frac{\partial W}{\partial z^A} \frac{\partial \bar{W}}{\partial \bar{z}^B} . \] (B.0.8)
Unbroken supersymmetry requires both D-term and F-term potentials to vanish. These requirements are also called the D-flatness and F-flatness conditions. More explicitly, in a supersymmetric vacuum

\[ \langle P \rangle = 0, \quad \langle \frac{\partial W}{\partial z^A} \rangle = 0, \quad A = 1, \ldots, N. \]  

(B.0.9)

In general, these conditions alone do not fix all the VEVs of the scalar fields \( z^A \) of the system. They do, however, restrict the possible range that the VEVs of the scalar fields \( z^A \) can obtain. The D-flatness condition can be written

\[ \langle P \rangle = \langle k^A(z) \partial_A K(z, \bar{z}) \rangle = 0. \]  

(B.0.10)

The condition above does not lead to particularly interesting effects if the effective theory contains only chiral fields which transform homogeneously under the \( U(1) \) symmetry. Indeed, when this is the case, \( k^A \sim z^A \), and hence, the D-term potential always vanishes when the values of the scalar fields are equal to zero. Such scalars would not acquire non-zero VEVs. On the other hand, if the theory contains fields which transform inhomogenously under the \( U(1) \) symmetry, the D-flatness condition can lead to non-trivial VEVs of the scalar fields.

Let us assume that among the fields \( z^A \) we find some which do transform inhomogenously under \( U(1) \). In the following we will prove that in a D-flat, non-trivial vacuum, a massive vector supermultiplet is always produced. To display this process, we expand the scalar fields around the vacuum \( z^A = \langle z^A \rangle + \delta z^A \). Note that fixing the VEVs \( \langle z^A \rangle \) results in fixing an expectation value for the \( z \)-dependent Killing vectors, as well as for the \( z \)-dependent Kähler metric \( g_{AB} \) and the gauge coupling \( g \). We use the notation

\[ \langle k^A(z) \rangle = k^A(z) \big|_{z = \langle z \rangle}, \quad \langle \bar{k}^A(\bar{z}) \rangle = \bar{k}^A(\bar{z}) \big|_{\bar{z} = \langle \bar{z} \rangle}, \]  

(B.0.11)

\[ \langle g_{AB}(z, \bar{z}) \rangle = g_{AB}(z, \bar{z}) \big|_{z = \langle z \rangle, \bar{z} = \langle \bar{z} \rangle}, \quad \langle g(z) \rangle = g(z) \big|_{z = \langle z \rangle}. \]
which means that the metric and the Killing vectors are evaluated in the vacuum delimited by the D-flatness condition.

In $N = 1$ SUSY, the massive vector multiplet has one spin-0 component, two spin-$\frac{1}{2}$ components and one spin-1 component [72,176]. More specifically, these components are: a real scalar, a massive vector boson and a Dirac fermion. Next, we will attempt to identify the origin of each of these elements.

- Massive real scalar $\phi$:

Expanding around the (assumed non-trivial) vacuum defined in (B.0.10) we get:

$$\delta P = \langle \frac{\partial P}{\partial z^A} \rangle \delta z^A + \langle \frac{\partial P}{\partial \bar{z}^B} \rangle \delta \bar{z}^B .$$

(B.0.12)

Now, inverting the equations from (B.0.4) we find

$$\partial_B P = ik^A g_{AB} , \quad \partial_A P = -ik^B g_{AB} ,$$

(B.0.13)

and therefore, we express the perturbation of the moment map as

$$\delta P = i \langle k^B g_{AB} \rangle \delta z^A - i \langle k^A g_{AB} \rangle \delta \bar{z}^B \equiv -2\sqrt{\langle g_{AB} k^A k^B \rangle} \phi .$$

(B.0.14)

In the expression above, we defined a scalar field $\phi$, as

$$\phi = \frac{i \langle k^A g_{AB} \rangle \delta \bar{z}^B - i \langle k^B g_{AB} \rangle \delta z^A}{\sqrt{\langle g_{AB} k^A k^B \rangle}}$$

(B.0.15)

Hence, we found that as we expand around the vacuum, we obtain the following expression for the potential energy

$$\mathcal{L} \supset -\frac{1}{2} \delta (g^2) \langle \mathcal{P}^2 \rangle - \frac{1}{2} \langle g^2 \rangle (\langle \mathcal{P} \rangle + \delta \mathcal{P})^2 = -\frac{1}{2} \langle g^2 \rangle \delta \mathcal{P}^2 = -2\langle g^2 g_{ij} k^A k^B \rangle \phi^2 ,$$

(B.0.16)

which is a mass term for the real scalar $\phi$. The field $\phi$ has a canonically normalized
kinetic term in the Lagrangian. To prove it, it is best to rotate the basis of scalar perturbations \( \{ \delta z^A \} \) into a new basis of scalars \( \{ \xi^A \} \), which have canonically normalized kinetic energy. We interpret the fields \( \xi^A, A = 1, \ldots, N \) to be the true mass eigenstates of the system. However, in the vacuum defined by the D-flatness condition, only one such eigenstate, which we denote by \( \xi^1 \), becomes massive. The rest of the scalars \( \xi^A, A = 2, \ldots, N \) fields remain massless.

The two sets of fields, \( \{ \xi^A \} \) and \( \{ \delta z^A \} \), \( A = 1, \ldots, N \), are related by the rotation matrix \( U \), such that

\[
\begin{align*}
\xi^A &= [U]^A_B \delta z^B, \\
\bar{\xi}^A &= [U^*]^A_{\bar{B}} \bar{\delta z}^{\bar{B}}, \\
\delta z^A &= [U^{-1}]^A_B \xi^B, \\
\bar{\delta z}^\bar{A} &= [U^{*-1}]^\bar{A}_{\bar{B}} \bar{\xi}^\bar{B}.
\end{align*}
\]  

We demand that after the rotation, the fields \( \xi^A \) have canonically normalized kinetic energy and therefore

\[
\langle g_{AB} \rangle \partial_\mu \delta z^A \partial^\mu \delta z^B = \langle g_{AB} \rangle [U^{-1}]^A_C [U^{-1}]^B_D \partial_\mu \xi^C \partial^\mu \xi^D = \delta_{CD} \partial_\mu \xi^C \partial^\mu \xi^D, \]

which is possible only if

\[
\langle g_{AB} \rangle [U^{-1}]^A_C [U^{*-1}]^B_D = \delta_{CD}.
\]  

The condition shown above is not enough by itself to determine all the elements of the rotation matrix. One possible ansatz for the rotation matrix \( [U^{-1}]^A_B \), which solves
(B.0.19), is

\[
[U^{-1}]^A_B = \begin{pmatrix}
\langle k^1 \rangle / \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle} & \frac{u_1^1}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}} & \cdots & \frac{u_N^1}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}} \\
\langle k^2 \rangle / \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle} & \frac{u_1^2}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}} & \cdots & \frac{u_N^2}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}} \\
\vdots & \vdots & \ddots & \vdots \\
\langle k^N \rangle / \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle} & \frac{u_1^N}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}} & \cdots & \frac{u_N^N}{\sqrt{\langle g_{AB} u_2^2 \bar{a}^B \rangle}}
\end{pmatrix}
\equiv (k, u_2, \ldots, u_N),
\]

(B.0.20)

The matrix can be expressed as a set of column vectors \((\bar{k}, u_n)\), \(n = 2, \ldots, N\), as shown above (note that we considered \(u_1 \equiv \bar{k}\)). After solving the \(D\)-flatness condition shown in (B.0.10), we can fix the vector \(\bar{k}\) of the matrix only. The reason for this ansatz, as well as the physical implications that follow, will become apparent later. The rest of the column vectors in this matrix, \(u_n\), \(n = 2, \ldots, N\) cannot be completely determined in the absence of yet another vacuum stabilization potential in the theory. They not are not entirely unconstrained, though. They are orthogonal to the vector \(\bar{k}\). To prove this, we write condition (B.0.19) in terms of the elements of the matrix shown above and obtain

\[
\langle g_{AB} k^A \rangle \bar{u}_n^B = \delta_{1n} = 0 \quad \text{for} \quad n \in [2, \ldots, N].
\]

(B.0.21)

The index \(n\) runs over the subscript of the column vectors \((u_2, \ldots, u_N)\). We introduce the tensor product \(\langle g_{AB} k^A \rangle = (g \cdot k)_B\), which defines the contravariant vector \((g \cdot k)\), and write

\[
\langle g_{AB} k^A \rangle \bar{u}_n^B = (g \cdot k)_B \bar{u}_n^B = (g \cdot k) \cdot \bar{u}_n = \delta_{1n}.
\]

(B.0.22)

Note that we have introduced the dot product between the vectors \((g \cdot k)\) and \(\bar{u}_n\). The expression in (B.0.22) represents a set of \(N-1\) equations that express the orthogonality between each of the \(N-1\) column vectors \(\bar{u}_n\), \(n = 2, \ldots, N\) and the vector \(\bar{k}\). This set of orthogonality relations is not the only one we obtain; remember that we demand that all the \(N\) fields \(\xi^A\) have canonically normalized kinetic terms; that is, condition
We have defined the tensor product $g_{AB}u_n^A = (g \cdot u_n)_B$, which defines the $N - 1$ contravariant vectors $(g \cdot u_n)$.

The total number of undetermined matrix entries within the set of $N - 1$ column vectors $u_n$, $n = 2, \ldots, N$ is $N - 1 \times N$. We have shown that these parameters are not completely independent, however. The orthogonality constraints significantly reduces the number of degrees of freedom of the system. $N - 1$ constraints arise because these $N - 1$ column vectors have unit length ($|u_n| = 1$). The requirement that these $N - 1$ column vectors are orthogonal to each other, as well as to the fixed direction $k$ introduces another set of $\frac{1}{2}N(N - 1)$ constraints. Therefore, the real number of independent free parameters, “hidden” in the matrix (B.0.20) is actually equal to

$$N_{dof} = (N - 1)N - (N - 1) - \frac{1}{2}(N - 1) = \frac{1}{2}(N - 1)(N - 2).$$

The inverse matrix $U$ can be inferred from the condition $UU^{-1} = 1_N$, together with the orthogonality requirement shown in (B.0.21) and (B.0.23):

$$[U]_B^A = \begin{pmatrix}
\sqrt{g_{AB}u^2_1u^2_1} & \sqrt{g_{AB}u^2_1u^2_2} & \cdots & \sqrt{g_{AB}u^2_1u^2_N} \\
\sqrt{g_{AB}u^2_2u^2_2} & \sqrt{g_{AB}u^2_2u^2_3} & \cdots & \sqrt{g_{AB}u^2_2u^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_1} & \sqrt{g_{AB}u^2_Nu^2_2} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_2} & \sqrt{g_{AB}u^2_Nu^2_3} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_1} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_N} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_N} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_N} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_N} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\sqrt{g_{AB}u^2_Nu^2_N} & \sqrt{g_{AB}u^2_Nu^2_N} & \cdots & \sqrt{g_{AB}u^2_Nu^2_N} \\
\end{pmatrix}.$$

\begin{pmatrix}
g \cdot \bar{k} \\
g \cdot \bar{u}_2 \\
\vdots \\
g \cdot \bar{u}_N \\
\end{pmatrix}.
As shown above, we can write this matrix as a set of row vectors $g \cdot k$, $g \cdot u_n$, for $n = 2, \ldots, N$, which were first encountered in the orthogonality relations (B.0.22) and (B.0.23). As mentioned previously, the $U$ matrix combines the set of $N$ scalar linear perturbations around the vacuum, $\delta z^A$, into a set of $N$ physical states, $\xi^A$. However, the $D$-flatness condition shown in (B.0.10) determines only the first row of this matrix and hence, we can determine exactly one physical state:

$$\xi^1 = \frac{\langle g_{AB} \bar{k}^B \rangle \delta \bar{z}^A}{\sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} \equiv (g \cdot k) \cdot \delta \bar{z}.$$  \hspace{1cm} (B.0.26)

It is now time to reveal why we have chosen the ansatz shown in eq. (B.0.25) and (B.0.20) for the matrix $U$ and its inverse, respectively. Let us first split the field $\xi^1$ into its real and imaginary parts. Using the definition of $\xi^1$, one can then check that we can find the following expression

$$\text{Re} \xi^1 = \frac{\langle g_{AB} k^A \rangle \delta \bar{z}^B + \langle g_{AB} \bar{k}^B \rangle \delta z^A}{2 \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} ,$$

$$\text{Im} \xi^1 = \frac{i \left( \langle g_{AB} k^A \rangle \delta \bar{z}^B - \langle g_{AB} \bar{k}^B \rangle \delta z^A \right)}{2 \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} .$$  \hspace{1cm} (B.0.27)

We have recovered the field $\phi = \text{Im} \xi^1$, first defined in eq. (B.0.15), which represents the direction in which we develop the quadratic potential shown in (B.0.16). This quadratic potential is responsible for stabilizing the theory to a supersymmetric vacuum.

Note that both fields $\phi$ and $\eta$ have canonically normalized kinetic terms, that is

$$\mathcal{L} \supset -\partial_\mu \xi^1 \partial^\mu \xi^1 = -\partial_\mu \phi \partial^\mu \phi - \partial_\mu \eta \partial^\mu \eta .$$  \hspace{1cm} (B.0.28)

Combining the kinetic terms of the scalars with the quadratic potential shown in
it follows that
\[ L \supset -\partial_\mu \phi \partial^\mu \phi - \partial_\mu \eta \partial^\mu \eta - \partial_\mu \xi_\mu \partial^\mu \xi^A - 2(g^2 g_{AB} k^A \bar{k}^B) \phi^2, \quad A = 2, \ldots, N. \]  

We see that the D-term potential produced a mass term for the scalar \( \phi \),
\[ m_\phi = \sqrt{2(g^2 g_{AB} k^A \bar{k}^B)}, \]
while the other \( N - 1 \) scalars \( \xi^A \) remained massless. After it acquires a mass, \( \phi \) becomes the real scalar component of a supersymmetric massive vector multiplet.

The real part of \( \xi^1 \), which we denote \( \eta = \text{Re} \xi^1 \) also plays an important role in the theory. In the next part we will show that \( \eta \) is the Goldstone scalar which becomes the longitudinal degree of freedom of the massive vector boson \( A^\mu \). All other \( N - 1 \) states \( \xi^A \), remain undetermined. We know, however, that they must be orthogonal to the direction in which we develop a potential, and hence, they remain as flat directions in the theory. The role played by the matrix \( U \) and its inverse, therefore, is to project the field perturbations around the supersymmetric vacuum into these \( N \) physical eigenstates \( \xi^A \).

- Massive vector boson \( A^\mu \):

From the covariant derivative of the scalar field we get a mass term for the vector boson
\[ L \supset -g_{AB} D_\mu z^A D^\mu z^B = -g_{AB} D_\mu (\langle z^A \rangle + \delta z^A) D^\mu (\langle z^B \rangle + \delta z^B) \]
\[ = -g_{AB} \partial_\mu \delta z^A \partial^\mu \delta z^B + g_{AB} (\langle k^A \rangle \partial_\mu \delta z^B + \langle k^B \rangle \partial_\mu \delta z^A) A_\mu - \langle g_{AB} k^A \bar{k}^B \rangle A^\mu A_\mu \]
\[ = -g_{AB} \partial_\mu \delta z^A \partial^\mu \delta z^B + 2 \langle g_{AB} k^A \bar{k}^B \rangle \partial_\mu \eta A^\mu - \langle g_{AB} k^A \bar{k}^B \rangle A^\mu A_\mu. \]
We combined the terms linear in $\partial_\mu \delta z^A, \partial_\mu \delta \bar{z}^\bar{A}$ into the field

$$\eta = \frac{\langle g_{AB} k^A \rangle \delta \bar{z}^\bar{B} + \langle g_{AB} \bar{k}^B \rangle \delta z^A}{2 \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} , \quad (B.0.32)$$

which we first encountered in eq. (B.0.27). We can now write (B.0.31) in the form

$$L \supset - g_{AB} D_\mu z^A D^\mu \bar{z}^\bar{B} = \cdots - \partial_\mu \eta \partial^\mu \eta + 2 \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle} \partial_\mu \eta A^\mu - \langle g_{AB} k^A \bar{k}^B \rangle A^\mu A_\mu$$

$$= \cdots - \langle g_{AB} k^A \bar{k}^B \rangle \left( A^\mu - \frac{\partial_\mu \eta}{\sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} \right) \left( A^\mu - \frac{\partial^\mu \eta}{\sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} \right)$$

$$= - \langle g_{AB} k^A \bar{k}^B \rangle A'_\mu A'^\mu . \quad (B.0.33)$$

In the above expression, we have used the “unitary gauge” to define the field

$$A'_\mu = A_\mu - \frac{\partial_\mu \eta}{\sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}} . \quad (B.0.34)$$

We found that after the scalar fields $z^i$ acquire VEVs, $\partial_\mu \eta / \sqrt{\langle g_{AB} k^A \bar{k}^B \rangle}$ becomes the longitudinal component of a now massive vector field $A'_\mu$. The field $\eta$ plays the role of a Goldstone boson “eaten” by the vector boson.

Including the kinetic energy term of the vector boson we have

$$L \supset - \frac{1}{4 g^2} F_{\mu\nu} F^{\mu\nu} - \langle g_{AB} k^A \bar{k}^B \rangle A_\mu A^\mu$$

$$= \frac{1}{4 g^2} F_{\mu\nu} F^{\mu\nu} - \langle g_{AB} k^A \bar{k}^B \rangle A_\mu A^\mu + \cdots \Rightarrow m_\lambda^2 = 2 \langle g^2 g_{AB} k^A \bar{k}^B \rangle . \quad (B.0.35)$$

Note that we have dropped the prime on $A_{2\mu}$ for simplicity. The dots represent higher order interaction terms obtained after expanding the gauge kinetic function around its fixed value in the vacuum.
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Massive Dirac fermions $\Psi$:

The Lagrangian shown in (B.0.6) contains cross couplings between the gaugino $\lambda$ and the fermions $\psi^A$. After the fields $z^A$ obtain VEVs, these couplings mix the gaugino with the chiral fermions into a new mass eigenstate. We have

\[
\mathcal{L} \subset \sqrt{2}\langle g_{AB}\rangle \lambda^\dagger \psi^B + \sqrt{2}\langle g_{AB}\rangle \langle \bar{k}\rangle B \lambda \psi^A \equiv \sqrt{2}\langle g_{AB} k^A \bar{k}^B \rangle \left( \psi_1^\dagger \lambda^\dagger + \lambda \psi_1^\dagger \right)
= \sqrt{2}\langle g^2 g_{AB} k^A \bar{k}^B \rangle \bar{\Psi} \Psi .
\]

(B.0.36)

To obtain the last expression, we had to define:

\[
\Psi = \begin{pmatrix} \lambda^\dagger / \langle g \rangle \\ \psi_1^\dagger / \langle g_{AB} k^A \bar{k}^B \rangle \end{pmatrix}, \quad \text{and} \quad \psi_1^\dagger = \frac{\langle g_{AB} \bar{k}^B \rangle \psi^A}{\langle g_{AB} k^A \bar{k}^B \rangle}, \quad \psi_1^\dagger = \frac{\langle g_{AB} k^A \psi^B \rangle}{\langle g_{AB} k^A \bar{k}^B \rangle} .
\]

(B.0.37)

We learned that when we evaluate the cross couplings in the newly defined vacuum, a single linear combination of fermions, called $\psi_1^\dagger$, combines with the existing gaugino to form a massive Dirac spinor, Examining eq. (B.0.37), we learn that the state $\psi_1^\dagger$ is a linear combination of the $N$ fermions $\psi^A$. Note that we can use the same rotation matrix $U$, defined for the scalars, to express this linear combination.

\[
\xi^1 = [U^1_A] \delta z^A , \quad \psi_1^\dagger = [U^1_A] \psi^A .
\]

(B.0.38)

What this shows is that the fermion eigenstate $\psi_1^\dagger$ corresponds to the scalar eigenstate $\xi^1$. They belong in the same chiral supermultiplet $(\xi^1, \psi_1^\dagger)$. This chiral supermultiplet becomes massive after the system is stabilized into a supersymmetric vacuum, but is absorbed into a massive vector multiplet. The imaginary component of $\xi^1$, $\phi$, becomes the real scalar component of this vector multiplet. We have also shown that $\eta$, the real component of $\xi^1$, becomes the longitudinal degree of freedom of the massive vector boson $A_\mu$. We are left to discuss the fermionic component of this vector multiplet, and show that it has the same mass as the field $\phi$, a direct consequence of unbroken
supersymmetry.

We found a mass term for a Dirac fermion $\Psi$: $\sqrt{2(g^2 g_{AB} k^A k^B)} \bar{\Psi} \Psi$. To determine the mass of $\Psi$, we have to ensure its kinetic energy is canonically normalized. We have already seen that the fields $\xi^1$ and $\psi^1_\xi$ are defined with the same rotation matrix $U$.

In fact, we form other $N - 1$ chiral multiplets with the same rotation matrix. These eigenstates, however, pair into massless multiplets $(\xi_A, \psi_A \xi)$, $i = 2, \ldots, N$. We write

$$\xi^A = [U^A_B] \delta^B_z, \quad A = 2, \ldots, N,$$

$$\psi^A = [U^A_B] \psi^B, \quad B = 1, \ldots, N. \quad (B.0.39)$$

In terms of the new fermion eigenstates, the kinetic term of the chiral fermionic fields $\psi^i$ becomes

$$-i g_{AB} \psi^A \phi \psi^i \phi - i g_{AB} [U^{-1}]_A^C [U^{* -1}]^B_D \psi^C \phi \psi^i \phi = -i \delta_{CD} \psi^C \phi \psi^i \phi \quad (B.0.40)$$

where we made use of the property of the matrix $U^{-1}$ of diagonalizing the metric, as shown in (B.0.19). We learn that the massive field $\psi^1_\xi$, as well as the massless fermions $\psi^A_\xi$, for $A = 2, \ldots, N$ have canonically normalized kinetic terms, which was to be expected. We can therefore write the following Lagrangian for the fermions (neglecting interactions)

$$\mathcal{L} = -i \psi^1 \phi \psi^i \phi - i \psi_A \xi \phi \psi^i \phi - i \frac{i}{g^2} \lambda \phi \lambda \phi + \sqrt{2(g^2 g_{AB} k^A k^B)} \left( \psi^1 \frac{\lambda}{\langle g \rangle} + \psi^1 \frac{\lambda}{\langle g \rangle} \right)$$

$$= i \bar{\psi} \phi \psi - i \psi_A \xi \phi \psi_A \phi + \sqrt{2(g^2 g_{AB} k^A k^B)} \bar{\psi} \psi \quad A = 2, \ldots, N$$

$$(B.0.41)$$

This is the equation of motion for a Dirac fermion of the form $\Psi = \left( \frac{\lambda}{\langle g \rangle} \right) \psi$, with mass $M_\Psi = \sqrt{2(g^2 g_{AB} k^A k^B)}$, and $N - 1$ massless Weyl spinors $\Psi^A_\xi$.

In conclusion, we found that after we fix the a linear combination of the VEVs of the
scalar fields $z^A$ to obtain a supersymmetric vacuum, we obtain a massive vector multiplet, containing a real scalar, a massive vector boson and a Dirac fermion. That is,

$$(\phi, A_\mu, \Psi).$$

(B.0.42)

The real scalar and the fermions are linear combinations of fields which receive mass terms after we fix the VEVs of the scalars and expand around the vacuum:

$$\phi = \frac{i(k^A g_{AB}) \delta z^B}{2} - i(k^B g_{AB}) \delta z^A}{\sqrt{\langle g_{AB} k^A k^B \rangle}}$$

(B.0.43)

All components of the massive vector multiplet have the same mass,

$$m_A = M_\Psi = m_\phi = \sqrt{2(g^2 g_{AB} k^A k^B)} ,$$

(B.0.44)

as expected, since we fixed the vacuum to be supersymmetric, with $V_D = 0$.

Furthermore, we found that the effective theory contains another $N - 1$ massless chiral multiplets $(\xi^A, \psi^A)$, for $A = 2, \ldots, N$. These chiral components are given by the linear combinations given in (B.0.39). The scalar components $\xi^A$, $A = 2, \ldots, N$ are linear combinations of the scalar perturbations around the vacuum, which, however, receive no mass terms. A D-term potential develops in the direction of the $\xi^A$ scalar only, while the rest of the states $\xi^A$, $A = 2, \ldots, N$, which are orthogonal to it, remain flat.

Having computed all the mass eigenstates after the D-term stabilization, we are ready to express the complete Lagrangian of the low-energy theory. We find

$$\mathcal{L} \supset - \partial_\mu \phi \partial^\mu \phi - m_\phi^2 \phi^2 + i \bar{\Psi} \gamma^\mu \Psi + M_\Psi \bar{\Psi} \Psi - \frac{1}{4g^2} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2(g^2)^2} m_A^2 A_\mu A^\mu$$

$$- \sum_{A=2}^N \partial_\mu \xi^A \partial^\mu \xi^A - \sum_{A=2}^N i \bar{\psi}_A \gamma^\mu \psi_A^\dagger + \ldots , \quad A = 2, \ldots, N.$$   

(B.0.45)

We have omitted the interaction terms. The masses $m_\phi$, $M_\Psi$ and $m_A$ are equal, as shown in eq. (B.0.44). The vector boson is defined in the "unitary" gauge.
Appendix C

Kähler metrics

The complete Kähler potential for the $S$, $T^i$, $Z$ and $C^L$ fields is given by

$$K = K_S + K_T + K_{\text{matter}},$$  \hfill (C.0.1)

where

$$K_S = -\kappa_4^{-2} \ln \left( S + \bar{S} - \frac{\pi}{2} \epsilon_S \frac{(Z + \bar{Z})^2}{W_i(T^i + \bar{T}^i)} \right),$$

$$K_T = -\kappa_4^{-2} \ln \left( \frac{1}{48} \epsilon(T^i + \bar{T}^i)(T^j + \bar{T}^j)(T^k + \bar{T}^k) \right),$$  \hfill (C.0.2)

$$K_{\text{matter}} = e^{\kappa_4^2 K_T / 3} \mathcal{G}_{LM} C^L \bar{C}^M.$$  

The first derivatives of the Kähler potential with respect to $S$, $T^i$, $Z$ and $C^L$ are

$$\frac{\partial K}{\partial S} = \frac{\partial K_S}{\partial S} = \frac{1}{\kappa_4^2 \left( S + \bar{S} - \frac{\pi}{2} \epsilon_S \frac{(Z + \bar{Z})^2}{W_i(T^i + \bar{T}^i)} \right)} = -\frac{1}{2\kappa_4^2 V},$$  \hfill (C.0.3)

$$\frac{\partial K}{\partial T^i} = \frac{\partial K_T}{\partial T^i} - \frac{\pi}{2} \epsilon_S \frac{W_i(Z + \bar{Z})^2}{W_i(T^j + \bar{T}^j)} + \frac{\kappa_4^2 \partial K_T e^{\kappa_4^2 K_T / 3}}{3} \mathcal{G}_{LM} C^L \bar{C}^M$$

$$= -\frac{d_{ijk} \alpha^j a^k}{4\kappa_4^2 R V^{2/3}} - \frac{1}{4\kappa_4^2 V} \pi \epsilon_S z^2 W^i - \frac{d_{ijk} \alpha^j a^k e^{\kappa_4^2 K_T / 3}}{4 R V^{2/3}} \mathcal{G}_{LM} C^L \bar{C}^M,$$  \hfill (C.0.4)
\[
\frac{\partial K}{\partial Z} = \frac{\partial K_s}{\partial Z} = \frac{\pi \epsilon_s W_i (Z+Z)}{\kappa_4^4 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)} = \frac{\pi \epsilon_s z}{2 \kappa_4^4 V}, \tag{C.0.6}
\]

\[
\frac{\partial K}{\partial C^L} = \frac{\partial K_{\text{matter}}}{\partial C_L} = e^{\kappa_4^4 K_T / 3} G_{L^L C^M} \bar{C}^M. \tag{C.0.7}
\]

The second derivatives of the Kähler potential with respect to \( S, T^i, Z \) and \( C^L \) are

\[
g_{S S} = \frac{\partial^2 K}{\partial S \partial S} = \frac{1}{\kappa_4^2 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)^2} = \frac{1}{4 \kappa_4^4 V^2},
\]

\[
g_{T^i S} = \frac{\partial^2 K}{\partial T^i \partial S} = \frac{\frac{\pi}{2} \epsilon_s W_i (Z+Z) W_k (T^k + T^k)}{\kappa_4^4 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)^2} = \frac{1}{8 \kappa_4^4 V^2} \pi \epsilon_s z W^i, \tag{C.0.8}
\]

\[
g_{Z S} = \frac{\partial^2 K}{\partial Z \partial S} = -\frac{\pi \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)}}{\kappa_4^2 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)^2} = -\frac{\pi \epsilon_s S z}{4 \kappa_4^4 V^2},
\]

\[
g_{T^i Z} = \frac{\partial^2 K}{\partial T^i \partial Z} = -\frac{\pi \epsilon_s W_i z}{8 \kappa_4^4 V^2} = \frac{\pi \epsilon_s W_i z}{4 \kappa_4^4 V (W_k t_k)} - \frac{\pi \epsilon_s W_i z^3}{8 \kappa_4^4 V^2},
\]

\[
g_{T^i T^j} = \frac{\partial^2 K}{\partial T^i \partial T^j} = \frac{\partial^2 K_T}{\partial T^i \partial T^j} = \frac{\pi \epsilon_s W_i W_j \frac{(Z+Z)^2}{W_k (T^k + T^k)}}{\kappa_4^2 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)^2} + \frac{\pi \epsilon_s W_i W_j \frac{(Z+Z)^4}{W_k (T^k + T^k)^4}}{\kappa_4^2 \left(S + \bar{S} - \frac{\pi}{2} \epsilon_s S \frac{(Z+Z)^2 W_k (T^k + T^k)}{W_k (T^k + T^k)} \right)^2}
\]

\[
+ \frac{\kappa_4^2 \partial^2 K_T}{\partial T^i \partial T^j} e^{\kappa_4^4 K_T / 3} G_{L^L C^M} \bar{C}^M + \frac{\kappa_4^2 \partial K_T}{\partial T^i} \frac{\epsilon_s W_i W_j z^2}{3} G_{L^L C^M} + \frac{\kappa_4^2 \partial K_T}{\partial T^j} \frac{\epsilon_s W_i W_j z^4}{16 \kappa_4^4 V^2}
\]

\[
+ \frac{\kappa_4^2 \partial K_T}{\partial T^i} \frac{\epsilon_s W_i W_j z^2}{3} G_{L^L C^M} + \frac{\kappa_4^2 \partial K_T}{\partial T^j} \frac{\epsilon_s W_i W_j z^4}{16 \kappa_4^4 V^2} + \left(\kappa_4^4 g_{ij} + \frac{1}{3} \left(\frac{d_{ijkl} a^j a^k}{4 V^2} \right)^2 \right) \frac{e^{\kappa_4^4 K_T / 3} G_{L^L C^M}}{3},
\]
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\[ g_{Z\bar{Z}} = \frac{\partial K}{\partial Z \partial \bar{Z}} = \frac{\pi \epsilon_S}{k_4^2} \left( \frac{1}{S + \bar{S} - \frac{\pi}{2} \epsilon_S (Z + \bar{Z})^2} \right) + \frac{\pi \epsilon_S}{k_4^2} \left( \frac{(Z + \bar{Z})^2}{2} \right) \]

\[ = \frac{\pi \epsilon_S}{4k_4^2 V} W_k t^k + \frac{\pi \epsilon_S}{2k_4^2 V^2} \]

\[ g_{T^i \bar{C}^L} = \frac{\partial^2 K}{\partial T^i \partial \bar{C}^L} = \frac{1}{3} \left( -\frac{\kappa^2}{k_4^2} \right) \bar{C}^M \]

\[ = \frac{d_{ik} t^k}{12RV^{2/3}} \left( -\frac{\kappa^2}{k_4^2} \right) \bar{C}^M \]

\[ g_{C^L \bar{C}^M} = -\frac{\partial^2 K}{\partial C^L \partial \bar{C}^M} = \epsilon \left( \frac{\kappa^2}{k_4^2} \right) \bar{C}^M \]

In the above, we have defined

\[ g_{T^i T^j} = \frac{\partial^2 K}{\partial T^i \partial T^j} = -\frac{d_{ijk} t^k}{k_4^2 (\frac{2}{3}) d_{lmn} t^l t^m t^n} + \frac{d_{ik} t^k t^l d_{jmn} t^m t^n}{k_4^2 \left( \frac{2}{3} \right)^2 (d_{lmn} t^l t^m t^n)^2} \quad \text{(C.0.10)} \]

Of course, we also have

\[ g_{T^i S} = g_{T^i S}, \quad g_{S Z} = g_{S Z}, \quad g_{Z T^i} = g_{T^i Z}, \quad \text{and} \quad g_{C^L T^i} = g^*_{T^i C^L} \quad \text{(C.0.11)} \]
Appendix D

Root Diagrams

We follow the Dynkin convention for labelling the simple roots of \( e_8 \), in agreement with the Mathematica package LieART [4, 5] which we used in many of the line bundle vector calculations. In particular, we number the nodes of the Dynkin diagram as in Figure D.1.

We mostly work in the “orthogonal basis” \( \{e_a\} \) with \( a = 1, \ldots, 8 \) (see [4] for more details), where the components of the root vectors are given with respect to an orthogonal basis.

In particular, the line bundle vectors \( V_i \) and roots \( r \) in the main text are expressed in the orthogonal basis. The eight simple roots \( \alpha_I = \alpha_I^a e_a \) of \( e_8 \) are given in this basis by

\[
\begin{align*}
\alpha_1^a &= \frac{1}{2}(1, -1, -1, -1, -1, -1, 1) , \\
\alpha_2^a &= (-1, 1, 0, 0, 0, 0, 0) , \\
\alpha_3^a &= (0, -1, 1, 0, 0, 0, 0) , \\
\alpha_4^a &= (0, 0, -1, 1, 0, 0, 0) , \\
\alpha_5^a &= (0, 0, 0, -1, 1, 0, 0) , \\
\alpha_6^a &= (0, 0, 0, 0, -1, 1, 0) , \\
\alpha_7^a &= (0, 0, 0, 0, 0, -1, 1) , \\
\alpha_8^a &= (1, 1, 0, 0, 0, 0, 0) .
\end{align*}
\]

In addition to the orthogonal basis we also have the \( \alpha \)-basis and the \( \omega \)-basis. The \( \alpha \)-basis is the basis of simple roots. This has the advantage that it shows precisely how a given root is made from a sum of simple roots. In this basis, the components of the simple roots are given by

\[
\begin{align*}
\tilde{\alpha}_1^a &= (1, 0, 0, 0, 0, 0, 0) , \\
\tilde{\alpha}_2^a &= (0, 1, 0, 0, 0, 0, 0) .
\end{align*}
\]
Figure D.1: Dynkin diagrams of the classical Lie groups. We follow the Dynkin convention for labelling simple roots, as used in [4, 5].

and so on, so that $\alpha_I = \tilde{\alpha}_a^I \alpha_a = \delta^I_a \alpha_a$. Finally, the $\omega$-basis is the basis of fundamental weights, also known as the Dynkin basis. This basis is such that the simple roots correspond to the rows of the Cartan matrix $A_{ab}$ (for $\mathfrak{e}_8$ in this case), so that, for example, the first two simple roots can be written as

$$\hat{\alpha}_1^a = (2, -1, 0, 0, 0, 0, 0), \quad \hat{\alpha}_2^a = (-1, 2, -1, 0, 0, 0, 0),$$

(D.0.3)

where we have written the simple roots in the $\omega$-basis as $\alpha_I = \tilde{\alpha}_a^I \omega_a$. Note that for algebras (such as $\mathfrak{e}_8$) whose roots are all of length 2, the $\alpha$-basis and $\omega$-basis are dual

$$(\alpha_a, \omega_b) = \delta_{ab}.$$  

(D.0.4)

In particular, this implies

$$(\alpha_I, \alpha_J) = \tilde{\alpha}_a^I \hat{\alpha}_J^b (\alpha_a, \omega_b) = \delta^I_a \hat{\alpha}_J^b \delta_{ab} = A_{IJ}.$$

(D.0.5)

The transformations between these bases are given by

$$\alpha_a = \sum_b A_{ab} \omega_b, \quad \omega_a = \sum_b \hat{\Omega}_{ab} e_b,$$

(D.0.6)
where $\hat{\Omega}_{ab}$ is the matrix whose rows are the fundamental weights in the orthogonal basis and $A_{ab}$ is the Cartan matrix of $\mathfrak{e}_8$, given by

$$A_{ab} = \begin{pmatrix} 2 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 2 & -1 & 0 & 0 & -1 & 0 \\ 0 & 0 & -1 & 2 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 2 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 2 \end{pmatrix} \). \quad (D.0.7)$$

Given the transformations between the various bases, it is simple to write down line bundle vectors that break particular combinations of the simple roots. Consider the inner product of the line bundle vector $V$ with the $I^{th}$ simple root $\alpha_I$:

$$V : \alpha_I = \hat{V}^a \hat{\alpha}^b_I (\omega_a, \alpha_b) = \hat{V}^a \delta^b_I \delta_{ab} = \hat{V}_I . \quad (D.0.8)$$

This means that the inner product of a line bundle vector $V$ with a simple root $\alpha_I$ is given by the $I^{th}$ component of the line bundle vector written in the $\omega$-basis. If, for example, we want to pick a line bundle vector that breaks the first simple root of $\mathfrak{e}_8$ and is orthogonal to the others, we can take $\hat{V}^a = (1, 0, 0, 0, 0, 0, 0, 0)$. Transforming back to the orthogonal basis (which is the basis used in the main text), we would then have

$$V = (0, 0, 0, 0, 0, 0, 0, 2) . \quad (D.0.9)$$

This would lead to an unbroken $SO(14)$ group.
Appendix E

Subbundles of Isomorphic Extension Bundles

In Table 2.3, we presented the six different extension branches for deforming the Whitney sum \( V_3 = \mathcal{F} \oplus \mathcal{K} \oplus \mathcal{E} \) away from the decomposable locus. For each such branch, there are two different pairs of sequences which lead, however, to isomorphic \( SU(3) \) bundles. Because of this isomorphism, in Table 3 we presented only one pair of these sequences. Here, however, we need to discuss both of them. For simplicity, let us restrict the discussion to the first extension branch only. However, the conclusions will apply to the remaining five branches as well. Let us briefly review the two sets of extension sequences in the first extension branch. These are

\[
\begin{align*}
\text{Ext}^1(\mathcal{E}, \mathcal{F}) &= H^1(X, \mathcal{F} \otimes \mathcal{E}^*) \neq 0 \quad \Rightarrow \quad 0 \to \mathcal{F} \to W \to \mathcal{E} \to 0, \\
\text{Ext}^1(W, \mathcal{K}) &= H^1(X, \mathcal{K} \otimes \mathcal{E}^*) \neq 0 \quad \Rightarrow \quad 0 \to \mathcal{K} \to V_3' \to \mathcal{W} \to 0,
\end{align*}
\]

(E.0.1)

or

\[
\begin{align*}
\text{Ext}^1(\mathcal{E}, \mathcal{K}) &= H^1(X, \mathcal{K} \otimes \mathcal{E}^*) \neq 0 \quad \Rightarrow \quad 0 \to \mathcal{K} \to W' \to \mathcal{E} \to 0, \\
\text{Ext}^1(W', \mathcal{F}) &= H^1(X, \mathcal{F} \otimes \mathcal{E}^*) \neq 0 \quad \Rightarrow \quad 0 \to \mathcal{F} \to V_3' \to W' \to 0.
\end{align*}
\]

(E.0.2)
However, following the calculation in [1], it can be shown that the resulting $SU(3)$ bundles are actually isomorphic $V'_3 \simeq V'_3$ and so it does not matter which extension one uses.

From the first set definition of the extension in (E.0.1), we learn there is an embedding

$$\mathcal{K} \hookrightarrow V'_3,$$

(E.0.3)

and, hence, $\mathcal{K}$ is a rank-one subbundle of $V'_3$. This means $V'_3$ is stable only if the slope of $\mathcal{K}$ is less than the slope of $V'_3$ (which vanishes):

$$\mu(\mathcal{K}) < 0.$$  

(E.0.4)

From the second definition of the extension in E.0.2, we learn that $\mathcal{F}$ is a subbundle of $V'_3$, which itself is isomorphic to $V'_3$. An obvious question is whether $\mathcal{F}$ is thus a subbundle of $V'_3$ as well, which would then constrain the slope of $\mathcal{F}$ to be negative.

Recall that a sheaf $\mathcal{F}$ is a sub-sheaf of $V$ if it has smaller rank and and there exists an embedding $\mathcal{F} \hookrightarrow V$ [54]. The space of homomorphisms from $\mathcal{F}$ to $V$, denoted $\text{Hom}_X(\mathcal{F}, V)$, is then isomorphic to the space of global sections $H^0(X, \mathcal{F}^* \otimes V)$. If $V$ is an $SU(N)$ bundle, it is stable if all its sub-sheaves $\mathcal{F}$ have negative slope. Hence, we have that $V$ is stable

$$\Downarrow$$

$$\mu(\mathcal{F}) < 0 \quad \forall \mathcal{F} \text{ with } 0 < \text{rank } \mathcal{F} < \text{rank } V \text{ and } H^0(X, \mathcal{F}^* \otimes V) \neq 0.$$  

(E.0.5)

Applying this statement to our case, the bundle $\mathcal{F}$ is a subbundle of $V'_3$ if we can find a homomorphism $\mathcal{F} \hookrightarrow V'_3$ or, equivalently, if

$$\text{Hom}_X(\mathcal{F}, V'_3) = H^0(X, \mathcal{F}^* \otimes V'_3) \neq 0.$$  

(E.0.6)

In the following, we will show that such a homomorphism does indeed exist. Let us start
by tensoring with $\mathcal{F}^*$ the sequences

$$
0 \to \mathcal{K} \to V_3' \to W \to 0 \quad \text{(E.0.7)}
$$

and

$$
0 \to \mathcal{F} \to W \to \mathcal{E} \to 0 \quad \text{(E.0.8)}
$$

to obtain

$$
0 \to \mathcal{F}^* \otimes \mathcal{K} \to \mathcal{F}^* \otimes V_3' \to \mathcal{F}^* \otimes W \to 0 , \quad \text{(E.0.9)}
$$

Taking long exact sequences in cohomology of these, gives

$$
0 \to H^0(X, \mathcal{F}^* \otimes \mathcal{K}) \to H^0(X, \mathcal{F}^* \otimes V_3') \to H^0(X, \mathcal{F}^* \otimes W) \xrightarrow{\delta_1} H^1(X, \mathcal{F}^* \otimes \mathcal{K}) \to \ldots , \quad \text{(E.0.10)}
$$

and

$$
0 \to H^0(X, \mathcal{F}^* \otimes \mathcal{F}) \to H^0(X, \mathcal{F}^* \otimes W) \to H^0(X, \mathcal{F}^* \otimes \mathcal{E}) \xrightarrow{\delta_2} H^1(X, \mathcal{F}^* \otimes \mathcal{F}) \to \ldots . \quad \text{(E.0.11)}
$$

For a line bundle and its dual we have

$$
H^0(X, \mathcal{F}^* \otimes \mathcal{F}) = H^0(X, \mathcal{O}_X) = \mathbb{C} , \quad H^1(X, \mathcal{F}^* \otimes \mathcal{F}) = H^1(X, \mathcal{O}_X) = 0 . \quad \text{(E.0.12)}
$$

Furthermore, if the line bundles $\mathcal{F}^* \otimes \mathcal{K}$ and $\mathcal{F}^* \otimes \mathcal{E}$ have negative slopes somewhere in the Kähler cone, the zeroth cohomology classes

$$
H^0(X, \mathcal{F}^* \otimes \mathcal{K}) = 0 , \quad H^0(X, \mathcal{F}^* \otimes \mathcal{E}) = 0 , \quad \text{(E.0.13)}
$$

vanish, as explained in Footnote 4 of [21]. It can be shown that for our particular Schoen
manifold, this condition is always satisfied if the line bundles $\mathcal{F}^* \otimes \mathcal{K} = L_1 L_2^3$ and $\mathcal{F}^* \otimes \mathcal{E} = L_1^{-1} L_2^3$ have both positive and negative entries $m^i + 3n^i$ and $-m^i + 3n^i$, when written as $\mathcal{F}^* \otimes \mathcal{K} = \mathcal{O}_X(m^1 + 3n^1, m^2 + 3n^2, m^3 + 3n^3)$ and $\mathcal{F}^* \otimes \mathcal{E} = \mathcal{O}_X(-m^1 + 3n^1, -m^2 + 3n^2, -m^3 + 3n^3)$. This is generally the case for the line bundles we sample.

Hence equations (E.0.10) and (E.0.11) become

$$0 \to H^0(X, \mathcal{F}^* \otimes V'_{3}) \to H^0(X, \mathcal{F}^* \otimes W) \xrightarrow{\delta_1} H^1(X, \mathcal{F}^* \otimes \mathcal{K}) \to \ldots , \quad \text{(E.0.14)}$$

and

$$0 \to \mathbb{C} \to H^0(X, \mathcal{F}^* \otimes W) \to 0 \quad \text{(E.0.15)}$$

respectively.

From the sequence (E.0.14) we learn that $H^0(X, \mathcal{F}^* \otimes V'_{3}) = \text{ker} \delta_1$. Therefore, to evaluate $H^0(X, \mathcal{F}^* \otimes V'_{3})$, we must first analyze the coboundary map $\delta_1$. First note that from eq. (E.0.15) we learn that $H^0(X, \mathcal{F}^* \otimes W) = \mathbb{C}$. Furthermore, we have that the fields $\tilde{C}_1$ are counted by $H^1(X, \mathcal{F}^* \otimes \mathcal{K})$. In the chosen vacuum branch all VEVs for the $\tilde{C}_1$ fields vanish. Since $\delta_1$ is determined by the vacuum state configuration, it follows that it maps only to the zero element of $H^1(X, \mathcal{F}^* \otimes \mathcal{K})$. Hence, $\ker \delta_1 = H^0(X, \mathcal{F}^* \otimes W) = \mathbb{C}$.

Putting this together, we conclude that

$$H^0(X, \mathcal{F}^* \otimes V'_{3}) = \mathbb{C} , \quad \text{(E.0.16)}$$

which is indeed non-zero. Therefore, according to (E.0.6), there exists a homomorphism $\mathcal{F} \hookrightarrow V'_{3}$ such that $\mathcal{F}$ is a subbundle of $V'_{3}$. Sequences (E.0.1) and (E.0.2) then tell us that both $\mathcal{F}$ and $\mathcal{K}$ are subbundles of $V'_{3}$. Therefore, according to (E.0.5), $V'_{3}$ is stable only if

$$\mu(\mathcal{F}) < 0 \quad \text{and} \quad \mu(\mathcal{K}) < 0 . \quad \text{(E.0.17)}$$
Appendix F

*B – L* MSSM field content

In this Appendix, we present for clarity all the *B – L* MSSM field content.

F.1 Gauge Eigenstates

- Bosons
  
  **vector gauge bosons**
  
  $SU(2)_L - W_\mu^1, W_\mu^2, W_\mu^3$, coupling parameter $g_2$

  $U(1)_{B-L} - B'_\mu$, coupling parameter $g_{BL}$

  $U(1)_{3R} - W_{R\mu}$, coupling parameter $g_R$

  $U(1)_Y - B_\mu$, coupling parameter $g'$

  $U(1)_{EM} - \gamma^0_\mu$, coupling parameter $e$

  B-L Breaking: $U(1)_{3R} \otimes U(1)_{B-L} \rightarrow U(1)_Y$, massive boson $Z_{R\mu}$, coupling $g_{Z_R}$

  EW Breaking: $SU(2)_L \otimes U(1)_Y \rightarrow U(1)_{EM}$, massive bosons $Z^0_\mu, W^\pm_\mu$

- Higgs scalars

  $H^0_u, H^+_u, H^0_d, H^-_d$

- Weyl Spinors
**gauginos**

\[ SU(2)_L - \tilde{W}^0, \tilde{W}^\pm, \ U(1)_{B-L} - \tilde{B'}, \ U(1)_{3R} - \tilde{W}_R, \ U(1)_Y - \tilde{B}, \ U(1)_{EM} - \tilde{\gamma}^0 \]

**Higgsinos**

\[ \tilde{H}^0_u, \tilde{H}^0_d, \tilde{H}_d^-, \tilde{H}_d^- \]

**leptons**

left chiral \( e_i, \nu_i, \ i = 1, 2, 3 \) where \( e_1 = e, e_2 = \mu, e_3 = \tau \)

right chiral \( e^c_i, \nu^c_i, \ i = 1, 2, 3 \) where \( e^c_1 = e^c, e^c_2 = \mu^c, e^c_3 = \tau^c \)

**sleptons**

left chiral \( \tilde{e}_i, \tilde{\nu}_i, \ i = 1, 2, 3 \) where \( \tilde{e}_1 = \tilde{e}, \tilde{e}_2 = \tilde{\mu}, \tilde{e}_3 = \tilde{\tau} \)

right chiral \( \tilde{e}^c_i, \tilde{\nu}^c_i, \ i = 1, 2, 3 \) where \( \tilde{e}^c_1 = \tilde{e}^c, \tilde{e}^c_2 = \tilde{\mu}^c, \tilde{e}^c_3 = \tilde{\tau}^c \)

**F.2 Mass Eigenstates**

- Weyl Spinors

**leptons**

\( e_i, \nu_i, \ i = 1, 2, 3 \) where \( e_1 = e, e_2 = \mu, e_3 = \tau \)

**charginos and neutralinos**

\[ \tilde{\chi}^\pm_1, \tilde{\chi}^\pm_2, \tilde{\chi}^0_n, \ n = 1, 2, 3, 4, 5, 6 \]

- 4-component Spinors

**leptons**

\[
\ell^-_i = \begin{pmatrix} e_i \\ e^c_i \end{pmatrix}, \quad \ell^+_i = \begin{pmatrix} e^c_i \\ e^+_i \end{pmatrix}, \quad \nu_i = \begin{pmatrix} \nu_i \\ \nu^+_i \end{pmatrix} \quad i = 1, 2, 3
\]

**charginos and neutralinos**

\[
\tilde{X}^-_1 = \begin{pmatrix} \tilde{\chi}^-_1 \\ \tilde{\chi}^+_1 \end{pmatrix}, \quad \tilde{X}^+_1 = \begin{pmatrix} \tilde{\chi}^+_1 \\ \tilde{\chi}^-_1 \end{pmatrix}, \quad \tilde{X}^0_n = \begin{pmatrix} \chi^0_n \\ \chi^0_n \end{pmatrix}
\]
F.2.1 VEV’s

- sneutrino VEV’s
  \[ \langle \tilde{\nu}_3 \rangle \equiv \frac{1}{\sqrt{2}} v_R \quad \epsilon_i = \frac{1}{2} Y_{\nu i 3} v_R \quad \langle \tilde{\nu}_i \rangle \equiv \frac{1}{\sqrt{2}} v_{L i}, \quad i = 1, 2, 3 \]

- Higgs VEV’s
  \[ \langle H_u^0 \rangle \equiv \frac{1}{\sqrt{2}} v_u, \quad \langle H_d^0 \rangle \equiv \frac{1}{\sqrt{2}} v_d, \quad \tan \beta = v_u / v_d \]
Appendix G

Mass Matrix elements

G.1 Chargino mass matrix

The matrices $\mathcal{U}$ and $\mathcal{V}$ can be written schematically as

$$\mathcal{U} = \begin{pmatrix} U & 0_{2 \times 3} \\ 0_{3 \times 2} & 1_{3 \times 3} \end{pmatrix} \begin{pmatrix} 1_{2 \times 2} & -\xi_- \\ \xi_-^\dagger & 1_{3 \times 3} \end{pmatrix}, \quad \mathcal{V} = \begin{pmatrix} V & 0_{2 \times 3} \\ 0_{3 \times 2} & 1_{3 \times 3} \end{pmatrix} \begin{pmatrix} 1_{2 \times 2} & -\xi_+ \\ \xi_+^\dagger & 1_{3 \times 3} \end{pmatrix} \quad (G.1.1)$$

Assuming that the lighter chargino is $\tilde{\chi}_1^\pm$, and since we are interested in its decays, it follows that we will need the elements $\mathcal{U}_{1\ 2+i}^\pm$ and $\mathcal{V}_{1\ 2+i}^\pm$ and their conjugates when replacing a lepton state with the lightest chargino mass eigenstate. It follows from the above that

$$\mathcal{U}_{1\ 2+i}^\pm = -\cos \phi_\pm \frac{g_2 v_d}{\sqrt{2} M_2 \mu} \epsilon_i^\pm + \sin \phi_\pm \frac{\epsilon_i^\pm \epsilon_i^*}{\mu}, \quad (G.1.2)$$

$$\mathcal{V}_{1\ 2+i}^\pm = -\cos \phi_+ \frac{g_2 \tan \beta m_{e_i} v_{L_i}}{\sqrt{2} M_2 \mu} + \sin \phi_+ \frac{m_{e_i} v_{L_i}}{\mu v_d} \epsilon_i^+ v_{L_i}. \quad (G.1.3)$$

When replacing a charged Wino gaugino with the lightest chargino mass eigenstate, we need the elements $\mathcal{U}_{1\ 1}$ and $\mathcal{V}_{1\ 1}$ given by

$$\mathcal{U}_{1\ 1} = \cos \phi_-, \quad \mathcal{V}_{1\ 1} = \cos \phi_+ \quad (G.1.4)$$
and their conjugates. Similarly for replacing a charged Higgsino, one needs $U_{1\,2}$ and $V_{1\,2}$, which we find to be

$$U_{1\,2} = \sin \phi_- , \quad V_{1\,2} = \sin \phi_+$$  \hspace{1cm} (G.1.5)$$

and their conjugates.

We also need the elements $U_{2+i\,1}$ and $V_{2+i\,1}$ and their complex conjugates when replacing a charged Wino state with a charged lepton, where

$$U_{2+i\,1} = \frac{g_2}{\sqrt{2}M_2\mu} (v_d \epsilon_i^* + \mu v_{L_i}) , \quad V_{2+i\,1} = -\frac{1}{\sqrt{2}M_2\mu} g_2 \tan \beta \mu v_{L_i} .$$  \hspace{1cm} (G.1.6)$$

The elements $U_{2+i\,2}$ and $V_{2+i\,2}$ and their complex conjugates when required when replacing a charged Higgsino state with a charged lepton,

$$U_{2+i\,2} = \frac{\epsilon_i^*}{\mu} , \quad V_{2+i\,2} = \frac{m_{e_i}}{\mu v_{L_i}} .$$  \hspace{1cm} (G.1.7)$$

The angles $\phi_{\pm}$ are defined in Section 5.1. They express the charged Wino and charged Higgsino content of the chargino mass eigenstates, in the absence of the RPV couplings $\epsilon_i$ and $v_{L_i}$

$$\tilde{\chi}_{1\pm} = \cos \phi_{\pm} \tilde{W}_{\pm} \pm \sin \phi_{\pm} \tilde{H}_{\pm}$$  \hspace{1cm} (G.1.8)$$

and

$$\tilde{\chi}_{2\pm} = -\sin \phi_{\pm} \tilde{W}_{\pm} \pm \cos \phi_{\pm} \tilde{H}_{\pm} .$$  \hspace{1cm} (G.1.9)$$

Hence, for $\phi_{\pm} = 0$, we have purely Wino chargino states $\tilde{\chi}_{1\pm}$ and purely Higgsino chargino states $\tilde{\chi}_{2\pm}$. Conversely, for $\phi_{\pm} = \pi/2$, we have purely Higgsino chargino states $\tilde{\chi}_{1\pm}$ and purely Wino chargino states $\tilde{\chi}_{2\pm}$. 

320
G.2 Neutralino mass matrix

The $N$ matrix can be written schematically as

$$
N = \begin{pmatrix}
N_{03} & 0_{3\times3} \\
0_{3\times3} & V_{PMNS}^\dagger \\
\end{pmatrix}
\begin{pmatrix}
1_{6\times6} & -\xi_0 \\
\xi_0^\dagger & 1_{3\times3} \\
\end{pmatrix}.
$$

The rows of $\xi_0$ are the gaugino gauge eigenstates, whereas the columns correspond to the neutrino gauge eigenstates. These are explicitly labeled and presented below. They are

$$
\xi_{0\tilde{\nu}^{\prime}L_i} = \frac{g_{B\ell}}{8d_\chi^3} [2M_{BL}v_u(g_2^2v_dv_u - 2M_2\mu)\epsilon_i - g_{B\ell}^2M_2v_R^2(v_d\epsilon_i + \mu v_L^*)] ,
$$

$$
\xi_{0\tilde{\nu}_i} = \frac{g_2\mu}{8d_\chi^3} [2g_{\ell}^2M_{BL}v_d^2\epsilon_i + M_{\tilde{Y}}v_R^2(v_d\epsilon_i + \mu v_L^*)] ,
$$

$$
\xi_{0\tilde{\nu}^{\prime}_i} = \frac{1}{16d_\chi} [M_{\tilde{Y}}v_R^2(v_d\epsilon_i - \mu v_L^*) - 4M_2\mu(M_{\tilde{Y}}v_R^2 + g_{B\ell}^2M_{BL}v_u^2)\epsilon_i] ,
$$

$$
\xi_{0\tilde{\nu}_{c3}L_i} = \frac{1}{16d_\chi} [M_{\tilde{Y}}v_R^2(v_d\epsilon_i + \mu v_L^*) - 4\mu^2M_2M_{BL}v_dv_u\epsilon_i] ,
$$

$$
\xi_{0\tilde{\nu}^{\prime}L_i} = -\frac{1}{8d_\chi} [g_{B\ell}g_{BL}^2M_2\mu v_R^2(v_d\epsilon_i + \mu v_L^*)] + 2g_{B\ell}\mu v_u((g_{B\ell}^2M_2 + g_{B\ell}^2v_Rv_d) - 2M_{BL}M_2\mu)\epsilon_i] ,
$$

$$
\xi_{0\tilde{\nu}_{c3}} = \frac{\mu}{8v_Rd_\chi} [(M_{\tilde{Y}}v_R^2v_dv_u - 2g_{B\ell}^2M_{BL}M_2v_R^2)\epsilon_i] + 2M_{BL}(M_2(g_{B\ell}^2v_Rv_d - 4M_\mu v_u) + 2(g_{B\ell}^2M_2 + g_{B\ell}^2v_R)v_dv_u^2)\epsilon_i] .
$$

where

$$
d_\chi = \frac{1}{4} M_2M_1\mu^2v_R^2 - \frac{1}{8} M_{\tilde{Y}}\mu v_R^2v_dv_u ,
$$

$$
M_Y = g_{B\ell}^2M_{BL} + g_{B\ell}^2v_R M_2 .
$$
\[ M_\gamma = g_{BL}^2 g_R^2 M + g_{BL}^2 g_R^2 M_{BL} + g_{BL}^2 M_R. \]  

(G.2.10)

We can now express the matrix elements of

\[
N = \begin{pmatrix}
N_{03} & 0_{3 \times 3} \\
0_{3 \times 3} & V_{PMNS}^\dagger
\end{pmatrix}
\begin{pmatrix}
1_{6 \times 6} & -\xi_0 \\
\xi_0^\dagger & 1_{3 \times 3}
\end{pmatrix}
\begin{pmatrix}
N_{03} & -N\xi_0 \\
V_{PMNS}^\dagger \xi_0^\dagger & V_{PMNS}^\dagger
\end{pmatrix}
\]

(G.2.11)

\(N\) is the matrix that diagonalizes the neutralino mass matrix in the absence of RPV couplings to the three families of left-handed neutrinos. If the soft masses in the neutralino mass matrix, eq. (G.2.11), are much larger than the Higgs VEV’s \(v_u\) and \(v_d\), then, at zeroth order, we have

\[
N = \begin{pmatrix}
\sin \theta_R & 0 & 0 & 0 & \cos \theta_R & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
-\frac{1}{\sqrt{2}} \cos \theta_R & 0 & 0 & 0 & \frac{1}{\sqrt{2}} \sin \theta_R & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \cos \theta_R & 0 & 0 & 0 & -\frac{1}{\sqrt{2}} \sin \theta_R & \frac{1}{\sqrt{2}}
\end{pmatrix}
\]

(G.2.12)

However, in the regimes with small chargino and neutralino masses that we analyze, this approximation is no longer valid. The elements of \(N\) will, in general, have complicated expressions and we choose to evaluate them numerically. We use as input the numerical values of the neutralino mass matrix. We expect, however, based on the zeroth order form of \(N\), that \(N_{11}, N_{22}, N_{34}, N_{43}, N_{15}, N_{51}, N_{61}, N_{56}, N_{65}\) and \(N_{66}\) are of order \(O(1)\), while the remaining matrix elements are of order \(O(M_{EW}/M_{soft}) \ll 1)\).

Elements form the top-right block \(N\xi_0\) have the form

\[
N_{n 6+i} = -N_{n 1} \xi_0 \delta_{R\nu_i L_i} - N_{n 2} \xi_0 \rho_{\nu_i L_i} - N_{n 3} \xi_0 \rho_{\nu_i L_i} - N_{n 4} \xi_0 \rho_{\nu_i L_i} - N_{n 5} \xi_0 \rho_{\nu_i L_i} - N_{n 6} \xi_0 \epsilon_i
\]

\[
\simeq N_{n 1} \left[ \frac{2 g_R M_{BL} v_u}{M_1 v_R^2} \epsilon_i + \frac{g_R g_{BL}^2}{2 M_1} v_L^i \right] - N_{n 2} \left[ \frac{2 g_{BL} v_d}{2 M_2} \epsilon_i + \frac{g_R}{2 M_2} v_L^i \right] + N_{n 3} \left[ \frac{\epsilon_i}{16 \mu} \right] - N_{n 4} \left[ \frac{\tilde{M}_1 v_u (v_d \epsilon_i + \mu v_L^i) - \frac{g_{BL}^2 g_R M_{BL} v_u v_d}{M_1 v_R^2} \epsilon_i}{2 M_1 M_2 \mu^2} \right]
\]

\[
+ N_{n 5} \left[ \frac{\epsilon_i}{16 \mu} \right] - N_{n 6} \left[ \frac{\tilde{M}_1 v_u (v_d \epsilon_i + \mu v_L^i) - \frac{g_{BL}^2 g_R M_{BL} v_u v_d}{M_1 v_R^2} \epsilon_i}{2 M_1 M_2 \mu^2} \right]
\]

322
\begin{equation}
-N_{n5} \left[ \frac{g_{BL} g_R^2}{2 M_1 \mu} (v_d \epsilon_i + \mu v^*_L_i) - \frac{2 g_{BL} M_R v_u}{M_1 v^*_R} \epsilon_i \right] \\
- N_{n6} \left[ -\frac{g_{BL}^2 M_R}{v_R M_1} v^*_L_i + \frac{M_{BL}}{v^*_R M_2 M_1} \mu (g_R^2 M_2 v^*_R v_d - 4 M_R \mu v_u) \epsilon_i \right] 
\end{equation}

for \( n = 1, 2, 3, 4, 5, 6 \) and \( i = 1, 2, 3 \). Elements of the bottom left block \( V^\dagger_{PMNS} \xi^\dagger_0 \) are computed in a similar fashion. One can then determine \( \mathcal{N}_{6+i n} \) as

\begin{equation}
\mathcal{N}_{6+i n} = [V^\dagger_{PMNS}]_{6+i 6+j} [\xi^\dagger_0]_{6+j n}
\end{equation}
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