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Abstract

Missing or incomplete data is a nearly ubiquitous problem in biomedical research studies. If the incomplete data are not appropriately addressed, it can lead to biased, inefficient estimation that can impact the conclusions of the study. Many methods for dealing with missing or incomplete data rely on parametric assumptions that can be difficult or impossible to verify. Here we propose semiparametric and nonparametric methods to deal with data in longitudinal studies that are missing or incomplete by design of the study. We apply these methods to data from Parkinson's disease dementia studies. First, we propose a quantitative procedure for designing appropriate follow-up schedules in time-to-event studies to address the problem of interval-censored data at the study design stage. We propose a method for generating proportional hazards data with an unadjusted survival similar to that of historical data. Using this data generation process we conduct simulations to evaluate the bias in estimating hazard ratios using Cox regression models under various follow-up schedules to guide the selection of follow-up frequency. Second, we propose a nonparametric method for longitudinal data in which a covariate is only measured for a subset of study subjects, but an informative auxiliary variable is available for everyone. We use empirical and kernel density estimates to obtain nonparametric density estimates of the conditional distribution of the missing data given the observed. We derive the asymptotic distribution of the estimator for time-varying missing covariates as well as discrete or continuous auxiliary variables and show that it is consistent and asymptotically normally distributed. Through simulations we show that our estimator has good finite sample properties and is more efficient than the complete case estimator. Finally, we provide an R package to implement the method.
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CHAPTER 1

INTRODUCTION

Incomplete data is a pervasive problem in biomedical research, giving rise to methodological challenges for accurate and efficient estimation. A variety of reasons and mechanisms can lead to incomplete data. Data can be missing if subjects drop out of a study or are lost to follow-up. In other cases, some data may not be collectible, observable, or available for some study subjects. Data can be missing by design of the study as a result of resource constraints. In this dissertation, we focus on data that are missing or incomplete by study design and propose methods to address the incomplete data at the design stage or at the time of analysis.

We consider methods to address two types of incomplete data situations motivated by studies of Parkinson’s disease at the University of Pennsylvania Parkinson’s disease Research Center.

First we consider interval-censored data, which is a type of incomplete data that is unique to survival analysis. Interval-censored data arises when the true time of an event is not known, but instead is observed to fall within a particular interval. For example, consider a clinical study of Parkinson’s disease (PD) studying the time to progression from normal cognition to mild cognitive impairment (MCI). Cognitive function or status is measured by physician administered cognitive tests and neurological exams. Thus changes in cognitive status is only observed at patient follow-up visits when the cognitive assessments are conducted. The true time to MCI is therefore interval-censored between the follow-up visit at which the impairment was first measured and the previous visit.

Many methods have been developed to analyze interval-censored data. Some of these include nonparametric methods (Finkelstein, 1986), multiple-imputation algorithms (L Chen and J Sun, 2010; Pan, 2000), estimation-maximization (EM) algorithms (Goetghebeur and Ryan, 2000), and estimating equations methods (Heller, 2011). However, due to a lack of available software (Han, Andrei, and Tsui, 2014), none has been widely adopted. Instead, it is common to use methods for right-censored data, such as Cox proportional hazards (PH) models, with the right-endpoint of the censoring-interval as the event time. This ‘right-endpoint imputation’ approach is widely used despite having been shown to produce biased estimates of the hazard ratio (Law and Brookmeyer, 1992; Rucker and Messerer, 1988; X Sun and C Chen, 2010; Yu, 2012).
In Chapter 2 we address the problem of bias from right-endpoint imputation from a study design perspective. One of the main contributors to the estimation bias from right-endpoint imputation is the length of the censoring-interval, since longer intervals results in more overlap of those intervals, obscuring the true order of events. More frequent follow-up visits would shortened the censoring-intervals thereby reducing the bias; but increasing the frequency of visits may be constrained by funding resources and patient burden. Our goal then is to provide a method for designing follow-up schedules so that the frequency of follow-up visits reduces bias while conserving resources. Using what we already know about factors that contribute to bias from right-endpoint imputation in addition to new factors that we discovered through simulation studies, we develop a quantitative procedure for designing follow-up schedules. To implement our proposed procedure, we provide an easy to use Shiny (Chang et al., 2017) application.

In Chapters 3 and 4 we consider a second incomplete data situation in which a covariate is missing. When the measurement of a predictor is expensive, invasive, or otherwise unavailable, a surrogate or auxiliary variable may be measured in its place. Although prone to error, self-report data is relatively inexpensive and easy to collect; therefore self-report data, rather than more precise methods, are often used to obtain measures such as body mass index (Courtemanche, Pinkston, and Stewart, 2015; Xu, JK Kim, and Li, 2017) or nutritional intake (Yi et al., 2015). Similarly, fecal calprotectin measures are often used in place of the more accurate endoscopy, offering a less invasive, but generally adequate, predictor of inflammatory bowel disease activity and relapse (Røseth, Aadland, and Grzyb, 2004; Zhulina et al., 2016).

We focus on studies where the surrogate or auxiliary variable is measured for all study subjects while the expensive or invasive predictor is measured for only a subset. This subset of subjects makes up an ‘interval validation set’. For all other subjects, the covariate is missing by study design. For example, another study at Penn Parkinson’s disease Research Center is evaluating the relationship between the cerebral spinal fluid concentration of amyloid-β (CSF-aβ) and cognitive decline over time. Collection of this predictor from the cerebral spinal fluid requires a lumbar puncture which is both invasive and expensive. Therefore only a fraction of the study participants were assigned to undergo the procedure, while other participants are missing this covariate. Another biomarker, apolipoprotein E (APOE) genotype, which is measured through less invasive blood tests is available for most participants and has been shown to be associated with CSF-aβ (Tapiola
et al., 2000), making APOE a good candidate for an auxiliary variable. However, the scientific question of interest still pertains to CSF-$\alpha_\beta$. Since CSF-$\alpha_\beta$ is missing for a large sample of the study participants, the use of missing data methods is required.

The simplest approach to dealing with missing data is to use a complete case analysis, which would mean only using the subjects in the validation set who have no missing data. Since we assume that the validation set is a random subsample and therefore the data is missing completely at random (MCAR), the estimates would be unbiased but inefficient due to the drastically reduced sample size. We want to utilize the information in APOE to improve the efficiency of the analysis using more sophisticated methods. Some other popular missing covariate data methods include multiple imputation with chained equations (MICE) (Erler et al., 2016; Ibrahim et al., 2005), EM methods (Ibrahim, 1990), and Bayesian methods, all of which require some parametric assumptions about the distribution of the variables (Erler et al., 2016) that can be difficult to verify. Instead, we focus on semiparametric methods that do not require these distributional assumptions.

Pepe and Fleming (1991) and Carroll and Wand (1991) proposed semiparametric methods for missing covariate data that use empirical, nonparametric estimates of the densities of the missing (i.e. expensive) covariate and auxiliary or surrogate variable. Pepe and Fleming (1991) developed this method for linear regression where the auxiliary variable is discrete. Carroll and Wand (1991) assume a continuous surrogate variable but assume a logistic model (i.e discrete outcome). Xu, JK Kim, and Li (2017) use expected estimating equations to develop a general theory that is applicable to situations in which the auxiliary and outcome variables are continuous or discrete, but recommend bootstrapping the variance estimate. These three semiparametric methods assume a cross-sectional design and time-independent covariates.

In Chapter 3 we introduce our method that extends these semiparametric methods to longitudinal data with time-varying covariates. We derive the asymptotic distribution of the estimate and show that it is normally distributed. Through simulations we demonstrate that our estimator has good finite sample properties and estimates the variance well without the need to bootstrap. In Chapter 4 we describe the R package (R Core Team, 2018) that we wrote to perform this estimation.

In the final chapter we summarize our work and discuss how we could expand on these methods and topics moving forward.
2.1. Introduction

Longitudinal studies with time-to-event as the main outcome are important in biomedical research because they enable us to study and understand the progression and risks associated with diseases. For example, they can be used to answer questions about time-to-clinical worsening or -relapse, progression-free survival, and time-to-death. Increasingly, the event of interest is not something that can be directly observed or measured by the patients, such as changes in disease status as indicated by biomarkers (Heller, 2011; Wellek, 2017) or other physician assessments administered at patient follow-up visits. A natural question then in designing longitudinal studies is how frequently participants should be followed-up.

With unlimited resources of time and money participants could be followed-up continuously. Of course continuous follow-up is not practical or feasible in real-world outpatient clinical trials or observational studies. Instead, follow-up schedules must be designed to balance resources and the precision of the collected data. This problem is uniquely challenging for time-to-event studies, where the true time of the event is not observed, but instead is interval-censored between follow-up visits.

The goal of this chapter is to provide a quantitative strategy for selecting follow-up schedules in order to avoid the problem of interval-censoring at the design stage. Methods to account for interval censoring after the data have been collected have some disadvantages that limit their use in practice. Prior to Wang et al. (2016), many of the interval censoring methods were too computationally intensive or complex for widespread use, and those that were available in software packages required parametric assumptions, provided biased parameter estimates, or did not provide variance estimates (Pan, 1999; Wang et al., 2016). As a result, this type of data is frequently analyzed with standard survival methods using right-endpoint imputation, i.e. the observed time of the event. This method is even recommended by the FDA for dealing with interval-censored progression-free survival in oncology clinical trials (FDA, 2015; Zeng et al., 2015). Multiple authors have shown
that right-endpoint imputation may result in biased estimation (Rücker and Messerer, 1988; X Sun and C Chen, 2010; Yu, 2012; Zeng et al., 2015), yet there is limited advice for designing follow-up schedules to limit this bias. In this chapter, we propose a quantitative method to allow clinical investigators or statisticians to select an appropriate follow-up schedule so that the standard Cox model (i.e., right-end imputation approach) can generate reliable results with small bias. Thus, the impact of interval censoring on the bias can be reduced at the study design stage by applying our new procedure.

Current practice for designing longitudinal follow-up frequency in outpatient clinical research is mainly based on experience, tradition, and availability of resources. Below we describe several methods proposed to offer guidance in the design of follow-up frequencies in longitudinal studies where the outcome of interest is an interval-censored time-to-event. However, these methods generally rely on parametric assumptions about the underlying distribution of the rate of the event, fixed follow-up intervals, or complex programming.

Inoue and Parmigiani (2002) provides a method to choose the “optimal” follow-up times using a decision-theoretic approach in a Bayesian framework assuming a constant hazard rate (i.e. the time-to-event is exponential). Broad implementation of this method can be limited due to its computational complexity (Raab, Davies, and Salter, 2004). Raab, Davies, and Salter (2004) calculates the asymptotic loss of efficiency for interval-censored data given a parametric model and recommends interval lengths as a function of the median survival time. In addition to requiring parametric assumptions about the survival distribution, the method assumes fixed follow-up intervals over the duration of the study. Alexander (2008) provides an analytic expression for the Fisher information in terms of the interval length, also assuming a constant hazard rate, fixed follow-up intervals for the entire duration of the study, and no right-censoring. HY Kim, Williamson, and Lin (2016) calculates the power for different follow-up schedules assuming parametric distributions for the underlying survival and Wellek (2017) provides sample size formulas to calculate power for superiority and non-inferiority analyses under an accelerated failure time model.

In this chapter, we made several new contributions. First, we provide a novel method to design longitudinal follow-up schedules using semiparametric assumptions instead of parametric ones in contrast to existing literature which requires parametric assumptions. Moreover, our method allows for flexible lengths of follow-up, in contrast to existing methods which require fixed follow-up
schedules. Second, we present novel discoveries on the factors that contribute to estimation bias from right-endpoint imputation. Third, we provide a user friendly web application to implement our procedure thereby enabling clinical researchers to apply this quantitative method to their follow-up frequency selection process.

The remainder of this chapter is organized as follows. Section 2.2 describes the Parkinson’s disease (PD) cognition study that motivates this work. Section 2.3 describes simulations to explore the factors that influence estimation bias when using right-endpoint imputation. Section 2.4 introduces the novel quantitative procedure for evaluating follow-up schedules. The method is validated in Section 2.5. In Section 2.6 we apply the procedure for follow-up frequency selection in the PD setting. Finally, in Section 2.7 we discuss the implications and limitations of our procedure.

2.2. Motivating Study

This work is motivated by a University of Pennsylvania (Penn) Parkinson’s Disease Center study (Pigott et al., 2015). Pigott et al. (2015) uses a convenience cohort of patients with PD and normal cognition (NC) at baseline to investigate potential baseline predictors of cognitive decline. The study included 141 patients and annual evaluations for four years, followed by biennial evaluations (i.e. participants were followed-up at years 1-4 and 6). The outcome of interest was the time-to-progression from NC to any cognitive impairment, and, for those who progressed to mild cognitive impairment (MCI), the time-to-progression from MCI to Parkinson’s disease dementia (PDD). The effects of baseline predictors were estimated using standard Cox proportional hazards (PH) regression models. Due to the follow-up schedule, participants’ true event times are interval-censored between subsequent visits. Therefore, right-endpoint imputation was used for the event times of participants who progressed to MCI or PDD. In other words, the event times were defined as the follow-up visit at which progression was first observed. Subjects who dropped out of the study or did not have the event by the end of the study were right censored. Investigators want to know if their follow-up schedules are appropriate for these research questions and if the schedules should be modified for future studies.
2.3. Simulations to Study Factors Associated with Hazard Ratio Estimation Bias Due to Right-Endpoint Imputation

In this section we describe simulations used to explore how various factors impact the bias of hazard ratio (HR) estimates in PH models using right-endpoint imputation. First, we provide a new method for generating proportional hazards data that resembles a given Kaplan-Meier curve. Then we examine how the magnitude of the hazard ratio and the distribution of covariates effect the bias in the univariate setting. Finally, we compare the bias in univariate models to that of multivariate models.

2.3.1. Generating Proportional Hazards Data with Similar Unadjusted Kaplan-Meier Curves

It has been shown that the amount of ties impacts the HR estimation bias in Cox PH models, with more ties resulting in more biased estimates (Hertz-Picciotto and Rockhill, 1997). When participants are observed to fail in the same or overlapping follow-up intervals, the true order of events is lost, resulting in larger bias due to right-endpoint imputation, compared to when participants fail at more varied times. Therefore, we must control the number of ties in order to study how other factors impact the estimation bias. We can control the number of ties by controlling the shape of the survival curve. In this section, we describe a new method for generating PH data with similar unadjusted Kaplan-Meier curves.

The PH model can be written in terms of the survival distribution as

\[ S(t|z) = S_0(t)^{\exp(Z_t^T \beta)} \]  

(2.1)
for $i$ in 1 to N, where $S(t | z)$ is the survival at time $t$, $S_0(t)$ is the baseline survival distribution, $Z_i$ is the vector of covariates for subject $i$, and $\beta = \log(HR)$. Let $\hat{S}(t)$ be the target Kaplan-Meier curve. Our objective is to estimate an $S_0(t)$ given $\beta$ and the distribution of $Z$, so that the unadjusted Kaplan-Meier curve of the generated data, $\hat{S}_g(t)$, will be similar to $\hat{S}(t)$. If we obtain $\hat{S}(t)$ by generating survival times from a Weibull or Gompertz distribution, then $S_0(t)$ will also be Weibull or Gompertz, respectively, for some $\beta$ and $Z$, since these two distributions satisfy the PH assumption. Since both distributions can be expressed as a function of two parameters (scale=$\lambda$, shape=$\gamma$), we can estimate $S_0(t)$ by solving a system of two equations derived from Equation (2.1). The equations are defined by taking two points from $\hat{S}(t)$, so that we have $(t_1, \hat{S}(t_1))$ and $(t_2, \hat{S}(t_2))$. In addition, we define $Q_{Z\beta}(\hat{S}(t_1))$ and $Q_{Z\beta}(\hat{S}(t_2))$ to be the $\hat{S}(t_1)$ and $\hat{S}(t_2)$ quantiles of $Z^T \beta$. Now, for the Gompertz and Weibull distributions, we have the following systems of equations:

\[
\begin{align*}
\text{Gompertz} & : & e^{Q_{Z\beta}(\hat{S}(t_k))}\lambda(1 - e^{\gamma t_k}) - \gamma \log\{\hat{S}(t_k)\} &= 0 \\
\text{Weibull} & : & -e^{Q_{Z\beta}(\hat{S}(t_k))}\lambda t_k^\gamma - \log\{\hat{S}(t_k)\} &= 0
\end{align*}
\] (2.2) \hspace{1cm} (2.3)

where $k = 1, 2$. The Gompertz and Weibull distributions are supported only where $\lambda, \gamma > 0$. In order to satisfy the support of the distributions, we reparameterize the equations as

\[
\begin{align*}
\text{Gompertz} & : & e^{Q_{Z\beta}(\hat{S}(t_k))}\lambda_1^2(1 - e^{\gamma_1^2 t_k}) - \gamma_1^2 \log\{\hat{S}(t_k)\} &= 0 \\
\text{Weibull} & : & -e^{Q_{Z\beta}(\hat{S}(t_k))}\lambda_1^2 t_k^\gamma - \log\{\hat{S}(t_k)\} &= 0
\end{align*}
\] (2.4) \hspace{1cm} (2.5)

where $\lambda_1 = \sqrt{\lambda}$ and $\gamma_1 = \sqrt{\gamma}$. Then we can solve for the parameters in $\mathbb{R}$ (R Core Team, 2018) using the multiroot function from the RootSolve package (Soetaert, 2009; Soetaert and Herman, 2009). For starting values of the parameters, we use $\lambda_{10} = \sqrt{\frac{\lambda^*}{e^{Q_{Z\beta}(\hat{S}(t_2))}}}$ and $\gamma_{10} = \sqrt{\gamma^*}$, where $\lambda^*$ and $\gamma^*$ are the true parameters of $S(t)$ used to obtain $\hat{S}(t)$. In practice, we would not know the true distribution of $S(t)$ and instead can use maximum likelihood estimates for $\lambda^*$ and $\gamma^*$, as we describe in Section 2.4.

2.3.2. Univariate Simulations

To investigate sources of bias in the univariate setting, we study a combination of different covariate distributions and hazard ratios. For each combination, we consider the % bias which is defined...
\[
\frac{1}{SIM} \sum_{sim=1}^{SIM} \frac{HR_{sim} - HR}{HR} \times 100\%
\]
where \( SIM \) is the number of datasets generated. In simulations (not shown), we found that in the univariate setting, the mean of a normally distributed covariate has no impact on the estimation bias. Therefore, we define the covariates in terms of skewness and variances. For zero skewness, we generate the covariate data from a normal distribution with a mean of 1 and the specified standard deviation \( (\sigma) \). For non-zero skewness, we generate data from a gamma distribution, since the distribution can be fully described by the skewness and standard deviation. Specifically, the shape parameter is calculated as \( 4 \times skew^2 \) and the scale parameter is \( \sigma \times skew/2 \). We test skewness of 0, 1, 2, and 3 with standard deviations of 0.5, 1, 1.5, 2, and 2.5. For each combination we test HRs of 1.5, 2, and 2.5.

To investigate how the results are impacted when estimating the effect of multiple covariates, we compare the bias for individual predictors in a multivariate model to those in corresponding univariate models. We look at a total of five predictors, estimating each one in a univariate model and a sequence of multivariate models. The five covariates have skewness of 2.0, 1.0, 0, 0, and 1 and standard deviations of 1.5, 1.0, 1.0, 2.0, 0.5, respectively. The corresponding HRs are 1.5, 2.0, 2.5, 1.3, and 1.7. To look at how the number of predictors effects the bias in the estimated hazard ratios, we add one covariate to each subsequent model. We compare the resulting bias from the models with two, three, four, and five predictors to the respective univariate models.

For all simulations, we use a sample size, \( N \), of 200 and set \( S(t) \) to be Weibull with shape=2 and scale=0.005. Figure 2.2 shows the Kaplan-Meier curves generated for HR=2.5 and a few of the tested covariate distributions. Censoring-intervals of 5 years were applied over 20 years.

### 2.3.3. Simulation Results

<table>
<thead>
<tr>
<th>HR</th>
<th>Skew</th>
<th>SD</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>2.0</td>
<td>1.5</td>
<td>-5.55</td>
<td>-7.34</td>
<td>-8.58</td>
<td>-9.00</td>
<td>-8.07</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>1.0</td>
<td>-8.58</td>
<td>-11.30</td>
<td>-13.87</td>
<td>-14.30</td>
<td>-12.92</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0</td>
<td>1.0</td>
<td>-12.34</td>
<td>-16.40</td>
<td>-17.38</td>
<td>-15.60</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0.0</td>
<td>2.0</td>
<td>-2.04</td>
<td>-5.25</td>
<td>-4.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>1.0</td>
<td>0.5</td>
<td>-1.92</td>
<td>-8.89</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

HR = Hazard ratio. Skew=Skewness. SD= Standard deviation. \( \% \text{Bias} = \frac{1}{SIM} \sum_{sim=1}^{SIM} \frac{HR_{sim} - HR}{HR} \times 100\% \). P1 - P5 represents the number of predictors in each of the models. Proportional hazards models were used to estimate the HR associated with five predictors in univariate and multivariate models. The \( \% \) bias from right-endpoint imputation is reported for each of the models. Column P1 shows the bias from the univariate models (i.e. 1 predictor). Columns P2 - P5 show the bias for each of the predictors in the multivariate models with 2, 3, 4, and 5 predictors.
Figure 2.2: Kaplan-Meier curves for data generated from three different covariate distributions using our proposed method for controlling the unadjusted survival.

Figure 2.3 summarizes the bias in the univariate setting. As expected, the bias is negative, indicating that the estimated effect is attenuated by interval censoring. Interestingly, the magnitude of the bias increases with the standard deviation and with the skewness of the covariate. Additionally, the magnitude of the bias increases with hazard ratio. Zeng et al. (2015) found the magnitude of the HR to have little effect on the bias, but this is likely because their analyses were restricted to a single binary covariate. The results of the multivariate analyses are presented in Table 2.1. In general, when the number of predictors increases, the bias in each of the predictors also increases.

The significant impact of the covariate distribution on the resulting bias may be due to the way that ties are handled. The Efron method partially accounts for the fact that information on the true order of events is missing by approximating the average contribution to the likelihood for all possible orders of tied events. If the covariate values were the same for participants with tied event times, the contribution to the likelihood would be identical for all possible orders of events and thus those ties would not contribute to the bias. It is only when the covariate values differ that information is lost. When the standard deviation of the covariate distribution is larger, the values are likely to be
more dissimilar at tied events, resulting in greater bias.

Moreover, the partial likelihood for the Efron method is a function of the mean weight
\[ \frac{1}{d_j} \sum_{k \in D_j} \exp(Z_k^T \beta), \]
for the set of participants, \( D_j \) with failure time \( j \), where \( d_j \) is the number of participants in \( D_j \). When the distributions of the covariates are skewed instead of symmetric, using this mean may not be appropriate and may add to the estimation bias.

Similarly, the event rate impacts the bias by influencing the number of ties that are observed. When the rate of events is greater, more ties are observed resulting in a greater loss of information as the approximated likelihood is farther from the truth. Therefore, when the rate of change of survival is greater, more frequent follow-up is needed.
2.4. Proposed Longitudinal Follow-up Evaluation Procedure

Based on the results of the simulations in Section 2.3, we developed a novel procedure to evaluate the appropriateness of follow-up schedules. The procedure overview is as follows. First, the user specifies the HR and distributions for covariates based on pilot data. Then a baseline survival distribution is calculated such that the unadjusted Kaplan-Meier curve is similar to the historical data Kaplan-Meier curve provided by the user. Next, the user chooses potential follow-up schedules to investigate. Finally, the selected follow-up schedules are evaluated via simulations by generating data from the specified covariate and survival distributions. For each simulated dataset, Cox PH models are used with the observed (i.e. right-endpoint imputed) event times generated by each of the follow-up schemes. The bias for each of the respective models is averaged over all of the simulations. An appropriate follow-up frequency is chosen for which the bias is less than a pre-specified clinically significant threshold.

2.4.1. Covariate Definitions

The first step in our procedure is to define the covariate(s). As shown in Section 2.3, the shape of the covariate distributions can greatly impact the resulting HR estimation bias when using right-endpoint imputation. For each continuous covariate, the user can specify its skewness and standard deviation. Symmetric covariates are sampled from normal distributions and skewed covariates are sampled from gamma distributions. The user may also define discrete covariates by providing the possible values and their corresponding probabilities.

In addition, the user must specify HRs to test. Right-endpoint imputation attenuates the estimate of the effect, or shrinks the estimate towards 1 (Zeng et al., 2015). As a result, estimated HRs are more biased when the true HR is farther from 1. In practice, if no pilot data is available for the covariates, we recommend testing a range of plausible HRs and covariate distributions.

Finally, to allow the percent bias to be more comparable across HRs, all HRs should be defined as greater than or equal to 1. This could require re-defining a covariate if necessary. For example, if a binary covariate is defined as 1 for males with a HR=0.5, this should be redefined as 1 for females with a HR=2.

The covariates and HRs defined in this step are used to select the baseline survival distribution in
Step 2.

2.4.2. Distribution Selection

The second step of our new procedure is to calculate a survival distribution from which to generate data. This process is similar to that described in Section 2.3.1, with some additional steps to account for the fact that the true \( S(t) \) is unknown. In place of \( S(t) \), the user must provide the Kaplan-Meier curve from some historical data, which we define as \( \hat{S}_h(t) \). Using \( \hat{S}_h(t) \) we estimate \( S_0(t) \) and check how similar the generated data is to the historical data.

In Section 2.5, we demonstrate that the procedure is not sensitive to the true distribution of \( S_0(t) \). Specifically, we show that our procedure performs well even when the true baseline survival distribution is neither Weibull nor Gompertz. However, in order to automate our procedure, we let \( S_0(t) \), and therefore \( S(t) \), be from one of these two distributions.

To estimate \( S_0(t) \), we first determine if \( \hat{S}_h(t) \) more closely fits a Weibull or Gompertz distribution. We begin by simulating a large amount of “observed” data that is consistent with the historical data. To obtain this data, we use the inverse-cumulative distribution function (CDF) method, where \( F(t) = 1 - \hat{S}_h(t) \). With the “observed” data, we calculate the maximum likelihood estimates (MLEs), \( \lambda^* \) and \( \gamma^* \), of the shape and scale parameters, respectively, using \texttt{flexsurvreg} from the \texttt{flexsurv} package (Jackson, 2016) in \texttt{R} (R Core Team, 2018) assuming both a Weibull and a Gompertz distribution. We then select the distribution that better fits the data as defined by the Akaike information criterion (AIC).

Depending on the selected distribution, we can estimate \( S_0(t) \) by solving either Equation 2.4 or 2.5, taking two points from the historical Kaplan-Meier curve, \( \hat{S}_h(t) \). The MLEs, \( \lambda^* \) and \( \gamma^* \), are used to calculate the starting values for the baseline parameters of \( S_0(t) \). \( Q_{Z^T \beta}(\hat{S}_h(t_1)) \) and \( Q_{Z^T \beta}(\hat{S}_h(t_2)) \) are calculated as the \( \hat{S}_h(t_1) \) and \( \hat{S}_h(t_2) \) quantiles of \( Z^T \beta \) as defined in Step 1.

After solving for the parameters of \( S_0(t) \), we check that the chosen distribution is appropriate for the historical data. We first generate event times under the PH model using the calculated \( S_0(t) \) along with the covariates and hazard ratios defined in Step 1. To make this data comparable to the historical data, we create censoring-intervals using the event times from the historical data. Then, using the right-endpoint of the censoring-interval for each event time, we calculate the Kaplan-
Figure 2.4: Comparison of generated data (dashed) and historic data (solid) Kaplan-Meier curves for a slow event rate (a), a fast event rate (b), and the progression from mild cognitive impairment to Parkinson’s disease dementia. The ‘dashed’ curves in (a) and (b) are generated for a covariate with skewness of 1, a standard deviation of 1.5, and a hazard ratio of 2. The distance is calculated as the maximum difference in step-size between the two curves at any given point.

Meier curve, \( \hat{S}_g(t) \), for the “generated” data. Finally, to compare the historical Kaplan-Meier curve to the “generated” Kaplan-Meier curve we define a similarity measure, or distance measure, as the maximum difference in step size between the two curves at any time \( t_j \). That is, we calculate the distance as \( \max_j \left\{ \left| \hat{S}_g(t_{j+1}) - \hat{S}_g(t_j) \right| - \left| \hat{S}_h(t_{j+1}) - \hat{S}_h(t_j) \right| \right\} \) for \( j \in 1 \text{ to } D - 1 \), where \( D \) is the number of unique event times in the historical data. If this maximum difference is greater than a pre-specified desired threshold, we resample “observed” data using the inverse-CDF method and repeat the procedure until the difference is below the threshold.

Figure 2.4 shows examples of the Kaplan-Meier curves generated from the selected distributions (dashed) and how they compare to the historic Kaplan-Meier curves (solid). Figure 2.4a shows a rapid event rate, Figure 2.4b shows a slower event rate, and Figure 2.4c shows the observed historical data for the progression from MCI to PDD in Pigott et al. (2015). Both Figure 2.4a and 2.4b are generated for a covariate with skewness of 1, standard deviation of 1.5, and a HR of 2. Figure 2.4c is generated as described in Section 2.6.1.

2.4.3. Follow-up Schedules

In this step, the user selects the follow-up schedules under consideration. The schedules chosen for testing should include a range of follow-up frequencies in settings of both unlimited and limited resources. The frequency of follow-up may vary over the duration of the study, but since this
procedure is for design purposes, we assume that all participants strictly adhere to the follow-up schedules as defined.

2.4.4. Simulations and Analysis

Simulations are performed by generating $S$ datasets with the parameters defined in Step 1 and Step 2. For each dataset we apply the follow-up schedules of interest and use a standard Cox regression model to estimate the HRs. For tied event times, the Efron method (Efron, 1977) is used. For comparison, we also run the Cox regression using the true, unobserved event times.

The impact of right-endpoint imputation is evaluated using the percent bias of the HR estimates obtained from using the observed, right-endpoint of the censoring interval. The percent bias is defined for each hazard ratio estimate ($\hat{HR}$), as $\frac{1}{SIM} \sum_{sim=1}^{SIM} \frac{HR_{sim} - HR}{HR} \times 100\%$.

2.5. Method Validation

Here we aim to demonstrate that our new method is not sensitive to misspecification of the underlying survival distribution. The purpose of our proposed procedure is to evaluate follow-up frequency by estimating the bias due to right-endpoint imputation. If the true baseline survival distribution were known, then a simple, standard simulation could be used to understand the impact of various follow-up schedules. Therefore, we validate our new procedure by comparing our estimates of the bias to those obtained given the true survival distribution. Moreover, we show that the results from our procedure are consistent with the truth even when $S_0(t)$ is neither Weibull nor Gompertz.

We define the true survival distribution to follow proportional hazards with a log-logistic baseline survival function. Given the HR, covariates, and observation times, we generate one set of “historical” data and calculate the Kaplan-Meier curve. Using this as the historical Kaplan-Meier curve, we apply our new simulation procedure using the same HR and covariate distributions. We also conduct the same simulation, but generate data from the true survival distribution and compare the resulting mean $\hat{HR}$s and mean % bias.

The true survival distribution has a log-logistic baseline survival, which is written as $\frac{1}{1+\lambda t^\alpha}$, where we let $\alpha = 1 \times 10^{-5}$ and $\lambda = 4$. We define two covariates with HR=1.5 and 2.0, respectively. The distributions associated with these covariates have skewness of 2.0 and 1.0 and $\sigma$ of 1.5 and 1.0,
respectively. We consider follow-up schedules of 2 or 5 year intervals for 20 years.

Table 2.2: Comparison of simulation results using the true and procedure estimated survival distributions

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Skew</th>
<th>( \sigma )</th>
<th>HR</th>
<th>( \hat{S}_0(t) )</th>
<th>( S_0(t) )</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( H \hat{R}(%Bias) )</td>
<td>( H R(%Bias) )</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.0</td>
<td>1.5</td>
<td>1.5</td>
<td>1.48 (-1.27)</td>
<td>1.48 (-1.43)</td>
<td>0.00 (0.16)</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.97 (-1.50)</td>
<td>1.96 (-1.91)</td>
<td>0.01 (0.41)</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>1.5</td>
<td>1.5</td>
<td>1.36 (-9.54)</td>
<td>1.36 (-9.12)</td>
<td>-0.01 (-0.42)</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.70 (-14.79)</td>
<td>1.72 (-13.93)</td>
<td>-0.02 (-0.86)</td>
</tr>
</tbody>
</table>

\( \hat{S}_0(t) \) is the baseline survival distribution estimated by the proposed procedure and \( S_0(t) \) is the true baseline survival distribution. For each baseline distribution, the mean hazard ratio (HR) estimate, \( H \hat{R} \), is defined as \( \frac{1}{2000} \sum_{i=1}^{2000} \hat{H}R_{sim} \), and the mean percent bias, \% Bias, is defined as \( \frac{1}{2000} \sum_{i=1}^{2000} \frac{\hat{H}R_{sim} - H R}{\hat{H}R_{sim}} \times 100\% \), where \( H R_{sim} \) is the HR estimated by the proportional hazards (PH) model for the \( s^{th} \) generated dataset and \( H R \) is the true HR. The last column presents the difference in the mean HR estimate and mean percent bias for data generated from \( \hat{S}_0(t) \) and \( S_0(t) \).

Table 2.2 shows the results obtained using the baseline survival estimated by our proposed procedure, \( \hat{S}_0(t) \), and the true baseline survival curve, \( S_0(t) \). The maximum difference in the mean estimated HR is 0.02. For the mean \% bias, the maximum difference is 0.86. These results demonstrate that the new procedure can estimate the bias in the \( \log( H R ) \) well. They also confirm that our procedure is not sensitive to the true distribution of the baseline hazard. In this case, the true \( S_0(t) \) is log-logistic, while \( \hat{S}_0(t) \) is Weibull; however, there is little difference in the mean estimates of the parameters.

2.6. Application to Parkinson’s Disease Dementia Research

2.6.1. Implementation

We apply the follow-up frequency evaluation procedure to PD cognition research and evaluate follow-up schedules for the study of time-to-progression from MCI to PDD at the University of Pennsylvania Parkinson’s Disease Center. The study involved PD patients who were already MCI. The study design was to follow-up the patients until they develop PDD or the study ended. The main scientific question was to examine factors on the risk of conversion to PDD. The investigators want to know the appropriate frequency to follow up these patients in order to produce unbiased analysis results without wasting resources and increasing patient burden. We consider three follow-up schedules. Schedule 1 requires annual follow-up for ten years, schedule 2 requires annual follow-up for four years followed by biennial follow-up for six years, and schedule 3 requires annual follow-up.
for five years followed by biennial follow-up for four years. The total duration of follow-up is ten years for schedules 1 and 2, and nine years for schedule 3. The maximum number of visits is ten for schedule 1, and seven for schedules 2 and 3. The observed event time for each subject is defined as the right-endpoint of the interval in which the true time-to-progression falls. For example, if a participant's progression occurs at 5.5 years, the observed event time would be 6 under schedules 1 and 2, and 7 under schedule 3. Subjects who progress after ten years are right-censored under schedules 1 and 2 and participants who progress after nine years are right-censored under schedule 3. In our simulations we generate \( \text{SIM}=1000 \) datasets with \( n=200 \) participants and use a similarity threshold of 0.06.

To select an appropriate follow-up schedule, we ran our procedure using the seven predictors Pigott et al. (2015) included in their model. These predictors are sex and age, disease duration, Hoehn & Yahr (H&Y) stage, Unified Parkinson's disease rating scale (UPDRS) motor score, geriatric depression score, and dementia rating score-2 at first study visit. To obtain HRs to test, we ran a standard Cox regression analysis with the time-to-progression from MCI to PDD as the outcome and the seven predictors as covariates. In the procedure, we use \( \exp \left[ \text{abs} \left( \log \hat{HR} \right) \right] \) as the HR for each predictor.

Finally, we had to define distributions for each of the covariates. Sex and H&Y stage are binary and categorical variables, respectively. Therefore we sampled these covariate values with probabilities equal to those seen in the data. For all other predictors, we calculated the standard deviation and skewness. If the skewness was less than 0.5, we sampled the predictor from a normal distribution using the sample mean and standard deviation. If the skewness was greater than 0.5, we sampled from a gamma distribution. The normally distributed predictors were age, UPDRS motor score, and dementia score. The skewed predictors were disease duration and depression score.

2.6.2. Results of Evaluation of Follow-up Schedules for PDD Patients

The results for the Parkinson's disease dementia study are shown in Table 2.3. Sex is the predictor with the largest HR and as a result the largest bias. Under schedules 1 and 3, the HR estimate for sex has approximately 5% bias, but under Schedule 2 the bias is about 7.5%. All other predictors have bias less than or equal to 3% in the HR estimates. Thus, all three schedules produce less than 10% bias. Therefore, we would recommend using either Schedule 2 or 3, which require 7 follow-up
Table 2.3: Right-endpoint imputation bias by follow-up schedule in the study of MCI to PDD

<table>
<thead>
<tr>
<th>Predictor</th>
<th>HR</th>
<th>Schedule 1</th>
<th>Schedule 2</th>
<th>Schedule 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>1.736</td>
<td>-5.09</td>
<td>-7.40</td>
<td>-5.49</td>
</tr>
<tr>
<td>Age</td>
<td>1.004</td>
<td>-0.05</td>
<td>-0.07</td>
<td>-0.06</td>
</tr>
<tr>
<td>Duration</td>
<td>1.094</td>
<td>-1.12</td>
<td>-1.46</td>
<td>-1.20</td>
</tr>
<tr>
<td>H&amp;Y Stage</td>
<td>1.058</td>
<td>-0.61</td>
<td>-1.02</td>
<td>-0.68</td>
</tr>
<tr>
<td>UPDRS Motor</td>
<td>1.115</td>
<td>-1.30</td>
<td>-1.83</td>
<td>-1.43</td>
</tr>
<tr>
<td>Depression</td>
<td>1.161</td>
<td>-1.76</td>
<td>-2.35</td>
<td>-1.87</td>
</tr>
<tr>
<td>Dementia</td>
<td>1.211</td>
<td>-2.20</td>
<td>-3.12</td>
<td>-2.41</td>
</tr>
</tbody>
</table>

A multivariate proportional hazards (PH) model was run to estimate the hazard ratios (HR) of all 7 predictors. HRs estimated from a multivariate PH model using historical data were used for the simulations. \( \% \text{Bias} = \frac{1}{1000} \sum_{i=1}^{1000} \frac{\hat{HR}_i - HR}{HR} \times 100\% \). Schedule 1 involves annual follow-up for 10 years. Schedule 2 involves annual follow-up for 4 years followed by biennial follow-up for 6 years. Schedule 3 involves annual follow-up for 5 years followed by biennial follow-up for 4 years. In each setting the observed (right-endpoint imputed) event times were used.

visits, since both of these schedules provide sufficient follow-up while utilizing fewer resources than Schedule 1, which requires 10 visits.

2.7. Discussion

We have introduced a novel procedure to evaluate the appropriateness of follow-up frequencies and demonstrated its application for a Penn Parkinson’s Disease Center study on dementia. This procedure provides a quantitative method to guide the design of time-to-event studies by utilizing historical data. Although we apply the method to the PD cognition setting, our procedure can be used in any research area that has sufficient historical data to enable the selection of appropriate survival and covariate distributions. Using our method to evaluate the bias for different follow-up designs can guide the selection of longitudinal follow-up frequency in a quantitative and robust way. Thus, it will help to save unnecessary study costs and reduce patient burden without sacrificing the accuracy in estimating the associations of interest.

Here we have focused on the estimation bias associated with right-endpoint imputation, unlike the methods discussed in the Introduction which consider the efficiency of estimation. As described above, those methods rely on parametric assumptions about the underlying hazards. When the assumptions hold, the parametric methods are unbiased, allowing for a meaningful assessment of efficiency. In contrast, we consider the popular and commonly used semiparametric Cox PH model. The advantage of the proportional hazards model is that it does not specify or estimate the baseline hazard. However, by imputing the event time as the right-endpoint of the censoring interval, bias is
introduced into the estimation. Since we expect the estimate to be biased, we therefore focus on
the magnitude of that bias.

An advantage of our procedure is that it does not require parametric assumptions about the survival
distribution. We only require the distribution to satisfy the proportional hazards assumption of the
Cox regression model. While the procedure uses Weibull or Gompertz to select a baseline survival
distribution, our method is not sensitive to the selected distribution. The Cox regression model does
not use or estimate the baseline hazard. Instead, it uses only the order of events to estimate the
HR. Therefore, the chosen distribution only needs to have a similar shape to the historical data so
that the relative number of events observed at each time-point is consistent with the historical data.

We consider the chosen distribution to be “similar” to the observed data if the distance measure
is below a defined threshold. A smaller threshold would force the generated data to more strictly
resemble the historical data and a larger value would allow for greater deviations. In choosing the
threshold value, a user may want to consider the amount of information in the historical data, much
like they would when defining a Bayesian prior. If there is a lot of prior information in the historical
data, then a stricter threshold may be appropriate. However, if the historical data contains a small
sample, then a higher threshold may be desired to allow for more uncertainty.

Although our method does not require parametric assumptions regarding the survival distribution,
a limitation of our method is the need to correctly specify certain measures of the covariate distri-
butions. As shown, the skewness and variance of the covariate distribution can greatly impact the
bias in HR estimates due to right-endpoint imputation. If the distribution of the covariates in the
target population is well known or can be estimated accurately, then this limitation is not a concern.
However, if the distribution is not well known it would be necessary to do sensitivity analyses to test
a variety of possible scenarios including highly skewed covariate distributions.

Longitudinal studies are increasingly important in early detection, prevention, and care manage-
ment of neurodegenerative and other chronic diseases, but they are constrained by limitations on
financial, administrative, and logistical resources. Therefore, we recommend carefully designing the
follow-up frequency to minimize bias in statistical analyses without wasting resources or increasing
patient burden.
CHAPTER 3

NONPARAMETRIC ESTIMATION FOR TIME-VARYING MISSING COVARIATES IN LONGITUDINAL MODELS

3.1. Introduction

Longitudinal studies are a useful tool in biomedical research, offering numerous advantages over cross-sectional studies. By following the same subjects over times, longitudinal studies can be used to investigate the effects of predictors on disease and disease progression. In addition, they are often more powerful than standard cross-sectional studies. However, longitudinal studies can suffer from missing data that is challenging to deal with.

The simplest method for dealing with missing covariate data is to use a complete case analysis, which is the default for many statistical programs. The complete case method drops from analysis all observations for which there is missing covariate data, resulting in less efficient estimates (Erler et al., 2016; Johansson and Karlsson, 2013). In addition, if the data are not missing completely at random (MCAR) the complete case estimates are known to be biased (Erler et al., 2016; Johansson and Karlsson, 2013).

Other common methods for dealing with missing covariate data, such as fully Bayesian methods, Estimation-Maximization methods (Ibrahim, 1990), and multiple imputation with chained equations (MICE) require parametric modeling of the covariate distributions (Erler et al., 2016; Ibrahim et al., 2005). MICE is particularly common and considered by some to be the current gold standard (Erler et al., 2016) for dealing with missing data. However for unbalanced longitudinal data it is unclear how the parametric models should be defined (Erler et al., 2016; Moons et al., 2006) and model misspecification can lead to bias (Little and Rubin, 2002). In recent years, there has been development in nonparametric multiple imputation, such as predictive-mean matching, which does not require the strong distributional assumptions. While these methods have been shown through simulation to work well, they lack statistical justification or theory for statistical inference (Bertsimas, Pawlowski, and Zhuo, 2018).

Estimating equations with inverse probability weights produce consistent and asymptotically normal
estimates but are less efficient than the other methods and require that the data are missing at random (Ibrahim et al., 2005). If the data are MCAR these methods are not applicable.

In some cases, data can be missing by study design. If a predictor is expensive or invasive to measure, a study may be designed such that the predictor is only measured for a random sample of study participants. For example, a Parkinson’s disease (PD) study at the University of Pennsylvania is interested in the relationship between biomarkers and changes in cognitive outcomes over time. One biomarker of interest is the cerebral spinal fluid concentration of amyloid-β (CSF-aβ). Whereas some biomarkers can be measured from saliva or blood, CSF-aβ requires a more invasive and costly lumbar puncture. As a result, only a subset of study participants is randomly assigned to undergo this additional procedure to measure their CSF-aβ. For all other study participants CSF-aβ is missing. Those subjects with non-missing data make up an ‘internal validation set’.

A few nonparametric methods have been developed for missing covariate data with an internal validation set that do not require specifying parametric distributions for the covariates. Pepe and Fleming (1991) and Carroll and Wand (1991) developed similar methods for missing covariate data based on an estimated likelihood that employs a nonparametric estimate of the density of the missing covariate given an “auxiliary” or “surrogate” variable. However, Pepe and Fleming (1991) requires a discrete auxiliary variable and Carroll and Wand (1991) assumes a discrete outcome. Xu, JK Kim, and Li (2017) uses expected estimating equations to develop a general theory that is applicable to situations in which the auxiliary and outcome variables are continuous or discrete. Because their variance estimate underestimates the asymptotic variance, Xu, JK Kim, and Li (2017) recommends using a bootstrap method to calculate the variance of the parameter estimates. All of the above methods assume a cross-sectional design with time-independent covariates.

We propose to extend these nonparametric methods to longitudinal data. Our method offers two main contributions to the existing literature. First, our method can handle time-independent or time-varying missing covariates. For time-independent missing covariates, we allow for continuous or discrete auxiliary variables. In addition, if the missing covariate is time-varying we can allow for time-varying auxiliary variables. We allow for all of these situations without introducing additional parametric assumptions beyond those required for the standard linear mixed-effects model. Second, we derive the asymptotic distribution of the estimator and show through simulations that it has good finite sample properties. Therefore, the variance estimate of our estimator does not require
bootstrapping.

The rest of the chapter is organized as follows. First we describe our proposed nonparametric estimator in Section 3.2 and discuss its asymptotic properties in Section 3.3. In Section 3.4 we demonstrate the performance of our method through the use of simulation studies. Then we apply our method to the Parkinson’s disease data example in Section 3.5. Finally, we consider limitations of our method in Section 3.6.

3.2. Proposed Nonparametric Maximum Estimated Likelihood

Let $Y$ be a continuous outcome with $n$ repeated measures and let $X$ and $Z$ be time-varying or time-independent variables. Define $X$ and $Z$ as matrices with $n$ rows and $q_X$ and $q_Z$ columns, respectively. We assume that $Z$ is measured for all subjects but $X$ is only available for a random subsample.

Those subjects for whom $X$ is measured make up the validation set $V$. Subjects who are missing $X$ make up the nonvalidation set $\bar{V}$. Here we note that for all subjects $X$ is either fully observed or not observed at all. This means that for subjects in the validation set, each part of $X$ is observed if $q_X > 1$ and measured at each observation time if $X$ is time-varying.

In addition, we assume $Z$ can be decomposed into $(Z^*, A)$, where $Z^*$ is the components of $Z$ that are independent of the missing covariate and $A$ is an auxiliary variable that contains some information about $X$. Thus, the observed data consists of $(Y_i, X_i, Z^*_i, A_i)$ for $i \in V$ and $(Y_j, Z^*_j, A_j)$ for $j \in \bar{V}$.

Now that we have defined $A$, we can explain what we mean by $X$ is available for a random subsample. We assume that the missing mechanism is independent of the auxiliary variable, but not necessarily independent of the other covariates. So this assumption is less restrictive than the MCAR assumption.

We define a linear mixed-effects model for $Y_i$ as

$$Y_i = X_i\beta_X + Z^*_i\beta_{Z^*} + \gamma_i b_i + \epsilon_i,$$

where $\gamma_i$ is an $n_i \times q_\gamma$ known matrix of covariates for the $q_\gamma \times 1$ vector of random-effects $b_i$, $\epsilon_i$ is the
$n_i \times 1$ vector of random errors, and $n_i$ is the number of observations for subject $i$. In addition, we assume as usual that $\epsilon_i$'s are independent and follow an $n_i$-variate normal distribution with mean 0 and variance $\sigma^2 \Lambda_i(\nu)$ where $\nu$ defines the parameters of $\Lambda_i$, $b$'s are iid, independent of $\epsilon_i$, and follow a $q_\epsilon$-variate normal distribution with mean 0 and variance $D$. $P_\beta(Y_i|X_i, Z_i)$ then follows a multivariate normal distribution with mean $\mu_i = X_i \beta + Z_i \beta_2^*$ and variance $\Sigma_i = \gamma_i D \gamma_i^T + \sigma^2 \Lambda_i(\nu)$. Note that $A_i$ is not used in the model to prevent problems due to the collinearity in $A$ and $X$.

The full likelihood for the data in the validation and nonvalidation sets can be expressed as in Pepe and Fleming (1991) as

$$L = \prod_{i \in V} P_\beta(Y_i|X_i, Z_i) \prod_{j \in \bar{V}} P_\beta(Y_j|Z_j). \quad (3.2)$$

If the distribution of $P(X|A)$ were known, then $P_\beta(Y|Z)$ could be calculated as

$$\int P_\beta(Y|x, Z) P(X|A) dx. \quad \text{However, } P(X|A) \text{ is not known and even if it were the calculation of } P_\beta(Y|Z) \text{ would likely require some form of numerical integration. Instead, following Pepe and Fleming (1991) and Carroll and Wand (1991), we obtain unbiased, nonparametric estimates of } P_\beta(Y|Z) \text{ using empirical estimates of } P(X|A) \text{ based on the random subsample that makes up the validation set. Since } P(X|A) = \frac{P(X,A)}{P(A)}, \text{ we need estimates for } P(A). \text{ The empirical estimate for the distribution of discrete } A \text{ is } f_A(a_j) = \frac{1}{n^v} \sum_{i \in V} I(A_i = A_j), \text{ where } n^v \text{ is the size of the validation set. For continuous } A, \text{ kernel density estimates are used so that } \hat{f}_A(a_j) = \frac{1}{n^h} \sum_{i \in V} \Phi \left( \frac{a_i - a_j}{h} \right), \text{ where } \Phi \text{ is a symmetric density function and } h \text{ is the bandwidth. Using these empirical estimates of } P(A), \text{ we can obtain unbiased estimates of } P(Y_j|Z_j) \text{ as defined below.}

For brevity of notation, let $w_D = \frac{1}{n^v}$ and $w_C = \frac{1}{n^{v+h}}$. Then, if $X$ is time-independent, an unbiased estimate of $P(Y_j|Z_j)$ for subject $j$ from the nonvalidation set can be written

$$\hat{P}(Y_j|Z_j) = \frac{w_k \sum_{i \in V} P(Y_j|X_i, Z_j) K_k(A)}{w_k \sum_{i \in V} K_k(A)} = \frac{\sum_{i \in V} P(Y_j|X_i, Z_j) K_k(A)}{\sum_{i \in V} K_k(A)}, \quad (3.3)$$

where $k = D, C$ for discrete or continuous $A$, respectively, and $K_D(A) = I(A_i = A_j)$ and $K_C(A) = \Phi \left( \frac{A_i - A_j}{h} \right)$. Note that $\hat{f}_A(a_j) = w_k \sum_{i \in V} K_k(A)$.

For time-varying covariates, we introduce the following notation. Let $M_i$ be an $n_i \times q$ matrix representing $X_i$ or $A_i$, where $q = q_X$ or $q_A$, respectively. Let $t_i$ be an $n_i \times 1$ vector where $t_i$ is time, which
we assume is discrete. Then $M_i[t_j]$ is an $n_j \times q$ matrix with the rows of $M_i$ that correspond to the positions where the elements of $t_j$ are equal to the elements of $t_i$. For example, if $X_i = (1.2, 1.5, 1.3)'$, $t_i = (0, 1, 2)'$, and $t_j = (0.2)'$, then $X_i[t_j] = (1.2, 1.3)'$. It is necessary to recognize that $M_i[t_j]$ will have $n_j$ rows only if $t_j$ is at least a subset of $t_i$. In other words, a subject $i$ from the validation set can only contribute to the estimation of $\hat{P}(Y_j | Z_j)$ for a subject $j$ from the nonvalidation set if $t_j \subseteq t_i$. We incorporate this condition into $K_k(A, t)$ which is the time-dependent version of $K_k(A)$ from Eq. 3.3.

Now we can define the estimate $\hat{P}(Y_j | Z_j)$ for a time-varying $X$ as

$$
\hat{P}(Y_j | Z_j) = \frac{\sum_{i \in V} P(Y_j | X_i[t_j], Z_j) K_k(A, t)}{\sum_{i \in V} K_k(A, t)}.
$$

(3.4)

If $A$ is time-independent, then $K_D(A, t) = I(A_i = A_j, t_j \subseteq t_i)$ and $K_C(A, t) = \Phi\left(\frac{A_i - A_j}{h}\right) I(t_j \subseteq t_i)$. If $A$ is time-varying, $K_D(A, t) = I(A_i[t_j] = A_j, t_j \subseteq t_i)$ and $K_C(A, t) = \Phi\left(\frac{A_i[t_j] - A_j}{h}\right) I(t_j \subseteq t_i)$, where $\Phi\left(\frac{A_i[t_j] - A_j}{h}\right) = \Phi\left(\frac{A_i[t_{j1}] - A_j[t_{j1}]}{h}\right) \times \Phi\left(\frac{A_i[t_{j2}] - A_j[t_{j2}]}{h}\right) \ldots \times \Phi\left(\frac{A_i[t_{jn}] - A_j[t_{jn}]}{h}\right)$.

Then the estimated likelihood can be written as

$$
\hat{L} = \prod_{i \in V} P_\beta(Y_i | X_i, Z_i) \prod_{j \in V} \hat{P}_\beta(Y_j | Z_j).
$$

(3.5)

We maximize this estimated likelihood using a pseudo Newton-Raphson algorithm and show that doing so yields consistent and asymptotically normal estimates for the unknown parameters.

### 3.2.1. Practical Considerations for Continuous Auxiliary Variables

Use of the kernel density estimator for continuous auxiliary variables introduces two important factors for consideration. First is the choice of bandwidth. Similar to Carroll and Wand (1991), we also use an *ad hoc* method to select the bandwidth based on the validation data. Specifically, we calculate the bandwidth based on the validation set auxiliary variable using the method of Sheather and Jones (1991), which is implemented as *bw.SJ* in *R* (R Core Team, 2018).

A second consideration for continuous auxiliary variables is how to handle nonvalidation data at or beyond the edge of the validation data. Consider the denominator of $\hat{P}(Y_j | Z_j)$ in Eq. 3.3 and Eq. 3.4 for a continuous auxiliary variable. If $A_j$, the auxiliary variable for the nonvalidation subject,
is outside or near the edge of the range of \( A \) in the validation set, then \( \Phi \left( \frac{A_i - h}{h} \right) \) will be small for all \( i \in V \) and \( \sum_{i \in V} K_C(A) \) or \( \sum_{i \in V} K_C(A, t) \) will be close to zero. This can introduce bias and numerical instability to the estimate. Therefore, it is necessary to restrict the nonvalidation set to those subjects whose auxiliary values are interior to the auxiliary values in the validation set. How the ‘interior’ nonvalidation set is defined results in the common trade-off between bias and variance. More restrictive thresholds on the nonvalidation auxiliary variable result in smaller bias but reduce the size of the ‘interior’ nonvalidation set, thereby increasing the variance. For our simulations in Section 3.4, we use the second and third quartiles of the validation set auxiliary values as thresholds for inclusion of subjects in the ‘interior’ nonvalidation set.

### 3.3. Asymptotic Properties of the Maximum Estimated Likelihood Estimator

The asymptotic properties of the proposed estimator, i.e. the properties of the estimator as \( N \to \infty \), are derived following similar arguments to those in Pepe and Fleming (1991) with modifications for continuous auxiliary variables and time-varying missing covariates and auxiliary variables. First, assume that the validation set \( V \) is a random subsample of the subjects from the data in the sense that the missing mechanism does not depend on \( A \). Then let \( \rho^v \) be the proportion of subjects in the validation set. Assume that \( \lim_{n \to \infty} \rho^v > 0 \). For both discrete and continuous auxiliary variables, the maximum likelihood estimates \( \hat{\beta} \) obtained by solving \( \frac{\partial}{\partial \beta} \log \hat{L} = 0 \) are asymptotically distributed

\[ \sqrt{n} \left( \hat{\beta} - \beta \right) \xrightarrow{d} N \left( 0, \mathcal{I}^{-1} + \frac{(1 - \rho^v)}{\rho^v} \mathcal{I}^{-1} \Sigma(\beta) \mathcal{I}^{-1} \right), \tag{3.6} \]

where \( \mathcal{I} \) is the information matrix for the true likelihood \( L(\beta) \) in Eq. 3.2 and \( \Sigma(\beta) = \text{var} \left\{ \mathbb{E} \left[ \frac{\partial \log P_0(Y|Z)}{\partial \beta} | X, A \right] \right\} \). The variance for \( \hat{\beta} \) can be thought of in terms of two components that correspond respectively to the regular maximum likelihood estimate variance (\( \mathcal{I} \)) plus a penalty for estimating the probabilities for the nonvalidation set. Consistent estimates of \( \mathcal{I} \) and \( \Sigma \) are given by

\[ \hat{\mathcal{I}} = -\frac{\partial^2}{\partial \beta \beta^T} \log \hat{L} \tag{3.7} \]

and

\[ \hat{\Sigma}(\hat{\beta}) = \text{var} \left\{ \hat{W}_{X,A_i}(\hat{\beta}), i \in V \right\}, \tag{3.8} \]
where \( \hat{\text{var}} \) is the sample variance of \( \hat{W}_{X_i,A_i} \), which is defined differently for discrete and continuous auxiliary variables. For a discrete auxiliary variable and time-independent \( X \), \( \hat{W}_{X_i,A_i} \) is defined as in Pepe and Fleming (1991) as

\[
\hat{W}_{X_i,A_i} = \frac{\sum_{j \in V} \left\{ \frac{\partial P(Y_j | X_i, Z_j) / \partial \beta}{P(Y_j | Z_j)} - \frac{\partial \hat{P}(Y_j | Z_j) / \partial \beta}{[\hat{P}(Y_j | Z_j)]^2} P(Y_j | X_i, Z_j) \right\} K_D(A)}{\sum_{j \in V} K_D(A)}.
\]

If \( X \) is time-varying, \( K_D(A) \) is replaced with \( K_D(A,t) \).

For a continuous auxiliary variable and time-independent \( X \), \( \hat{W}_{X_i,A_i} \) can be defined

\[
\hat{W}_{X_i,A_i} = \frac{n^V}{n^V} \frac{\sum_{j \in V} \left\{ \frac{\partial P(Y_j | X_i, Z_j) / \partial \beta}{P(Y_j | Z_j)} - \frac{\partial \hat{P}(Y_j | Z_j) / \partial \beta}{[\hat{P}(Y_j | Z_j)]^2} P(Y_j | X_i, Z_j) \right\} K_C(A)}{\sum_{i \in V} K_C(A)}.
\]

Again, if \( X \) is time-varying, \( K_C(A) \) is replaced with \( K_C(A,t) \).

The details for the derivation of the \( \hat{W}_{X_i,A_i} \) and the asymptotic properties of the estimator for a continuous auxiliary variable are provided in Appendix B.1.

### 3.4. Simulations

To evaluate the performance of our proposed estimator, we perform a series of simulations. We consider settings in which the missing and auxiliary variables are time-independent and time-varying. In addition, we let the auxiliary variable be continuous and discrete. Here we describe the simulations for auxiliary variables that are continuous and time-independent and discrete and time-varying. Simulations for a discrete time-independent auxiliary variable are described in Appendix B.2.

For each simulation setting, we generate longitudinal data based on the standard linear mixed-effects model in Eq. 3.1. The covariates included in the model are an intercept, time, and \( X \), which will be missing for a subset of the sample. In addition, we include random intercepts and random slopes. Thus, \( Z_i = \gamma_i = \begin{bmatrix} 1 & t_i \end{bmatrix} \), where \( t_i \) is time in years.

In the simulations, we compare the performance of three estimators; the complete case estimator, the proposed estimator, and the oracle estimator. The complete case estimator drops all subjects with missing data from the analysis, the proposed estimator is implemented as described in Sec-
tion 3.2, and the oracle estimator uses the unobservable full data. Using 1000 iterations of each simulation, we calculate the mean bias ($\hat{\beta} - \beta$), observed sample standard deviation (SD), mean estimated standard errors ($\hat{SE}$), mean relative efficiency (RE) compared to the oracle estimator where a lower RE is more efficient, and 95% coverage (Cov).

3.4.1. Time-Independent Missing Covariate with a Continuous Auxiliary Variable

First we describe the simulations involving a time-independent missing covariate $X$ and a continuous auxiliary variable $A$. Since $X$ is time-independent, this implies that $A$ is also time-independent. To generate correlated $X$ and $A$, we use a standard multivariate normal distribution where $(\frac{X}{A}) \sim N \left( \begin{pmatrix} \mu_X \\ \mu_A \end{pmatrix}, \begin{pmatrix} \sigma_X^2 & \rho \sigma_X \sigma_A \\ \rho \sigma_X \sigma_A & \sigma_A^2 \end{pmatrix} \right)$ and $\rho$ is the correlation between $X$ and $A$. We simulate data for $\rho = 0.01$, 0.25, .50, 0.75, and 1.0.

To create missing data, we first generate the full data, including the covariates, auxiliary variable, and outcome, for $N=400$ subjects. All subjects are considered to have observations at baseline and year one, but one-third of subjects are lost to follow-up at year two. Therefore, the data is balanced but incomplete. Then we randomly select subjects to be missing $X$ to ensure that the missing mechanism does not depend on the auxiliary variable. We simulate data in which 25%, 50% and 75% of subjects are missing $X$.

Table 3.1 summarizes the results for 50% missing data. All three analyses (complete case, proposed, and oracle) have little bias and a good 95% coverage probability in this setting of moderate missingness. Similarly results are seen for 25% missing data (Appendix Table B.5). When the percent missing is high (75%) and the correlation between the missing and auxiliary variables is perfect ($\rho=1.0$), the proposed method is slightly more biased (Appendix Table B.6). Nevertheless, the mean $\hat{SE}$ estimates calculated based on the asymptotic theory for the proposed estimator is similar to the observed sample SD under all conditions. As a result, the coverage probability for 75% missing data is slightly low (92%) when the correlation is high.

The RE is calculated for each estimator as $\frac{1}{1000} \sum_{sim=1}^{1000} \frac{\hat{SE}_{m,sim}}{\hat{SE}_{oracle,sim}}$, where $m = \text{complete case, proposed, or oracle}$. The RE for the oracle estimator is 1 and larger values are less efficient. For the proposed estimator, the efficiency of the estimator increases with the correlation between $X$ and $A$, but this result is more pronounced for high missingness. Under all conditions, including high missingness and low correlation, the proposed estimator is more efficient (smaller RE) than the
complete case estimator. Moreover, even if the auxiliary variable provides little to no information about \( X \), the proposed method is not necessarily equal to the complete case analysis with respect to relative efficiency. See Appendix B.1.2 for justification of this observation.

In these simulations, the RE of the proposed estimator is never 1, even for a perfectly correlated auxiliary variable (i.e. \( \rho = 1 \)). This is because the proposed method does not use all of the subjects in the analysis. Instead, only those subjects in the validation set and ‘interior’ nonvalidation set are used in the analysis of the proposed method. Those subjects who are in the nonvalidation set but not the ‘interior’ nonvalidation set are not used. Thus the total sample size of the proposed method is smaller than that of the oracle method. However, in Appendix B.1.1 we show that the proposed estimator is fully efficient (i.e. RE = 1) for a perfectly correlated auxiliary variable if the sample used in the oracle analysis is restricted to be the same sample used in the proposed analysis. We should note that for a discrete auxiliary variable, the size of the oracle sample is equal to the size of the proposed method analysis sample since the ‘interior’ nonvalidation set is equal to the nonvalidation set.

3.4.2. Time-Varying Missing Covariate with a Time-Independent Continuous Auxiliary Variable

Next, we describe the simulations involving a time-varying covariate and a time-independent continuous auxiliary variable. When \( X \) is time-varying but \( A \) is time-independent, we generate \( X \) in two steps. First, we generate \( \bar{X}_i \) and \( A_i \), where \( \bar{X}_i \) is the mean for \( X_i \), from a multivariate normal distribution where \( \left( \begin{array}{c} \bar{X}_i \\ A_i \end{array} \right) \sim N \left[ \left( \begin{array}{c} \mu_X \\ \mu_A \end{array} \right), \left( \begin{array}{cc} \sigma_X^2 & \rho \sigma_X \sigma_A \\ \rho \sigma_X \sigma_A & \sigma_A^2 \end{array} \right) \right] \). Second, we generate \( n_i \) observations of \( X_i \) from \( N \left[ \bar{X}_i, (\sigma_X^2)^2 \right] \). Since \( X \) is time-varying but \( A \) is not, the correlation between \( X \) and \( A \) will never be exactly 1.0. Therefore, we only consider correlations below 1. Again we set the total sample size to be \( N=400 \) with one-third of subjects being lost to follow-up at year two. We also let the percent of subjects with missing \( X \) be 25%, 50%, and 75%. We evaluate the bias, efficiency, and 95% coverage probability for the three estimators for \( \rho = 0.01, 0.25, 0.50, \) and 0.75. In addition, we compare the efficiency of the three methods for values of \( \rho \) at 0.05 increments between 0.2 and 0.75.

Table 3.2 shows the results for 50% of subjects with missing data. The results for 25% and 75% missing are provided in Appendix Tables B.7 and B.8. Again, the proposed method is unbiased and has good coverage for low to moderate missingness, but is slightly biased when the missingness
and correlation are 75%. As in the previous section, the small bias results in a slightly lower coverage probability of 92%. Still, the proposed method is at least as efficient, if not more, than the complete case analysis for all scenarios.

Figure 3.1 plots the RE of the complete case and proposed estimators by the percent of subjects missing $X$ and the correlation between $X$ and $A$. When the percent missing is below 75%, the proposed method is as or more efficient than the complete case estimate for all three correlation conditions. As the percentage of missing data increases we see more efficiency gains in the proposed approach when the correlation is higher.

Figure 3.1: Relative efficiency vs % missing by correlation for a time-varying missing covariate and a continuous auxiliary variable. Relative efficiency is calculated as the mean of $\frac{\hat{SE}_m}{\hat{SE}_{oracle}}$ where $m$ is ‘complete case’ (CC) or ‘proposed’. % missing is defined as the percentage of subjects in the nonvalidation set. $\rho$ is the correlation between the missing covariate and the auxiliary variable.
3.4.3. Time-Varying Missing Covariate with a Time-Varying Discrete Auxiliary Variable

When \( A \) is continuous and time-varying, the proposed estimator can be biased and inefficient, as discussed in Section 3.6. Therefore, we only consider a discrete time-varying auxiliary here. For these simulations we generate balanced and complete data with three observations for each of the \( N=2000 \) subjects. The larger sample size is necessary in these situations to have a sufficient number of validation subjects who contribute to each estimate of \( \hat{P}(Y_j|Z_j) \). For a validation subject to contribute to the estimate of \( \hat{P}(Y_j|Z_j) \), the time-varying auxiliary variable must be matched at each timepoint (i.e. \( I(A_i[t_j] = A_j, t_j \subseteq t_i) \)) instead of just once (i.e. \( I(A_i = A_j, t_j \subseteq t_i) \)).

To generate data for a time-varying missing covariate and a time-varying discrete auxiliary variable, we first generate correlated continuous variables from the multivariate normal distribution described in Section 3.4.1. Since each subject has 3 observations, we generate \( N \times 3 \) draws from the specified distribution. Then we convert \( A \) to be a discrete variable by defining observations as 0, 1, or 2 based on the tertiles of \( A \). We calculate the observed correlation between \( X \) and \( A \) using the Spearman correlation, which again will never be 1. In fact, the observed correlation is always smaller than the specified \( \rho \). Therefore, in the simulations we set \( \rho = 0.01, 0.30, 0.57, \) and \( 0.95 \), to achieve the desired correlations of 0.01, 0.25, 0.5, and 0.75. We also let the percent missing be 25%, 30%, and 50%.

The results for these simulations are shown in Table 3.3 and Appendix Tables B.9 and B.10. For 25% and 30% missing data, the proposed method is unbiased and more efficient than the complete case analysis for all correlations. Table 3.3 also shows more pronounced gains in efficiency with increasing correlation, where the RE ranges from 1.18 for near zero correlation to 1.14 for a correlation of 0.75. When the percent missing is higher, such as 50%, and the correlation between \( X \) and \( A \) is low, the proposed method can be slightly biased and a little less efficient than the complete case analysis. However, when the correlation between the auxiliary variable and missing covariate is high, the proposed method performs well. For a correlation 0.75 between \( X \) and \( A \) and 50% missing data, the proposed method is unbiased, more efficient than the complete case analysis, and has good coverage. Therefore, when the missingness is greater than 30%, unless the correlation is very high between the missing and auxiliary variable, it may be beneficial to use a time-independent auxiliary variable instead of a time-varying one. For example, if scientifically...
reasonable, one may use the baseline value, the mean, or some other summary statistic of the auxiliary variable in place of its time-varying value.

3.5. Application to Parkinson’s Disease Dementia Research

In this section, we apply our proposed method to Parkinson’s disease (PD) using the Udall Intensive Cohort data. This data is from an ongoing study at the University of Pennsylvania Parkinson’s Disease Center where 408 PD patients are followed longitudinally for clinical and cognitive assessments annually for the first four years and then biennially thereafter. Among these patients, only a fraction was randomly selected to receive extensive biomarker testing which included the measurement of CSF-aβ.

The purpose of this analysis is to understand how abnormal CSF-aβ, defined as values ≤ 192 ng/L (Shaw et al., 2009), affects the rate of change in the age adjusted Dementia Rating Scale total (DRStotalAge) in patients with PD. Since CSF-aβ values are only available for a subset of the study participants, we propose to use apolipoprotein E (APOE) genotype information as an auxiliary variable. APOE genotype information is available for most of the study participants and has been shown to be associated with CSF-aβ (Tapiola et al., 2000).

We consider the following mixed-effects model with subject-specific intercepts and slopes:

\[
Y_i = b_0i + \beta_0 + \beta_1 \times \text{CSF-aβ}_i + (\beta_2 + b_{1i}) \times \text{YEAR}_i \\
+ \beta_3 \times \text{SEX}_i + \beta_4 \times \text{baseDRStotalAge}_i \\
+ \beta_5 \times \text{CSF-aβ}_i \times \text{YEAR}_i + \epsilon_i
\]

(3.9)

where \(Y_i = \text{DRStotalAge}\), \(b \sim N\left([0], \left(\begin{array}{cc} D_{11} & D_{12} \\ D_{21} & D_{22} \end{array}\right)\right)\), and \(\epsilon_i \sim N(0, \sigma^2)\). CSF-aβ \(i\) is the baseline CSF-aβ and defined as 0 (CSF-aβ > 192) or 1 (CSF-aβ ≤ 192). \(\text{YEAR}_i\) is the time from baseline defined starting from the first recorded DRStotalAge and rounded to the nearest 6 months. \(\text{SEX}_i\) is 0 (female) or 1 (male) and \(\text{baseDRStotalAge}_i\) is the baseline DRStotalAge.

We estimate the parameters of this model using our proposed method for time-independent missing values with a time-independent discrete auxiliary variable. Technically, we have two missing covariates; baseline CSF-aβ, which is time-independent, and its interaction with the time variable which creates a second, time-varying, missing covariate. However, since the interaction term can
be created using CSF-aβi and the non-missing YEAR variable, we do not need to obtain \(X_i[t_j]\). Therefore, we can use the time-independent version of our proposed estimator. We compare the results from our proposed method to those from a complete case analysis in which subjects with missing values are excluded from the study.

The raw data contained a total of 408 subjects. The validation set was defined as those subjects with non-missing APOE, non-missing CSF-aβ, a baseline DRSTotalAge within 6 months of the CSF-aβ measure and at least two outcome observations, including baseline, over the course of eight years. In total, the validation set contained 134 subjects. The non-validation set consisted of 187 subjects (58% missing) with non-missing APOE genotype, missing CSF-aβ, and at least two observed outcomes within eight years.

The auxiliary variable used in our proposed method was APOE4, defined as 0, 1, or 2 corresponding to the number of APOE ε4 alleles. The Spearman correlation between the discrete CSF-aβ and APOE4 in the validation set was 0.18. To confirm that the auxiliary variable is independent of the probability of missing CSF-aβ, we performed a logistic regression and found that APOE4 is not a significant predictor of the probability of missing CSF-aβ (p-value = 0.43). Thus we do not have evidence against the assumption that the missing mechanism is independent of the auxiliary variable.

The auxiliary variable used in our proposed method was APOE4, defined as 0, 1, or 2 corresponding to the number of APOE ε4 alleles. The Spearman correlation between the discrete CSF-aβ and APOE4 in the validation set was 0.18. To confirm that the auxiliary variable is independent of the probability of missing CSF-aβ, we performed a logistic regression and found that APOE4 is not a significant predictor of the probability of missing CSF-aβ (p-value = 0.43). Thus we do not have evidence against the assumption that the missing mechanism is independent of the auxiliary variable.

The results of the analyses for the complete case and proposed estimators are shown in Table 3.4. The proposed estimates are as or more efficient than the complete case estimates for all of the fixed-effects, with the non-missing covariates showing substantial gains in efficiency. As expected, since the complete case method is unbiased due to data missing by study design, the direction of association between the fixed-effects and cognitive decline is consistent between the two methods as well as with previously reported results (Pigott et al., 2015).

The primary scientific purpose of this analysis is to estimate the rate of change in DRSTotalAge for PD patients with normal and abnormal CSF-aβ values. The rate of change is given by \(\beta_3\) (YEAR) for patients with normal CSF-aβ values and \(\beta_3 + \beta_5\) (YEAR + Interaction) for patients with abnormal CSF-aβ values. The estimated rate of change in DRSTotalAge for PD patients with abnormal CSF-aβ is -0.645 (SE = 0.170) in the complete case analysis and -0.699 (SE = 0.163) for the proposed estimator, once again demonstrating that the proposed estimator is more efficient than the complete
3.6. Discussion

We proposed a nonparametric estimator for longitudinal data with missing covariates and an internal validation subsample. By extending these nonparametric methods to longitudinal data we allow for time-varying missing covariates as well as time-varying auxiliary variables. In addition, we allow the auxiliary variable to be continuous or discrete. We derived the asymptotic distribution for our proposed estimator and proved that it is consistent and asymptotically normal. Through simulation studies, we showed that the estimator has good finite sample properties and is more efficient than the complete-case analysis even when the correlation between the missing covariate and auxiliary variable is small and there is moderate missing data. Finally, we applied our proposed estimator to a real data example for Parkinson’s disease and showed that our method is more efficient than the complete case estimates in practice.

Our proposed estimator assumes that the missing mechanism is independent of the auxiliary variable. This assumption is valid for studies like the Parkinson’s disease example, in which data is missing by study design. In the Parkinson’s disease example, subjects were randomly assigned to a more invasive procedure. Other studies may randomly assign subjects to undergo more precise, but expensive testing, while everyone else has a cheaper, less accurate test. In these types of settings, the cheaper test could be used as an auxiliary variable for the more expensive covariate. If instead subjects were assigned to the expensive test based on their results of the cheaper test, our above missing data assumption would not hold and our proposed estimator would be biased. Therefore, it is important to consider how subjects will be selected for different types of tests or procedures at the design stage of the study.

When the missing covariate is time-varying, our proposed estimator has a couple of limitations. One limitation is that we assume discrete time. The discrete time assumption is necessary in order to define $X_i[t_j]$ and $A_i[t_j]$ in the estimation of $\hat{P}(Y_j|Z_j)$. Another limitation for time-varying missing covariates is the need for larger sample sizes. This requirement arises from the need to have a sufficient number of validation subjects with matching timepoints and matching auxiliary variables. When the data is not balanced and complete, there will be fewer subjects who “match on time” (i.e. $I(t_j \subseteq t_i)$). Therefore, a large sample size is needed to obtain a good estimate of $\hat{P}(Y_j|Z_j)$. 
However, it should be noted that to “match on time”, a nonvalidation subject’s time only needs to be a subset of the validation subject’s time and not necessarily identical. Similarly, when the auxiliary variable is time-varying, larger sample sizes are needed since the auxiliary values must be matched at every timepoint. As such, our method may be applicable to electronic health records (EHR) data, which can contain large, longitudinal datasets.

Finally, we recognize that the proposed estimator does not perform well for continuous, time-varying auxiliary data. When the auxiliary variable is time-varying, multivariate kernel density estimation is needed to estimate \( \hat{f}_A(a) \). Even for large sample sizes of \( N=5000 \), the proposed method is less efficient than the complete case estimator and even biased sometimes. Carroll and Wand (1991) acknowledge the same issue and note that high dimensional surrogates remains an open problem. Xu, JK Kim, and Li (2017) refers to this problem as the “curse of dimensionality”. However, this limitation can be overcome by converting a continuous time-varying auxiliary variable to a discrete time-varying auxiliary variable. Sometimes the auxiliary variable can be categorized using scientifically proven thresholds. If no proven threshold exists, the variable may be split into bins based on percentiles. For example, in our simulations we converted a continuous auxiliary variable into a discrete variable based on the tertiles of the continuous version of that variable. Although discretizing the auxiliary variable will reduces its correlation with the missing covariate, we will still see efficiency gains since the method performs well even for low correlations, as demonstrated in previous sections.
Table 3.1: Simulation results for 50% missing time-independent covariate with a continuous auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-4.1E-03</td>
<td>1.6E-02</td>
<td>-5.3E-03</td>
<td>-4.4E-03</td>
<td>1.9E-02</td>
<td>-2.5E-03</td>
<td>-1.7E-03</td>
<td>3.5E-03</td>
<td>-6.2E-03</td>
</tr>
<tr>
<td></td>
<td>0.097</td>
<td>0.490</td>
<td>0.117</td>
<td>0.097</td>
<td>0.493</td>
<td>0.116</td>
<td>0.099</td>
<td>0.500</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>0.095</td>
<td>0.485</td>
<td>0.118</td>
<td>0.095</td>
<td>0.485</td>
<td>0.118</td>
<td>0.095</td>
<td>0.485</td>
<td>0.118</td>
</tr>
<tr>
<td></td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>0.948</td>
<td>0.951</td>
<td>0.953</td>
<td>0.943</td>
<td>0.950</td>
<td>0.954</td>
<td>0.940</td>
<td>0.939</td>
<td>0.949</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>-2.5E-03</td>
<td>-5.3E-03</td>
<td>-3.2E-03</td>
<td>-7.2E-04</td>
<td>1.4E-04</td>
<td>-6.0E-03</td>
<td>-2.2E-04</td>
<td>1.5E-03</td>
<td>-4.2E-03</td>
</tr>
<tr>
<td></td>
<td>0.116</td>
<td>0.117</td>
<td>0.099</td>
<td>0.098</td>
<td>0.117</td>
<td>0.117</td>
<td>0.100</td>
<td>0.121</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>0.118</td>
<td>0.119</td>
<td>0.119</td>
<td>0.119</td>
<td>0.119</td>
<td>0.095</td>
<td>0.088</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>1.41</td>
<td>1.41</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>0.954</td>
<td>0.953</td>
<td>0.949</td>
<td>0.949</td>
<td>0.949</td>
<td>0.950</td>
<td>0.946</td>
<td>0.947</td>
<td>0.947</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-6.2E-03</td>
<td>3.5E-03</td>
<td>-6.4E-03</td>
<td>-7.2E-04</td>
<td>1.4E-04</td>
<td>-6.0E-03</td>
<td>-2.2E-04</td>
<td>1.5E-03</td>
<td>-4.2E-03</td>
</tr>
<tr>
<td></td>
<td>0.117</td>
<td>0.500</td>
<td>0.099</td>
<td>0.098</td>
<td>0.495</td>
<td>0.117</td>
<td>0.100</td>
<td>0.505</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>0.485</td>
<td>0.119</td>
<td>0.119</td>
<td>0.485</td>
<td>0.119</td>
<td>0.095</td>
<td>0.486</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>1.42</td>
<td>1.41</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>0.949</td>
<td>0.939</td>
<td>0.949</td>
<td>0.949</td>
<td>0.949</td>
<td>0.949</td>
<td>0.932</td>
<td>0.937</td>
<td>0.951</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>-4.7E-03</td>
<td>1.4E-04</td>
<td>-6.0E-03</td>
<td>-2.2E-04</td>
<td>1.5E-03</td>
<td>-4.2E-03</td>
<td>-6.9E-03</td>
<td>1.0E-03</td>
<td>-4.0E-03</td>
</tr>
<tr>
<td></td>
<td>0.117</td>
<td>0.495</td>
<td>0.111</td>
<td>0.100</td>
<td>0.505</td>
<td>0.119</td>
<td>0.096</td>
<td>0.096</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>0.485</td>
<td>0.112</td>
<td>0.095</td>
<td>0.486</td>
<td>0.112</td>
<td>0.099</td>
<td>0.097</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>0.950</td>
<td>0.941</td>
<td>0.950</td>
<td>0.941</td>
<td>0.941</td>
<td>0.950</td>
<td>0.930</td>
<td>0.929</td>
<td>0.949</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_{X}$</th>
<th>$\beta_{0}$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>-2.2E-03</td>
<td>1.5E-03</td>
<td>-4.2E-04</td>
<td>-2.2E-04</td>
<td>1.5E-03</td>
<td>-4.0E-03</td>
<td>-6.9E-03</td>
<td>1.0E-03</td>
<td>-4.0E-03</td>
</tr>
<tr>
<td></td>
<td>0.121</td>
<td>0.505</td>
<td>0.119</td>
<td>0.100</td>
<td>0.505</td>
<td>0.121</td>
<td>0.098</td>
<td>0.096</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>0.119</td>
<td>0.486</td>
<td>0.112</td>
<td>0.095</td>
<td>0.486</td>
<td>0.112</td>
<td>0.097</td>
<td>0.097</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>0.947</td>
<td>0.937</td>
<td>0.951</td>
<td>0.950</td>
<td>0.947</td>
<td>0.947</td>
<td>0.930</td>
<td>0.929</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Complete Case</th>
<th></th>
<th>Proposed</th>
<th></th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$\beta_X$</td>
<td>-1.6E-03</td>
<td>0.077</td>
<td>0.073</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>8.6E-03</td>
<td>0.400</td>
<td>0.378</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-2.2E-03</td>
<td>0.120</td>
<td>0.119</td>
<td>1.42</td>
</tr>
<tr>
<td>0.25</td>
<td>$\beta_X$</td>
<td>-1.9E-03</td>
<td>0.073</td>
<td>0.073</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.1E-02</td>
<td>0.377</td>
<td>0.377</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>6.8E-03</td>
<td>0.119</td>
<td>0.119</td>
<td>1.41</td>
</tr>
<tr>
<td>0.50</td>
<td>$\beta_X$</td>
<td>-4.4E-03</td>
<td>0.075</td>
<td>0.072</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>2.1E-02</td>
<td>0.387</td>
<td>0.374</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.1E-02</td>
<td>0.121</td>
<td>0.119</td>
<td>1.42</td>
</tr>
<tr>
<td>0.75</td>
<td>$\beta_X$</td>
<td>4.0E-05</td>
<td>0.070</td>
<td>0.071</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>7.7E-03</td>
<td>0.367</td>
<td>0.366</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>6.9E-03</td>
<td>0.119</td>
<td>0.119</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Complete Case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$p$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
Table 3.3: Simulation results for 30% missing time-varying covariate with a time-varying, discrete auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Complete Case</th>
<th>Proposed</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>SD</td>
<td>$\hat{SE}$</td>
</tr>
<tr>
<td>0.01</td>
<td>$\beta_X$</td>
<td>9.3E-04</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-4.8E-03</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.7E-03</td>
<td>0.040</td>
</tr>
<tr>
<td>0.25</td>
<td>$\beta_X$</td>
<td>5.6E-05</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-1.1E-04</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-6.8E-04</td>
<td>0.040</td>
</tr>
<tr>
<td>0.50</td>
<td>$\beta_X$</td>
<td>1.3E-04</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-3.5E-04</td>
<td>0.111</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.6E-05</td>
<td>0.040</td>
</tr>
<tr>
<td>0.75</td>
<td>$\beta_X$</td>
<td>2.8E-04</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-1.7E-03</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>3.3E-04</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
<table>
<thead>
<tr>
<th></th>
<th>Complete Case</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}$</td>
<td>$\hat{SE}$</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>2.286</td>
<td>0.461</td>
</tr>
<tr>
<td>ABETA</td>
<td>-0.309</td>
<td>0.304</td>
</tr>
<tr>
<td>Year</td>
<td>-0.197</td>
<td>0.077</td>
</tr>
<tr>
<td>Sex</td>
<td>-0.340</td>
<td>0.228</td>
</tr>
<tr>
<td>baseDRS</td>
<td>0.827</td>
<td>0.038</td>
</tr>
<tr>
<td>ABETA:Year</td>
<td>-0.448</td>
<td>0.187</td>
</tr>
</tbody>
</table>

Complete Case = complete case estimator. Proposed = proposed estimator.
$\hat{\beta}$ = parameter estimate. $\hat{SE}$=estimated standard error
4.1. Introduction

Scientific studies are often constrained by various factors, including funding, manpower, and time, that can impact the type and quality of the data that are collected. Consider a situation in which a covariate, or predictor, of interest requires an expensive, invasive, or time-consuming procedure such as a lumbar puncture, endoscopy, or echocardiogram. A study may not have the resources to allow for all study participants to undergo the procedure. Those who do not have the procedure will have missing data. However, there may exist a cheaper, faster procedure or test for an “auxiliary” or “surrogate” variable that can be measured for everyone and can provide some information about the missing predictor of interest. The goal then is to use the information provided by the auxiliary variable to better (i.e. more efficiently) estimate the effects of the predictor on the outcome being studied.

The default method for dealing with missing data for many programs in R (R Core Team, 2018), including \texttt{lm} and \texttt{glm}, is to drop observations with missing values from the analysis. This ‘complete case’ analysis yields inefficient estimates that can be biased if the data are not missing complete at random (MCAR) (Erler et al., 2016; Johansson and Karlsson, 2013).

Perhaps the most popular approach for handling missing data is to use multiple imputation methods. These methods are commonly implemented using the \texttt{R} packages \texttt{Amelia II} (Honaker, King, and Blackwell, 2011) or \texttt{mice} (van Buuren and Groothuis-Oudshoorn, 2011), which stands for multiple imputation by chained equations. However, these methods require parametric assumptions for the missing and non-missing data that can be difficult to verify. Moreover, Moons et al. (2006) found that imputation models for missing covariates should include both other covariates and the outcome. When the data are longitudinal and unbalanced it can be unclear exactly how these models should be constructed (Erler et al., 2016).

In this Chapter we describe our \texttt{R} package \texttt{lmeMVP} in which we implement our nonparametric
method for missing covariates in longitudinal models that we describe in Chapter 3. First we review the data assumptions in Section 4.2. Then we discuss how we implement the method in Section 4.3 and provide details on how to use the package in Section 4.4. We provide a few examples for how to use the package in Section 4.5. In Section 4.6 we look at the performance of the package. And in Section 4.7 we discuss how the package could be expanded and improved in the future.

4.2. Data

Here we review the type of data applicable to the method implemented in \texttt{lmeMVP}. First, let time be discrete. Then let $Y$ be a longitudinal outcome and $X$ and $Z$ be time-independent or time-varying covariates. While $Z$ is observed for all study subjects, $X$ is missing for a subset. Those subjects with observed $X$ make up the validation set $V$, while those missing $X$ are part of the nonvalidation set $\bar{V}$. We further assume that for each subject, $X$ is either fully observed or not observed at all. This means that if $X$ is time-varying, it is either measured at every observation or at none. Furthermore, we assume that $Z$ can be decomposed into $(Z^*, A)$, where $Z^*$ contains the components of $Z$ that are uninformative of $X$ and $A$ is an “auxiliary” variable that may provide some information about $X$. Finally, we assume that $A$ and $X$ are independent of the missing data mechanism.

The data is modeled as

$$Y_i = X\beta_X + Z^*\beta_{Z^*} + \gamma_i b_i + \epsilon_i$$

where $b_i$ are the random-effects parameters for the random effects $\gamma_i$ and $\epsilon_i$ is the random errors, which follows a multivariate normal distribution with mean 0 and variance $\sigma^2\Lambda_i(\nu)$. As we note in Section 4.4, we assume independence of the random errors and define $\Lambda_i(\nu) = I_{n_i}$

4.3. Implementation

The primary utility of \texttt{lmeMVP} is to maximize the estimated likelihood

$$\hat{L}(\theta) = \prod_{i \in V} P(Y_i|X_i, Z_i) \prod_{j \in V} \hat{P}(Y_j|Z_j)$$
where $P(Y_i|X_i, Z_i)$ has the multivariate normal distribution

$$P(Y_i|X_i, Z_i) = (2\pi)^{-n_i/2} |V_i|^{-1/2} \exp \left[ -\frac{1}{2} (y_i - \mu_i)'V_i^{-1}(y_i - \mu_i) \right]$$

where $\mu_i = X_i'\beta_X + Z_i'\beta_Z$, $n_i$ is the number of observations for subject $i$, $V_i = V_i(\rho)$ is the covariance matrix, and $\theta = (\beta, \rho)$. The definition of $\hat{P}(Y|Z)$ depends on the type of the missing covariate and auxiliary variable. $X$ can be a time-independent missing covariate (TIM) or a time-varying (TVM) one and $A$ can be a discrete auxiliary variable (DAV) or a continuous (CAV) one. Unless otherwise noted, the auxiliary variable is time-independent, but it may be time-varying (TV). However, as we note in Section 5, the method does not perform well when the auxiliary variable is continuous and time-varying. Therefore, we do not allow for this type of auxiliary variable in the `lmeMVP` package. All other missing covariate - auxiliary variable combinations are implemented. Table 4.1 provides the definition of $\hat{P}(Y|Z)$ for each of these combinations. For the sake of notation, we write $\hat{P}(Y|Z)$ generically as

$$\hat{P}(Y|Z) = \sum_{i \in V} P(Y_j|x_i[t], Z_j)K(A,t) \sum_{i \in V} K(A,t)$$

where $K(A,t)$ depends on the type of auxiliary variable(s) and $x_i[t]$ may denote a time-varying or time-independent missing covariate. As shown in Table 4.1, when $A$ is a single discrete variable, $K(A,t)$ in an indicator function, and when $A$ is a single continuous variable, $K(A,t)$ includes the kernel function $\Phi \left( \frac{A_i - A_j}{h} \right)$ where $\Phi$ is the cumulative distribution function of the standard normal distribution and $h$ is the bandwidth. We calculate the bandwidth using the Sheather and Jones (1991) method, implemented as `bw.SJ` (R Core Team, 2018), on the validation set auxiliary variables.

Although not shown in Table 4.1, $A$ can also represent multiple variables. In that case $K(A,t)$ will be a combination of kernel and/or indicator functions for each variable in $A$. However, we recommend using as few auxiliary variables as possible.

We maximize the likelihood using `maxLik` from the `maxLik` package (Henningsen and Toomet, 2011). We supply `maxLik` with the log-likelihood (Eq. 4.3) and the gradient (Eq. 4.4) for the estimated likelihood and use the “BFGS” (i.e. "Broyden-Fletcher-Goldfarb-Shanno") method, a quasi-
Table 4.1: $\hat{P}(Y|Z)$ for each combination of missing covariate $X$ and auxiliary variable $A$

| Variable Type | $\hat{P}(Y|Z)$ |
|---------------|----------------|
| TIM-DAV       | $\frac{\sum_{i \in V} P(Y_i|x_i,Z_i)I(A_i=A_j)}{\sum_{i \in V} I(A_i=A_j)}$ |
| TIM-CAV       | $\frac{\sum_{i \in V} P(Y_i|x_i,Z_i)\Phi(\frac{A_i-A_j}{h})}{\sum_{i \in V} \Phi(\frac{A_i-A_j}{h})}$ |
| TVM-DAV       | $\frac{\sum_{i \in V} P(Y_i|x_i[t_j],Z_i)I(A_i=A_j)}{\sum_{i \in V} I(A_i=A_j)}$ |
| TVM-CAV       | $\frac{\sum_{i \in V} P(Y_i|x_i[t_j],Z_i)\Phi(\frac{A_i-A_j}{h})}{\sum_{i \in V} \Phi(\frac{A_i-A_j}{h})}$ |
| TVM-TVDAV     | $\frac{\sum_{i \in V} P(Y_i|x_i[t_j],Z_i)I(A_i[t_j]=A_j)}{\sum_{i \in V} I(A_i[t_j]=A_j)}$ |

TIM=time-independent missing covariate, TVM=time-varying missing covariate, DAV=discrete auxiliary variable, CAV=continuous auxiliary variable, TVDAV=time-varying discrete auxiliary variable, $\Phi$=standard normal

Newton algorithm, for maximization. To ensure that the variance-covariance matrix $V$ is positive-definite, we maximize the estimated likelihood with respect to the components of the cholesky decomposition of $V$. Unless otherwise specified, the complete case analysis (CCA) estimates, obtained from the lme function provided in nlme (Pinheiro et al., 2018), are used as the algorithm’s starting values.

From the output of maxLik, we get the parameter estimates for $\beta$ and the Cholesky decomposition parameters of the random-effects covariance matrix. In addition, we get out the numerically calculated Hessian matrix. We confirmed that the numerical Hessian is equal to the analytical Hessian, but found maxLik to be more efficient when we did not supply the analytic Hessian. Therefore, we use the numerical Hessian, which we’ll denote as $\mathcal{I}_n$, when calculating the variance of the parameter estimates. In Section 3.3, we derived the asymptotic variance as

$$\text{var} \left( \hat{\beta} \right) = \frac{\mathcal{I}_n^{-1}}{n} + \frac{(1-\rho^\nu)\mathcal{I}_n^{-1}\Sigma(\beta)\mathcal{I}_n^{-1}}{n}.$$ 

It’s important to note that $\mathcal{I}_n = n\mathcal{I}$, where $n$ is the number of subjects used in the analysis (i.e. the number of subjects in the validation set plus the number of subjects in the ‘interior’ nonvalidation set). So the variance of $\hat{\beta}$ calculated in lmeMVP is actually defined as

$$\text{var} \left( \hat{\beta} \right) = \frac{\mathcal{I}_n^{-1}}{n} + \frac{(1-\rho^\nu)\mathcal{I}_n^{-1}\Sigma(\beta)\mathcal{I}_n^{-1}}{n}.$$
where \( \hat{\Sigma}(\hat{\beta}) = \text{var} \left\{ \hat{W}_{X,i,A_i}(\hat{\beta}), i \in V \right\} \) and \( \hat{W}_{X,i,A_i}(\hat{\beta}) \) is defined differently for continuous and discrete auxiliary variables. For a discrete auxiliary variable

\[
\hat{W}_{X,i,A_i} = \sum_{j \in V} \left\{ \frac{\partial P(Y_i|X_i,Z_i)/\partial \beta}{P(Y_i|Z_j)} - \frac{\partial \hat{P}(Y_j|Z_j)/\partial \beta}{[\hat{P}(Y_j|Z_j)]^2} P(Y_j|X_i,Z_j) \right\} K(A,t) \tag{4.1}
\]

whereas for a continuous auxiliary variable

\[
\hat{W}_{X,i,A_i} = \frac{n^V}{n^V} \sum_{j \in V} \left\{ \left[ \frac{\partial P(Y_i|X_i,Z_i)/\partial \beta}{\hat{P}(Y_i|Z_j)} - \frac{\partial \hat{P}(Y_j|Z_j)/\partial \beta}{[\hat{P}(Y_j|Z_j)]^2} P(Y_j|X_i,Z_j) \right] \right\} K(A,t) \tag{4.2}
\]

Since \( A \) can represent multiple auxiliary variables, if any variable in \( A \) is continuous then Eq. 4.2 is used to calculate the variance of \( \beta \). Eq. 4.1 is used only if all of the auxiliary variables are discrete.

Log-likelihood:

\[
\log \hat{L} = \sum_{i \in V} \log P(Y_i|X_i, X_i^*, W_i) + \sum_{j \in V} \left[ \log \sum_{i \in V} P(Y_j|x_i, Z_j) K(A,t) - \log \sum_{i \in V} K(A,t) \right] \tag{4.3}
\]

Gradient:

\[
\frac{\partial \log \hat{L}}{\partial \theta} = \sum_{i \in V} \frac{\partial}{\partial \theta} \log P(Y_i|X_i, Z_i) + \sum_{j \in V} \frac{\partial}{\partial \beta} \log P(Y_j|x_i, Z_j) K(A,t) \left( \sum_{i \in V} \frac{\partial}{\partial \beta} P(Y_j|x_i, Z_j) K(A,t) \right)
\]

\[
\frac{\partial}{\partial \beta} P(Y_i|X_i, Z_i) = X_i^T V_i^{-1} (y_i - X_i^* \beta) \\
\frac{\partial}{\partial \rho_k} \log P(Y_i|X_i, Z_i) = -\frac{1}{2} \text{tr} \left( V_i^{-1} \frac{\partial V_i}{\partial \rho_k} \right) + \frac{1}{2} (y_i - X_i^* \beta)^T V_i^{-1} \frac{\partial V_i}{\partial \rho_k} V_i^{-1} (y_i - X_i^* \beta) \tag{4.4}
\]

\[
\frac{\partial}{\partial \beta} P(Y_j|x_i, Z_j) = P(Y_j|x_i, Z_j) X_j^* V_j^{-1} (y_j - X_j^* \beta) \\
\frac{\partial}{\partial \rho_k} P(Y_j|x_i, Z_j) = \frac{1}{2} P(Y_j|x_i, Z_j) \times \left[ (y_i - X_i^* \beta)^T V_j^{-1} \frac{\partial V_j}{\partial \rho_k} V_j^{-1} (y_j - X_j^* \beta) - \text{tr} \left( V_j^{-1} \frac{\partial V_j}{\partial \rho_k} \right) \right]
\]
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4.4. Usage

All of the estimators defined in Table 4.1 are implemented using lmeMVP, the main function of the lmeMVP package. The usage is as follows:

\[
\text{lmeMVP}(\text{fixed, data, random, auxiliary, time.varying.missing, time.name, auxBounds, start})
\]

**fixed**  Formula object for fixed effects that takes the form \( \text{response} \sim \text{covariates} \). An intercept is included by default. To exclude an intercept add \(-1\) to the covariates.

**data**  A data.frame with named columns containing multiple lines per subject. That is, the data should be in long form not wide form.

**random**  One sided formula object for random effects of the form \( \sim \text{random effects} | \text{grouping variable} \). Random effects are separated by \(+\). An intercept is included by default. To exclude a random intercept add \(-1\) to the random effect. Up to one random-intercept and/or one random-slope can be used. An independence structure is assumed for the random errors so the variance-covariance matrix of the response is assumed to have the form \( \gamma^T D \gamma + \sigma^2 I \), were \( \gamma \) is the matrix of random effects, \( D \) is the variance-covariance matrix for the random-effects parameters, and \( \sigma^2 \) is the variance of the random errors. This is equivalent to the \( \text{random=} \text{reStruct}(\text{random, pdClass=} \text{pdSymm}) \) option in nlme.

**auxiliary**  Formula object of the form \( \text{Missing covariate(s)} \sim \text{auxiliary variable(s)} \). The missing and auxiliary variables are separated by \(+\). The discrete or continuous nature of the auxiliary variables is detected automatically based on the variables’ class. If an auxiliary variable is time-varying, this is specified by adding the time variable in auxiliary variable(s). NOTE: The auxiliary variable can only be time-varying if the missing covariate is time-varying (i.e \( \text{time.varying.missing=} \text{TRUE} \)).

**time.varying.missing**  Logical variable indicating if the missing covariate is time-varying. If there is more than one missing variable, time.varying.missing should indicate if any of the missing variables are time-varying.
time.name  Character string that provides the name of the time variable.

auxBounds  Vector of length 2 that determines the boundaries for inclusion of nonvalidation sub-
            jects in the ‘interior’ nonvalidation set. The values provided correspond to the percentiles of
            the validation set’s continuous auxiliary variables. It is important to note that there is a bias-
            variance trade-off, where stricter bounds produce lower bias, but higher variance estimates.
            Less restrictive boundaries will reduce the variance by including more subjects from the non-
            validation set in the analysis, but can sometimes lead to biased estimates. The default is
            \[c(0.25, 0.75)\] which corresponds to the 25\text{th} and 75\text{th} percentiles.

start  Optional list of starting values to pass to \texttt{maxLik}. The names of the list elements must include
        each fixed effect (including the “intercept” if applicable) as well as the following:

        sigma  standard deviation of the random-error

        cov    positive definite covariance matrix for the random-effects parameters.

        If \texttt{NULL} (default), the starting values are the complete case analysis estimates obtained from
        the \texttt{nlme} package.

4.4.1. \textit{lmeMVP output}

The output of \texttt{lmeMVP} is an object of class \texttt{lmeMVP} that contains the following values:

\textbf{coefficients}  Fixed-effect parameters.

\textbf{vcov}  Variance-covariance matrix for the fixed-effect parameter estimates.

\textbf{sigma}  Standard error estimates of the fixed-effect parameters, equal to the square root of the
        diagonal of \texttt{vcov}.

\textbf{Code}  Return code from \texttt{maxLik}.

\textbf{mle}  Object output from \texttt{maxLik}.

\textbf{dataset}  Number of subjects from the validation set and nonvalidation set used in the analysis.

\textbf{Type}  String describing the type of missing covariate(s) and auxiliary variable(s).
cca.nlme Object output by lme of the nlme package.

4.5. Examples

To demonstrate how to use the lmeMVP function, we created five datasets; one for each combination of missing covariate and auxiliary variable types. For each dataset, we generated 2000 subjects. For each subject, we generated the outcome $Y$, the missing covariate $X$, the auxiliary variable $S$, and the time variable $time$. In addition, we have $id$, the subject identification number, and $Xcomplete$ which can be used for the 'oracle' calculation. However, in these examples we will not be using $Xcomplete$. A snippet from one of the datasets is shown below.

```r
head(tim_cav)
```

<table>
<thead>
<tr>
<th></th>
<th>Y</th>
<th>X</th>
<th>time</th>
<th>S</th>
<th>id</th>
<th>Xcomplete</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-7.0010400</td>
<td>NA</td>
<td>0</td>
<td>1.4234659</td>
<td>1</td>
<td>5.362817</td>
</tr>
<tr>
<td>2</td>
<td>0.6780589</td>
<td>NA</td>
<td>1</td>
<td>1.4234659</td>
<td>1</td>
<td>5.362817</td>
</tr>
<tr>
<td>3</td>
<td>2.5992257</td>
<td>NA</td>
<td>2</td>
<td>1.4234659</td>
<td>1</td>
<td>5.362817</td>
</tr>
<tr>
<td>4</td>
<td>-5.6299306</td>
<td>5.772728</td>
<td>0</td>
<td>0.5534901</td>
<td>2</td>
<td>5.772728</td>
</tr>
<tr>
<td>5</td>
<td>-4.5357426</td>
<td>5.772728</td>
<td>1</td>
<td>0.5534901</td>
<td>2</td>
<td>5.772728</td>
</tr>
<tr>
<td>6</td>
<td>-3.1026385</td>
<td>3.123607</td>
<td>0</td>
<td>0.4046146</td>
<td>3</td>
<td>3.123607</td>
</tr>
</tbody>
</table>

In each of the following examples, we use a total sample sizes of 500 subjects. First we show how to use lmeMVP for a time-independent missing covariate and a discrete auxiliary variable (TIM-DAV) with a random intercept and slope. In addition, we demonstrate how the supporting functions coef() and summary() can be used.

```r
timdav.500 <- filter(tim_dav, id %in% sample(unique(tim_dav$id), 500, replace=F))
ex.timdav <- lmeMVP(fixed = Y ~ X + time, random = ~ time | id , auxiliary = X ~ S, data=timdav.500, time.varying.missing = FALSE, time.name ="time")
```

```r
# [1] "TIM.DAV"
```

```r
ex.timdav
```

### Linear mixed-effects estimated likelihood for:
### Time independent missing variable(s) with 1 discrete auxiliary variable(s)
### BFGS maximization, 45 iterations
### Return code 0: successful convergence
### Log-likelihood: -2668.047
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## Random effects: ~time | id
## Random effects variance covariance matrix
## (Intercept)  time
## (Intercept)  0.7816617  1.263567
## time  1.2635666  2.042831
##
## Fixed effects: Y ~ X + time
##
## Coefficients:
## X (Intercept)  time
## -1.544683  2.205494  0.387927
##
## Subjects in validation set: 316
## Subjects used from nonvalidation set: 184

The lmeMVP object can be summarized similar to other mixed-effects models using summary(), which returns an object of class summary.lmeMVP.

```
summary.timdav <- summary(ex.timdav)
summary.timdav
```

## Linear mixed-effects estimated likelihood
## BFGS maximization, 45 iterations
## Return code 0: successful convergence
## Log-likelihood: -2668.047
##
## Random effects: Y ~ X + time
## (Intercept)  time
## (Intercept)  0.7816617  1.263567
## time  1.2635666  2.042831
##
## Fixed effects: Y ~ X + time
## Estimate Std Err  z.value p.value
## X -1.544683  0.065907 -23.4374 < 2.2e-16 ***
## (Intercept)  2.205494  0.340362  6.4799  9.181e-11 ***
## time  0.387927  0.075815  5.1168  3.108e-07 ***
## ---
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

In addition, coef() can be used on the lmeMVP object to get the parameter estimates of the fixed-effects or on the summary.lmeMVP object to extract the coefficient table with the standard errors and p-values.

```
coef(ex.timdav)
```
For a time-independent missing covariate and continuous auxiliary variable (TIM-CAV), the same code is used as that for the TIM-DAV situation, since $S$ is automatically detected to be continuous.

```r
timcav.500 <- filter(tim_cav, id %in% sample(unique(tim_cav$id), 500, replace=F))
ex.timcav <- lmeMVP(fixed = Y ~ X + time, random = ~ time | id, 
                  auxiliary = X ~ S, data=timcav.500, 
                  time.varying.missing = FALSE, time.name = "time")
```

For a time-varying missing covariate, the argument `time.varying.missing=FALSE` must be changed.
to TRUE.

tvmcav.500 <- filter(tvm_cav, id %in% sample(unique(tvm_cav$id), 500, replace=F))
ex.tvmcav <- lmeMVP(fixed = Y ~ X + time, random = ~ time | id,
auxiliary = X ~ S, data=tvmcav.500,
time.varying.missing = TRUE, time.name = "time")

## [1] "TVM.CAV"

ex.tvmcav

## Linear mixed-effects estimated likelihood for:
## Time-varying missing variable(s) with 1 continuous auxiliary variable(s) and
## 0 discrete auxiliary variable(s)
##
## BFGS maximization, 45 iterations
## Return code 0: successful convergence
## Log-likelihood: -2075.554
##
## Random effects: ~time | id
## Random effects variance covariance matrix
## (Intercept)  time
## (Intercept) 0.9598867 1.081346
## time 1.0813463 2.080996
##
## Fixed effects: Y ~ X + time
##
## Coefficients:
## X (Intercept)  time
## -1.5897684  2.4438308  0.2982206
##
## Subjects in validation set: 296
## Subjects used from nonvalidation set: 92

Finally, for a time-varying auxiliary variable, time is added to the right-hand side of formula for the auxiliary input.

tvmtvdav.500 <- filter(tvm_tvdav, id %in% sample(unique(tvm_tvdav$id), 500, replace=F))
ex.tvmtvdav <- lmeMVP(fixed = Y ~ X + time, random = ~ time | id,
auxiliary = X ~ S + time, data=tvmtvdav.500,
time.varying.missing = TRUE, time.name = "time")

## [1] "TVM.TVDAV"
## Linear mixed-effects estimated likelihood for:
## Time-varying missing variable(s) with 1 time-varying discrete auxiliary
## variable(s)
##
## BFGS maximization, 46 iterations
## Return code 0: successful convergence
## Log-likelihood: -3174.399
##
## Random effects: ~time | id
## Random effects variance covariance matrix
##
## (Intercept)  (Intercept) time
## (Intercept)  0.7210899 1.021634
## time 1.0216340 1.707517
##
## Fixed effects: Y ~ X + time
##
## Coefficients:
## X (Intercept) time
## -1.4555027 1.8988722 0.3653801
##
## Subjects in validation set: 291
## Subjects used from nonvalidation set: 209

### 4.6. Package Performance

In Section 3.4, we demonstrated the performance of the method through a series of simulations. In this section we look at the performance of the lmeMVP package. Specifically, we compare the run-time of the lmeMVP function for each of the five situations presented in the Table 4.1. Again we assume a random-intercept and random-slope. For each missing covariate–auxiliary variable combination, we test four samples sizes (N): 200, 400, 500, and 1000. We compare the run-time of lmeMVP for each situation using \texttt{rbenchmark} (Kusnierczyk, 2012) with one iteration. The benchmark was performed on a Windows machine with the Intel(R) Core(TM)i7-6700 (3.40 GHz) processor and 16.0GB of RAM.

Figure 4.1 shows the run-time for each situation. For all situations, the run-time increases rapidly with sample size. In general, the function is faster for discrete auxiliary variables compared to continuous auxiliary variables for the same type of missing covariate despite maxLik using a similar number of iterations to maximize each likelihood. This is due in part to the form of $K(A,t)$ in the calculation of $\hat{P}(Y_j|Z_j)$. The numerator of $\hat{P}(Y_j|Z_j) = \sum_{i \in V} P(Y_j|x_i, Z_j)K(A,t)$. For discrete $A,$
$K(A, t)$ is an indicator function, only taking values of zero or 1. Therefore, for a given nonvalidation subject $j$, we do not need to calculate $P(Y_j | x_i, Z_j)$ to include in the summation any subjects from the validation set for whom $K(A, t) = 0$. For example, in the TIM-DAV situation $K(A, t) = I(A_i = A_j)$, so we only sum over the validation set subjects whose auxiliary variable matches that of the nonvalidation set subject. Contrarily, for a continuous $A$, $K(A, t)$ will not be zero and therefore we must sum over every validation set subject.

The results of the analyses are shown in Tables 4.2 and 4.3. Table 4.2 presents the results for the discrete auxiliary variables and Table 4.3 presents the results for the continuous auxiliary variables. For each situation, the results from lmeMVP are compared to the complete case analysis estimates. In most situations, the lmeMVP estimates are more efficient than the complete case analysis estimates. The only exception is for the time-varying missing covariate and time-varying discrete auxiliary variable (TVM-TVDAV) when the sample size is 200. This is because for each nonvalidation set subject there are not enough subjects in the validation set with matching auxiliary variables. For all other situations, the lmeMVP estimates are more efficient.

![Runtime of lmeMVP for each missing covariate-auxiliary variable combination](image.png)

Figure 4.1: Runtime of lmeMVP for each missing covariate-auxiliary variable combination
4.7. Discussion

We introduced our package `lmeMVP` that implements the method described in Chapter 3 for linear mixed-effects models with missing values in the predictors. The package is flexible to allow each of the five combinations of missing covariate and auxiliary variable types: TIM-DAV, TIM-CAV, TVM-CAV, TVM-DAV, and TVM-TVDAV. In addition, our package allows for multiple missing covariates as well as multiple auxiliary variables; although we recommend using as few auxiliary variables as possible. If multiple auxiliary variables are needed, a larger sample size is required.

In the examples that we provide, all of the covariates, including the missing covariate, are treated as continuous. However, our function can also handle categorical predictors. To test if a categorical covariate is significant across all of its levels, a likelihood ratio test can be conducted using the log-likelihood that is reported in the output of `lmeMVP`.

In writing this package, we sought to be as consistent as possible with the commands for existing packages for mixed-effects models. Specifying the model using formula objects for the fixed and random effects as well as the auxiliary variable should be familiar to those who already use `lme` to run their mixed-effect models. In addition, the output and summary of `lmeMVP` is similar to that of `lme` and `maxLik` and therefore should be easy to read and interpret.

There are two areas in which we may improve our current package. The first would be to allow more flexible random-effects by allowing for both more and nested random-effects. Currently, `lmeMVP` allows for up to two random-effects, which may only be one of each type (slope and intercept). Furthermore, the variance structure cannot be specified. Instead, we assume independence in the random errors and correlated random-slopes and -intercepts. In the future, we may add more flexibility to specify different variance structures. Second, may improve the efficiency of our program. As shown in Section 4.6, the function can be slow to run, especially for larger sample sizes. The slowness of the program is mainly due to the need to repeatedly iterate through large loops. We use the family of `apply` functions to improve the efficiency of the summation calculations in Eq. 4.3 and Eq. 4.4, but there may be additional ways to reduce the run-time.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>TIM-DAV</th>
<th></th>
<th></th>
<th>TVM-DAV</th>
<th></th>
<th></th>
<th>TVM-TVDAV</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CCA</td>
<td>ImeMVP</td>
<td>CCA</td>
<td>ImeMVP</td>
<td>CCA</td>
<td>ImeMVP</td>
<td>CCA</td>
<td>ImeMVP</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Parm</td>
<td>est</td>
<td>SE</td>
<td>est</td>
<td>SE</td>
<td>est</td>
<td>SE</td>
<td>est</td>
<td>SE</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>X</td>
<td>-1.56</td>
<td>0.116</td>
<td>-1.51</td>
<td>0.103</td>
<td>-1.61</td>
<td>0.085</td>
<td>-1.58</td>
<td>0.077</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.33</td>
<td>0.598</td>
<td>2.02</td>
<td>0.533</td>
<td>2.55</td>
<td>0.432</td>
<td>2.37</td>
<td>0.392</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>X</td>
<td>-1.44</td>
<td>0.092</td>
<td>-1.43</td>
<td>0.083</td>
<td>-1.54</td>
<td>0.071</td>
<td>-1.50</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.66</td>
<td>0.480</td>
<td>1.71</td>
<td>0.432</td>
<td>2.23</td>
<td>0.367</td>
<td>2.07</td>
<td>0.329</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>X</td>
<td>-1.60</td>
<td>0.078</td>
<td>-1.65</td>
<td>0.070</td>
<td>-1.49</td>
<td>0.057</td>
<td>-1.48</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.54</td>
<td>0.403</td>
<td>2.76</td>
<td>0.359</td>
<td>1.80</td>
<td>0.296</td>
<td>1.82</td>
<td>0.267</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>X</td>
<td>-1.57</td>
<td>0.052</td>
<td>-1.57</td>
<td>0.047</td>
<td>-1.48</td>
<td>0.043</td>
<td>-1.47</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.35</td>
<td>0.270</td>
<td>2.36</td>
<td>0.244</td>
<td>1.90</td>
<td>0.224</td>
<td>1.92</td>
<td>0.201</td>
<td></td>
</tr>
</tbody>
</table>

CCA = complete case analysis performed using lme from the nlme package
SE = standard error estimate
<table>
<thead>
<tr>
<th>N</th>
<th>Parm</th>
<th>Tim-Cav CCA</th>
<th>ImeMVP</th>
<th>Tim-Cav CCA</th>
<th>ImeMVP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>est</td>
<td>SE</td>
<td>est</td>
<td>SE</td>
</tr>
<tr>
<td>200</td>
<td>X</td>
<td>-1.76</td>
<td>0.128</td>
<td>-1.68</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.68</td>
<td>0.117</td>
<td>-1.47</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>3.13</td>
<td>0.664</td>
<td>2.73</td>
<td>0.608</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.73</td>
<td>0.608</td>
<td>1.78</td>
<td>0.432</td>
</tr>
<tr>
<td>400</td>
<td>X</td>
<td>-1.58</td>
<td>0.085</td>
<td>-1.57</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.57</td>
<td>0.080</td>
<td>-1.49</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.37</td>
<td>0.440</td>
<td>2.32</td>
<td>0.412</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.32</td>
<td>0.412</td>
<td>1.91</td>
<td>0.351</td>
</tr>
<tr>
<td>500</td>
<td>X</td>
<td>-1.42</td>
<td>0.078</td>
<td>-1.41</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.41</td>
<td>0.073</td>
<td>-1.51</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.45</td>
<td>0.405</td>
<td>1.44</td>
<td>0.373</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.44</td>
<td>0.373</td>
<td>2.01</td>
<td>0.322</td>
</tr>
<tr>
<td>1000</td>
<td>X</td>
<td>2.17</td>
<td>0.277</td>
<td>2.18</td>
<td>0.259</td>
</tr>
<tr>
<td>1000</td>
<td>Time</td>
<td>0.33</td>
<td>0.072</td>
<td>0.29</td>
<td>0.062</td>
</tr>
</tbody>
</table>

CCA = complete case analysis performed using lme from the nlme package
† SE = standard error estimate
CHAPTER 5

DISCUSSION

In this dissertation we proposed methods and provided tools for designing and analyzing longitudinal studies subject to missing information. We then applied these tools and methods to data from studies at the University of Pennsylvania Parkinson’s Disease Center.

In Chapter 2 we proposed a method for designing follow-up schedules in longitudinal time-to-event studies in order to reduce the bias from right-endpoint imputation. We provide a tool to implement our method online at https://lsapps.shinyapps.io/FollowUpDesign/ . The quantitative method evaluates the bias in the estimated hazard ratios from Cox regression models for simulated data. The simulated data is generated to resemble the survival curve of historical data, such as that from pilot data or previous studies. Although we used a Weibull or Gompertz distribution to generate the survival data, an advantage of our method is that it does not require parametric assumptions about the survival distribution. The simulated data does not need to be sampled from the true survival distribution, but only have a similar unadjusted survival curve. We defined the similarity between the generated and historical data based on the maximum difference in step-size at any point on their Kaplan-Meier curves. We chose this measure to ensure that the generated data has a similar amount of tied event times as the historical data. In the future we may compare other methods for measuring the similarity between two curves and evaluate what, if any, impact they have on the results.

Although our method does not rely on parametric assumptions, we do assume proportional hazards as required by the Cox regression model. A direction for future work would be to extend this method to situations with non-proportional hazards. In addition, we may consider more flexible or nonparametric data generation methods instead of relying on the Weibull and Gompertz distributions.

In Chapter 3 we proposed a nonparametric method for longitudinal data in which one or more covariates is missing for a subsample of subjects, but an auxiliary variable is available for everyone. We used empirical and kernel density estimates similar to Pepe and Fleming (1991) and Carroll and Wand (1991) to obtain nonparametric density estimates instead of relying on parametric as-
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sumptions about the conditional distribution of the missing data given the observed. Our proposed method can handle time-independent or time-varying missing covariates and auxiliary variables. In addition, the auxiliary variable can be discrete or continuous. We derived the asymptotic distribution of the estimator and showed that it is consistent and asymptotically normally distributed. Through simulations we showed that our estimator has good finite sample properties and is more efficient than the complete case estimator. We showed that the variance is well estimated using the asymptotic theory and therefore does not require bootstrapping. In Chapter 4 we provided the R package `lmeMVP` to implement the method.

A limitation of this method assumes discrete time. Extending the method to continuous time could be a direction for future work and would require overcoming two main challenges. First, time could be included as a continuous auxiliary variable by replacing the indicator function with the kernel function. However, this would give rise to the same dimensionality issues of other continuous, time-varying auxiliary variables. Second, for discrete time we “impute” values of $X_i$ as $X_i[|t_j]$, but the question remains how to “impute” $X_i$ in the estimation $\hat{P}(Y_j | Z_j)$ if time is continuous. One possible solution might be to estimate $X$ using splines which would avoid making parametric assumptions about $X$. However, more work is needed to understand the implications of this additional estimation on the proposed estimator.
A.1. Shiny App Interface

Figure A.1: Screenshots of the FollowUpDesign Shiny application from https://lsapps.shinyapps.io/FollowUpDesign/

A.2. Shiny App Analysis Code

In this section we provide the R code used for the follow-up design analysis. We do not include the code for creating the Shiny App interface.
library(shiny)
library(shinyjs)
library(ggplot2)
library(survival)
library(rootSolve)
library(flexsurv)
library(dplyr)
library(xtable)

# Function to apply the follow-up schedule to the generated data
regularFollowUp<-function(trueTime,nSeg,IL,dur) {
  obsTime<-numeric(length(trueTime))
  censorTime<-sum(dur)

  events<-which(trueTime < dur[1])
  obsTime[events]<-ceiling(trueTime[events]/IL[1])*IL[1]

  if (nSeg > 1) {
    for (i in 2:nSeg) {
      c0<-sum(dur[1:(i-1)])
      c1<-sum(dur[1:i])
      events<-which(c0 < trueTime & trueTime < c1 )
      obsTime[events]<-ceiling((trueTime[events]-c0)/IL[i])*IL[i] + c0
    }
  }

  # Censoring variable: subjects who fail after end of study are administratively 
  # right censored (delta=0)
  delta<- trueTime < censorTime
  trueTime[!delta]<-censorTime
  obsTime[!delta] <- censorTime

  return(list(obsTime=obsTime,trueTime=trueTime,trueDelta=delta, obsDelta=delta))
}

# Function to generate the covariates
genCovars<-function(n,type, sd=NULL, values=NULL, prob=NULL, skew=NULL,mean=NULL) {
  if (type=="normal") {
    return(rnorm(n,mean,sd))
  } else if (type=="binary") {
    return(rbinom(n,1,prob))
  } else if (type=="categorical") {
    return(sample(x=values,size=n,prob=prob,replace = T))
  } else if (type=="skewed") {
    return(rgamma(n,shape=4/skew^2,scale=sd*skew/2))
  }
}

# Function to generate the survival time. Can be weibull or Gompertz
generateSurvival<-function(scale,shape,dist,covars,bet) {
  ut<-runif(nrow(covars),0,1)
if (dist=="weibullPH") {
    genTime<-(-log(ut)/(scale*exp(covars%*%bet)))^(1/shape)
} else if (dist=="gompertz") {
    genTime<-1/shape*(log(1-(shape*log(ut)/(scale*exp(covars%*%bet)))))
}
return(genTime)

# Function to choose the distribution family of the unadjusted survival
fitPH<-function(times,events=NULL) {
    gompFit<-flexsurvreg(Surv(times,events)~1,dist="gompertz")
    weibFit<-flexsurvreg(Surv(times,events)~1,dist="weibullPH")
    if (gompFit$AIC < weibFit$AIC) {
        dist<-"gompertz"
        fit<-gompFit
    } else {
        dist<-"weibullPH"
        fit<-weibFit
    }
    # Reparameterize to match shape and scale of parameters as used in
    # the function generateSurvival
    if (dist=="weibullPH") {
        shape<-fit$res["shape","est"]
        scale<-fit$res["scale","est"]
    } else if (dist=="gompertz") {
        shape<-fit$res["shape","est"]
        scale<-fit$res["rate","est"]
    }
    return(data.frame(shape,scale,dist))
}

simulation<-function(n,S,km.hist,HR, type, covarMean=NULL, covarSD=NULL, values=NULL, probs=NULL, covarSkew=NULL, nSched,nSeg,IL,dur,t12=NULL,distThres=0.05) {
    # select two points from historic data KM curve
    km.rm<-km.hist[km.hist$surv!=1 & km.hist$surv!=0,]
    if (is.null(t12)) {
        t12<-km.rm$time[c(1,nrow(km.rm))]
    }
    # t<-c(1,3)
    S1<-km.hist$surv[km.hist$time==t12[1]]
    S2<-km.hist$surv[km.hist$time==t12[2]]
obs.out<-cox.out<-NULL

# Generate "observed" data using inverse-CDF method
m<-10000
bet<-log(HR)
nparms<-length(HR)
Ft<-1-km.hist$surv  # obtain estimated CDF
simMeas1<-1
diff.Surv.hist<-diff(-km.hist$surv,1)

while(simMeas1>distThres) {
  ut<-runif(m)

  # d = number of subjects who fail at each timepoint
  d<-numeric(length(Ft)-1)
  d[1]<-sum(ut<Ft[2])
  for (ts in 2:length(d)) {
    d[ts]<-sum(Ft[ts]<= ut & ut <Ft[(ts+1)])
  }
  c<-m-sum(d)  # number of subjects with administrative right censoring

  # create dataframe of event times based on d
  times<-c(rep(km.hist$time[-1],d),rep(km.hist$time[length(km.hist$time)],c))
  events<-c(rep(1,m-c),rep(0,c))

  # Obtain PH distribution fit for the overall survival function
  fit<-fitPH(times,events=events)

  ## Calculate baseline survival parameters ##

  # obtain covariate values for corresponding points and generate one sample of
  # covars
  covars1<-numeric()
  for (i in 1:nparms) {
    covars1<-cbind(covars1,
    genCovars(m,type[i],sd=covarSD[i],
    skew = covarSkew[i],mean=covarMean[i],
    values = values[[i]],prob = probs[[i]]))
  }

  # this is \{z\}_{\beta_1} and \{z\}_{\beta_2}
  gamma1<-quantile(exp(covars1%*%bet),S1)
  gamma2<-quantile(exp(covars1%*%bet),S2)

  # Gompertz function system of equations to solve
  fgomp<-function(x) {
    c(F1=F1,F2=F2)
  }
}
# Weibull function to system of equations to solve

```r
fweib<-function(x) {
  c(F1=F1,F2=F2)
}
```

```r
if (fit$dist=="gompertz") {
  ss <- multiroot(f = fgomp,
  start = c(sqrt(fit$scale/gamma2),sqrt(fit$shape)))
} else ss <- multiroot(f = fweib,
  start = c(sqrt(fit$scale/gamma2),sqrt(fit$shape)))
```

```r
scale<-.root[1]^2
shape<-.root[2]^2
```

# Generate one sample of survival times

```r
covars<-numeric()
for (i in 1:nparms) {
  covars<-cbind(covars,genCovars(n,type[i],sd=covarSD[i],
  skew = covarSkew[i],mean=covarMean[i],
  values = values[[i]],prob = probs[[i]]))
}
```

```r
trueTime1<-generateSurvival(scale = scale,shape = shape,
  dist=fit$dist,covars=covars,bet=bet)
```

# Obtain observed event times

```r
hist.times<-km.hist$time
whichTime<-sapply(trueTime1, function(x) {
  which(order(c(hist.times,x),decreasing = F)==(length(hist.times)+1))
})
```

```r
obsTime<-numeric(length(hist.times))
obrTime[whichTime<=length(hist.times)]<-hist.times[whichTime[whichTime<=length(hist.times)]]

obsTime[whichTime>length(hist.times)]<-hist.times[length(hist.times)]
```

```r
obsDelta<-numeric(length(hist.times))
obrDelta[whichTime<=length(hist.times)]<-1
obsDelta[whichTime>length(hist.times)]<-0
```

```r
km.gen1<-survfit(Surv(obsTime,obsDelta)^1)
km.gen1<-data.frame(time=c(0,km.gen1$time),surv=c(1,km.gen1$surv))
```

```r
diff.Surv.gen1<-diff(-km.gen1$surv,1)
```

```r
if (length(diff.Surv.gen1)!=length(diff.Surv.hist)) {
  simMeas1<-1
} else {
  pdiffs<-abs(diff.Surv.hist-diff.Surv.gen1)
  simMeas1<max(pdiffs)
}
print(simMeas1)
}

simMaxes<-numeric(S)

# Generate and analyze S datasets
for (s in 1:S) {

  incProgress(1/S)

  # Generate survival time
  simMax<-1
  while (simMax ==1) {
    ut<-runif(n,0,1)
    covars<-numeric()
    for (i in 1:nparms) {
      covars<-cbind(covars,
                    genCovars(n,type[i],sd=covarSD[i],
                              skew = covarSkew[i],mean=covarMean[i],
                              values = values[i],prob = probs[i]))
    }
    trueTime<-generateSurvival(scale = scale,
                               shape = shape,dist=fit$dist,covars,bet=bet)

    # Obtain observed event times
    hist.times<-km.hist$time
    whichTime<-sapply(trueTime, function(x) {
      which(order(c(hist.times,x),decreasing = F)==(length(hist.times)+1))
    })
    obsTime<-numeric(length(hist.times))
    obsTime[whichTime<=length(hist.times)]<-hist.times[whichTime[whichTime<=length(hist.times)]]
    obsTime[whichTime>length(hist.times)]<-hist.times[length(hist.times)]
    obsDelta<-numeric(length(hist.times))
    obsDelta[whichTime<=length(hist.times)]<-1
    obsDelta[whichTime>length(hist.times)]<0
    km.gen1<-survfit(Surv(obsTime,obsDelta)~1)
    km.gen1<-data.frame(time=c(0,km.gen1$time),surv=c(1,km.gen1$surv))

    diff.Surv.gen1<-diff(-km.gen1$surv,1)

    if (length(diff.Surv.gen1)!=length(diff.Surv.hist)) {
      simMax<-1
    } else {
      pdiffs<-diff.Surv.hist-diff.Surv.gen1
      simMax<-pdiffs[which.max(abs(pdiffs))]
    }
  }
  simMaxes[s]<-max(pdiffs)
for (j in 1:nSched) {
    # Impose follow-up schedule
    obs<-regularFollowUp(trueTime,nSeg[[j]],IL[[j]],dur[[j]])

    # Run model
    m.obs<-coxph(Surv(obs$obsTime,obs$obsDelta)~covars)

    # Record Obs Estimates
    obsResults<-data.frame(summary(m.obs)$coefficients)
    obsResults$Bias<-obsResults$exp.coef.-HR
    obsResults$Perc<-obsResults$Bias/HR*100
    obsResults$Schedule<-j
    obsResults$Covar<-1:nparms
    obsResults<-cbind(HR,obsResults)
    obs.out<-rbind(obs.out,obsResults)
}

obs.mean<-cox.mean<-data.frame(matrix(nrow=nSched*length(HR),ncol=5))
r <- 0
for (i in 1:nparms) {
    for (j in 1:nSched) {
        r<-r+1
        obs.mean[r,]<-apply(filter(obs.out,Schedule==j & Covar==i)[,c("HR","exp.coef.","Perc","Schedule","Covar")],2,mean)
    }
}

names(obs.mean)<-c("True HR","est HR","% Bias","Schedule","Covar")
obs.mean<-obs.mean[order(obs.mean$Covar,obs.mean$Schedule),]
return(list(Estimates=obs.mean,simMeas=mean(simMaxes)))
}
APPENDIX B

SUPPLEMENTARY MATERIALS FOR CHAPTER 3

B.1. Derivation of Estimated Likelihood Asymptotics

The proof for the proposed estimator with a time-independent or time-varying discrete auxiliary variables follows directly from the proof of Theorem 2 in Pepe and Fleming (1991). Therefore, here we focus on the derivation for the asymptotic distribution of the proposed estimator when the auxiliary variable is continuous and time-independent. The missing variable may be time-independent or time-varying.

Assume that \( V \) is the validation set which is a random subsample of size \( n^V \) from the total sample of size \( N \) and that \( \lim_{n \to \infty} n^V / N = \rho^V > 0 \). By random subsample, what we mean is that the missing mechanism does not depend on the auxiliary variables. Then \( \hat{V} \) is the non-validation set of size \( N - n^V \). For the estimated likelihood

\[
\hat{L}(\theta) = \prod_{i \in V} P_\theta(Y_i|X_i, Z_i) \prod_{j \in \bar{V}} \hat{P}_\theta(Y_j|Z_j)
\]

have the following result for the asymptotic normality from Theorem 2 in Pepe and Fleming (1991)

\[
\frac{1}{n} \frac{\partial \log \hat{L}(\theta)}{\partial \theta} \overset{d}{\to} \mathcal{N} \left( 0, I(\theta) + \frac{1 - \rho^V}{\rho^V} \Sigma \right)
\]

where

\[
I(\theta) = \rho^V \mathbb{E} \left[ -\frac{\partial^2 \log P(Y|X, Z)}{\partial \theta \partial \theta'} \right] + (1 - \rho^V) \mathbb{E} \left[ -\frac{\partial^2 \log P(Y|Z)}{\partial \theta \partial \theta'} \right] = \mathbb{E} \left[ -\frac{\partial^2 \log L(\theta)}{\partial \theta \partial \theta'} \right]
\]

and

\[
\Sigma = \text{var} \left\{ \mathbb{E} \left[ -\frac{\partial \log P(Y|Z)}{\partial \theta} | X, A \right] \right\}.
\]

\( \Sigma \) is estimated from the data as \( \hat{\Sigma} = \text{var} \{ \hat{W}_{i,s_i}(\hat{\theta}), i \in V \} \) where

\[
\hat{W}_{i,s_i}(\hat{\theta}) = \frac{\sum_{j \in V} \frac{dP_\theta(Y_i|X_i, Z_j)/d\theta}{P_\theta(Y_j|Z_j)} - \frac{dP_\theta(Y_i|Z_i)/d\theta}{(P_\theta(Y_j|Z_j))^2} P_\theta(Y_j|X_i, Z_j) I(A_i = A_j)}{\sum_{j \in V} I(A_i = A_j)}
\]
We derive \( \hat{\Sigma} \) for a continuous auxiliary variable and show that the asymptotic normally result holds.

Starting with the score equation, we have

\[
\frac{1}{\sqrt{n}} \frac{\partial \log \hat{L}(\theta)}{\partial \theta} = \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{\partial \hat{P}_\theta(Y_j|Z_j) / \partial \theta}{\hat{P}_\theta(Y_j|Z_j)} + \frac{1}{\sqrt{n}} \sum_{i \in V} \frac{\partial P_\theta(Y_i|X_i, Z_i) / \partial \theta}{P_\theta(Y_i|X_i, Z_i)}
\]

Let the partial derivatives of \( P \) with respect to \( \theta \) be denoted by \( D \). Then,

\[
\frac{1}{\sqrt{n}} \frac{\partial \log \hat{L}(\theta)}{\partial \theta} = \frac{1}{\sqrt{n}} \sum_{i \in V} D(Y_i|X_i, Z_i) + \frac{1}{\sqrt{n}} \sum_{j \in V} \hat{D}(Y_j|Z_j) +
\]

\[
= \frac{1}{\sqrt{n}} \sum_{i \in V} D(Y_i|X_i, Z_i) + \frac{1}{\sqrt{n}} \sum_{j \in V} \hat{D}(Y_j|Z_j) + \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{D(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} - \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{D(Y_j|Z_j)}{P_\theta(Y_j|Z_j)}
\]

\[
= \frac{1}{\sqrt{n}} \sum_{i \in V} D(Y_i|X_i, Z_i) + \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{\hat{D}(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} - \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{D(Y_j|Z_j)}{P_\theta(Y_j|Z_j)}
\]

The first two sums is the score function if \( P(X|Z) \) were known. The third term is the penalty for estimating \( \hat{P}_\theta(Y_j|Z_j) \).

To condense notation, let \( G \) represent \( A \) for a time-independent missing variable or \( S, t \) for a time-varying missing variable. Then \( K_C(G) \) represent \( K_C(A) \) or \( K_C(S, t) \), where \( K_C(A) = \Phi \left( \frac{A_i - A_j}{h} \right) \) and \( K_C(S, t) = \Phi \left( \frac{A_i - A_j}{h} \right) I(t_j \leq t_i) \), where \( h \) is the bandwidth for the kernel function. Similarly, let \( f(g) \) represent \( f(s) \) or \( f(s, t) = f(s) f(t) \). Assuming \( nh \to \infty \) as \( n \to \infty \), the third term above can be written

\[
\frac{1}{\sqrt{n}} \sum_{j \in V} \left\{ \frac{\hat{D}(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} - \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{D(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} \right\} \times \frac{\hat{P}_\theta(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} + o_p(1)
\]

\[
= \frac{1}{\sqrt{n}} \sum_{j \in V} \left\{ \frac{\hat{D}(Y_j|Z_j)}{P_\theta(Y_j|Z_j)} - \frac{1}{\sqrt{n}} \sum_{j \in V} \frac{D(Y_j|Z_j)}{P_\theta(Y_j|Z_j)^2} \hat{P}_\theta(Y_j|Z_j) \right\} + o_p(1)
\]

\[
\approx \frac{1}{\sqrt{n}} \sum_{j \in V} \left\{ \sum_{i \in V} D(Y_i|X_i, Z_i) K_C(G) - \frac{1}{\sqrt{n}} \sum_{i \in V} \frac{D(Y_i|Z_i)}{[P_\theta(Y_i|Z_i)]^2} \sum_{i \in V} P(Y_i|X_i, Z_i) K_C(G) \right\}
\]
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\[
= \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} \left\{ \frac{D(Y_j | X_i, Z_j)}{P(Y_j | Z_j)} - \frac{D(Y_j | Z_j)}{[P(Y_j | Z_j)]^2} P(Y_j | X_i, Z_j) \right\} \frac{K_C(G)}{\sum_{i \in V} K_C(G)} \\
= \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} \left\{ \frac{D(Y_j | X_i, Z_j)}{P(Y_j | Z_j)} - \frac{D(Y_j | Z_j)}{[P(Y_j | Z_j)]^2} P(Y_j | X_i, Z_j) \right\} \frac{K_C(G)}{\sum_{i \in V} K_C(G)} \\
\]

Let \( W_{ij} = \frac{D(Y_j | X_i, Z_j)}{P(Y_j | Z_j)} - \frac{D(Y_j | Z_j)}{[P(Y_j | Z_j)]^2} P(Y_j | X_i, Z_j) \)

\[
= \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} W_{ij} \frac{K_C(G)}{\sum_{i \in V} K_C(G)} \times \frac{n^V}{n^V} \times \frac{\frac{1}{n^V}}{\frac{1}{n^V}} \times \frac{\frac{1}{n^V}}{\frac{1}{n^V}} = \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} W_{ij} \frac{K_C(G)}{\sum_{i \in V} K_C(G)} \\
\]

\[
= \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} W_{ij} \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \times \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} + a_p(1) \\
\]

\[
\geq \frac{1}{\sqrt{n}} \sum_{i \in V} \sum_{j \in V} W_{ij} \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \times \left( \sum_{j \in V} \frac{\frac{1}{n^V} K_C(G)}{f(s_j)} \right) \left( \sum_{j \in V} \frac{1}{n^V} \frac{K_C(G)}{f(s_j)} \right) \\
\]

Let \( W_{X_i,A_i} = \frac{1}{n^V} \left( \sum_{j \in V} \frac{\frac{1}{n^V} K_C(G)}{f(s_j)} \right) \left( \frac{1}{\sum_{j \in V} \frac{\frac{1}{n^V} K_C(G)}{f(s_j)}} \right) \sum_{j \in V} W_{ij} \frac{\frac{1}{n^V} K_C(G)}{f(s_j)} \)

By the law of large numbers \( \frac{1}{n^V} \sum_{j \in V} \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \rightarrow \mathbb{E} \left[ \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \right] \).

We will show that \( \mathbb{E} \left[ \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \right] = 1 \)

for \( G = S, t \). That the results holds for \( G = S \) is obvious.

\[
\mathbb{E} \left[ \frac{\frac{1}{n^V} \left( \frac{A_j - A_i}{h} \right)}{f(s_j)} I(t_j \leq t_i) \right] = \mathbb{E} \left[ \frac{\frac{1}{n^V} \left( \frac{A_j - A_i}{h} \right)}{f(s_j)} I(t_j \leq t_i) \right] \\
= \mathbb{E} \left[ \frac{\frac{1}{n^V} \left( \frac{s - A_i}{h} \right)}{f(s)} I(t_j \leq t_i) \right] \\
= \left( \int_{-\infty}^{\infty} \frac{1}{n^V} \Phi \left( \frac{s - A_i}{h} \right) f(s) ds \right) \times \frac{f(t)}{f(t)} \\
= \int_{-\infty}^{\infty} \frac{1}{n^V} \Phi \left( \frac{s - A_i}{h} \right) ds = \int_{-\infty}^{\infty} \Phi(u) du = 1 \\
\]

By Theorem 1 in Etemadi (2006)

\[
\frac{1}{\sum_{j \in V} \frac{\frac{1}{n^V} K_C(G)}{f(g_j)}} \sum_{j \in V} W_{ij} \frac{\frac{1}{n^V} K_C(G)}{f(g_j)} \mathbb{P} [W_{ij}|G] \\
\]
First, we show that for a discrete auxiliary variable, the estimated likelihood reduces to the full data likelihood. The estimated likelihood is fully efficient in the special case where the surrogate is perfect. Here we show that the estimated likelihood converges to a normal distribution.

By Slutsky's theorem, \( \bar{W}_{X_i,G_i} \xrightarrow{P} -\mathbb{E} \left[ \frac{D(Y|Z)}{P(Y|Z)} |X,G \right] \) and the covariance converges to \( \text{Var} \left\{ \mathbb{E} \left[ \frac{D(Y|Z)}{P(Y|Z)} |X,G \right] \right\} = \text{Var} \left\{ \mathbb{E} \left[ \frac{\partial \log P(Y|Z)}{\partial \theta} |X,G \right] \right\} \). Finally, given \( Y^\ast, G^\ast, \) and \( G^\ast, \bar{W}_{X_i,G_i} \) are independent. Therefore, we can use the Lyapounov central limit theorem to show that \( \sum_{i \in V} \bar{W}_{X_i,G_i} \) converges to a normal distribution.

### B.1.1. Perfect Auxiliary Variable

Pepe (1992) describes a similar method for a surrogate outcome. Pepe explains that the estimated likelihood is fully efficient in the special case where the surrogate is perfect. Here we show that the same is true for our proposed estimator with a perfect auxiliary variable.

First, we show that for a discrete auxiliary variable, the estimated likelihood reduces to the full data likelihood when \( A \) is a perfect auxiliary variable for \( X \).

\[
\log \hat{L} = \sum_{i \in V} \hat{P}_0(Y_i|X_i,Z_i) + \sum_{j \in V} \hat{P}_0(Y_j|X_j)
= \sum_{i \in V} P_0(Y_i|X_i,Z_i) + \sum_{j \in V} \frac{\hat{P}_0(Y_j|X_i,Z_j)}{\tilde{P}_0(A_i - A_j)} \]

If \( A \) is a perfect auxiliary variable, then given \( A \) the value of \( X \) is known. We can denote this as...
Then the estimated likelihood can be written

$$\log \hat{L} = \sum_{i \in V} P_\theta(Y_i | X_i, Z_i) + \sum_{j \in \bar{V}} \frac{\sum_{i \in V} P_\theta(Y_j | X_i(A_i), Z_j) I(A_i - A_j)}{\sum_{i \in V} I(A_i - A_j)}$$

Since \(P_\theta(Y_j | X_i(A_i), Z_j) I(A_i - A_j)\) is zero except when \(A_i = A_j\),

$$\log \hat{L} = \sum_{i \in V} P_\theta(Y_i | X_i, Z_i) + \sum_{j \in \bar{V}} \frac{P_\theta(Y_j | X(A_j), Z_j) \sum_{i \in V} I(A_i - A_j)}{\sum_{i \in V} I(A_i - A_j)}$$

$$\log \hat{L} = \sum_{i \in V} P_\theta(Y_i | X_i, Z_i) + \sum_{j \in \bar{V}} P_\theta(Y_j | X(A_j), Z_j)$$

$$\log \hat{L} = \log L$$

Since the estimated likelihood is equal to the full data likelihood when \(A\) is a perfect, discrete auxiliary variable, the proposed estimator is fully efficient even in small samples.

Next we show that the proposed estimator is fully efficient in large samples for both continuous and discrete perfect auxiliary variables. For a perfect auxiliary variable, \(P(X|A)\) has unit mass. Therefore, \(P_\theta(Y|Z) = \int P_\theta(Y|x, Z)P(x|A)dx = P_\theta(Y|X, Z)P(X|A)\). Then the score for \(P(Y|Z)\)

$$\frac{\partial}{\partial \theta} \log P_\theta(Y|Z) = \frac{D(Y|Z)}{P_\theta(Y|Z)} = \frac{\partial}{\partial \theta} \left[ \frac{P_\theta(Y|X, Z)P(X|A)}{P_\theta(Y|X, Z)} \right] = \frac{D(Y|X, Z)}{P_\theta(Y|X, Z)} = \frac{\partial}{\partial \theta} \log P_\theta(Y|X, Z)$$

and the extra variance term \(\Sigma = 0\) since

$$\Sigma = \text{var} \left\{ \mathbb{E} \left[ -\frac{\partial \log P_\theta(Y|X, Z)}{\partial \theta} | X, A \right] \right\} = 0.$$

We verify this result through large sample simulations using \(N=1000\) subjects. To generate a perfect auxiliary variable, we require the correlation between the auxiliary variable and missing covariate to be 1. Therefore the auxiliary variable and missing covariate must either both be discrete or both be continuous. For the continuous auxiliary variable, we restrict the oracle analysis to only include those subjects from the validation set and the ‘internal’ non-validation set so that the total sample
is the same as that used in the proposed analysis.

Tables B.1 and B.2 summarize the results for the perfect discrete and continuous auxiliary variables, respectively. Table B.1 shows that for the discrete auxiliary variable the proposed method sample SD, $\hat{SE}$, and coverage are identical to those of the oracle (full data) method. In Table B.2 for the perfect continuous auxiliary variable, the proposed method sample SD is nearly identical to that of the oracle method, supporting the asymptotic theory. However, the $\hat{SE}$ is slightly underestimated resulting in lower coverage and REs less than 1.

Table B.1: Simulation results for a discrete missing covariate and a perfect, discrete auxiliary variable.

<table>
<thead>
<tr>
<th>Missing (%)</th>
<th>Proposed</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_X$</td>
<td>$\beta_0$</td>
</tr>
<tr>
<td>25</td>
<td>-2.3E-03</td>
<td>0.061</td>
</tr>
<tr>
<td>50</td>
<td>-4.4E-03</td>
<td>0.054</td>
</tr>
<tr>
<td>75</td>
<td>-2.3E-03</td>
<td>0.061</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator. % Missing = percent of subjects with missing data. SD= standard deviation. $\hat{SE}$=estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval. $\beta_T = \beta_{T ime}$.

B.1.2. Useless Auxiliary Variable

Next we discuss another special case in which the auxiliary variable is useless or independent of the missing covariate (i.e. $P(X|A) = P(X)$). The asymptotic variance for the score function of the estimated likelihood when $A$ is independent of $X$, and therefore $Y$, is

$$
\rho V - \frac{\partial^2 \log P(Y|X,Z)}{\partial \theta \partial \theta'} + (1 - \rho V) \left[ \frac{\partial^2 \log P(Y|Z)}{\partial \theta \partial \theta'} \right]
$$

where $\rho V \left[ - \frac{\partial^2 \log P(Y|X,Z)}{\partial \theta \partial \theta'} \right]$ is the information from the validation set, $(1 - \rho V) \left[ - \frac{\partial^2 \log P(Y|Z)}{\partial \theta \partial \theta'} \right]$ is the information from the non-validation set, and $(1 - \rho V) \left( \frac{1}{\rho V} \right) \left[ - \frac{\partial \log P(Y|Z)}{\partial \theta} \right]$ is the penalty.
Table B.2: Simulation results for a continuous missing covariate and a perfect, continuous auxiliary variable.

<table>
<thead>
<tr>
<th>(%)</th>
<th>Missing</th>
<th>Proposed</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>$\beta_X$</td>
<td>-1.9E-03</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.1E-02</td>
<td>0.255</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-3.4E-03</td>
<td>0.056</td>
</tr>
<tr>
<td>50</td>
<td>$\beta_X$</td>
<td>1.5E-04</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>8.4E-03</td>
<td>0.299</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-2.9E-03</td>
<td>0.059</td>
</tr>
<tr>
<td>75</td>
<td>$\beta_X$</td>
<td>7.3E-03</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-4.3E-02</td>
<td>0.407</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-1.3E-03</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

Complete = percent of subjects with missing data. SD= standard deviation. $SE = \text{estimated standard error.}$

RE = relative efficiency. Cov = coverage of 95% confidence interval. $\beta_T = \beta_{\text{time}}$

for estimating $P(Y|Z)$. In order for the proposed method to have the same efficiency as the complete case method, both the second and third terms of the above equation would have to be zero.

However, even when $A$, the auxiliary variable, is totally uninformative of $X$, there is still information about $\theta$ in $P(Y|Z)$, so $\mathbb{E} \left[ -\frac{\partial^2 \log P(Y|Z)}{\partial \theta \partial \theta} \right] \neq 0$. Therefore, even when $A$ is useless, the efficiency of the proposed method will not necessarily be equal to that of the complete case analysis which uses only the validation data.

We demonstrate this using another set of large sample (N=1000) simulations, this time with useless discrete and continuous auxiliary variables. Web Table B.3 shows the results for a useless discrete auxiliary variables and Web Table B.4 shows the results for a useless continuous auxiliary variable.

For both types of useless auxiliary variables, the proposed method is not equal to the complete case analysis in terms of efficiency.
Table B.3: Simulation results for a discrete missing covariate and a useless, discrete auxiliary variable.

<table>
<thead>
<tr>
<th>(%)</th>
<th>Missing Complete Case</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>SD</td>
</tr>
<tr>
<td>25</td>
<td>$\beta_X$</td>
<td>-3.8E-04</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>6.4E-04</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-1.4E-03</td>
</tr>
<tr>
<td>50</td>
<td>$\beta_X$</td>
<td>-3.7E-04</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.4E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>1.5E-03</td>
</tr>
<tr>
<td>75</td>
<td>$\beta_X$</td>
<td>3.2E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-6.2E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>1.6E-03</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

% Missing = percent of subjects with missing data. SD = standard deviation. $\hat{SE}$ = estimated standard error.
RE = relative efficiency. Cov = coverage of 95% confidence interval. $\beta_T = \beta_{Time}$

Table B.4: Simulation results for a continuous missing covariate and a useless, continuous auxiliary variable.

<table>
<thead>
<tr>
<th>(%)</th>
<th>Missing Complete Case</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>SD</td>
</tr>
<tr>
<td>25</td>
<td>$\beta_X$</td>
<td>1.3E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.1E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-1.7E-03</td>
</tr>
<tr>
<td>50</td>
<td>$\beta_X$</td>
<td>1.3E-04</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>3.0E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-2.3E-03</td>
</tr>
<tr>
<td>75</td>
<td>$\beta_X$</td>
<td>1.7E-03</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>6.2E-04</td>
</tr>
<tr>
<td></td>
<td>$\beta_T$</td>
<td>-1.6E-03</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

% Missing = percent of subjects with missing data. SD = standard deviation. $\hat{SE}$ = estimated standard error.
RE = relative efficiency. Cov = coverage of 95% confidence interval. $\beta_T = \beta_{Time}$
B.2. Additional Simulation Results

To evaluate the performance of our proposed estimator, we perform a series of simulations. In the main text we describe the simulations for three settings:

1. Time-independent missing variable with a continuous auxiliary variable

2. Time-varying missing variable with a continuous auxiliary variable

3. Time-varying missing variable with a time-varying discrete auxiliary variable

Here we briefly reiterate the simulations described in the main text and present simulations analogous to settings 1 and 2, but with a discrete auxiliary variable. For each simulation setting we compare the performance of three estimators; the complete case estimator, the proposed estimators, and the oracle estimator. The complete case estimator drops all subjects with missing data from the analysis and the oracle estimator uses the unobservable full data. Using 1000 iterations of each simulation, we calculate the mean bias ($\hat{\theta} - \theta$), mean observed sample standard deviation (SD), mean estimated standard errors ($\hat{SE}$), mean relative efficiency (RE) compared to the oracle estimator where a lower RE is more efficient, and 95% coverage (Cov).

B.2.1. Time-independent Missing Covariate with a Continuous Auxiliary Variable

The missing covariate $X$ and auxiliary variable $A$ are generated using a standard multivariate normal distribution where $(X) \sim N\left(\begin{array}{c} \mu_X \\ \mu_A \end{array} \right), \begin{pmatrix} \sigma_X^2 & \rho \sigma_X \sigma_A \\ \rho \sigma_X \sigma_A & \sigma_A^2 \end{pmatrix}$ and $\rho$ is the correlation between $X$ and $A$. We simulate data for $\rho=0.01, 0.25, .50, 0.75, \text{and } 1.0$. The full data is generated for all $N=400$ subjects where all subjects are considered to have observations at baseline and year one, but one-third of subjects are lost to follow-up at year two. Thus the data is balance but incomplete. $X$ is then set to missing for 25%, 50% and 75% of subjects. This ensures that the data is MCAR.

The results are summarized in Table 3.1, Table B.5, and Table B.6. All three analyses (complete case, proposed, and oracle) have little bias and a good 95% coverage probability for low to moderate missing data. When the percent missing is high (75%) and the correlation between the missing and auxiliary variables is perfect ($\rho=1.0$), the proposed method is slightly more biased (Table B.6). Nevertheless, the mean $\hat{SE}$ estimates calculated based on the asymptotic theory for the proposed estimator is similar to the observed sample SD under all conditions. As a result, the coverage
probability for 75% missing data is slightly low (92%) when the correlation is high.

The RE is calculated for each estimator as \( \frac{1}{1000} \sum_{sim=1}^{1000} \frac{SE_{m,sim}}{SE_{oracle,sim}} \), where \( m \) = complete case, proposed, or oracle. The RE for the oracle estimator is 1 and larger values are less efficient. For the proposed estimator, the efficiency of the estimator increases with the correlation between \( X \) and \( A \), but this result is more pronounced for high missingness. Under all conditions, including high missingness and low correlation, the proposed estimator is more efficient (smaller RE) than the complete case estimator. Therefore, even if the auxiliary variable provides little to no information about \( X \), the proposed method is still at least as efficient as the complete case analysis.
Table B.5: Simulation results for 25% missing time-independent covariate with a continuous auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Complete Case</th>
<th>Proposed</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_X$</td>
<td>Bias SD</td>
<td>$\hat{SE}$</td>
</tr>
<tr>
<td>0.01</td>
<td>$\beta_0$</td>
<td>1.8E-02</td>
<td>0.407</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-2.8E-03</td>
<td>0.097</td>
</tr>
<tr>
<td>0.25</td>
<td>$\beta_X$</td>
<td>-4.8E-03</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>2.2E-02</td>
<td>0.402</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.6E-03</td>
<td>0.097</td>
</tr>
<tr>
<td>0.50</td>
<td>$\beta_X$</td>
<td>-1.5E-03</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>5.0E-03</td>
<td>0.410</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-4.1E-03</td>
<td>0.097</td>
</tr>
<tr>
<td>0.75</td>
<td>$\beta_X$</td>
<td>-1.3E-04</td>
<td>0.078</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-1.8E-03</td>
<td>0.401</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-3.4E-03</td>
<td>0.097</td>
</tr>
<tr>
<td>1.00</td>
<td>$\beta_X$</td>
<td>8.5E-04</td>
<td>0.081</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-3.0E-03</td>
<td>0.410</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-3.6E-03</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
Table B.6: Simulation results for 75% missing time-independent covariate with a continuous auxiliary variable

| $\rho$ | Complete Case | | | | | Proposed | | | | | Oracle | | |
|-------|---------------|---|---|---|---|---|---|---|---|---|---|---|
|       | $\beta_X$     | Bias  | SD   | $SE$  | RE  | Cov | Bias  | SD   | $SE$  | RE  | Cov | Bias  | SD   | $SE$  | Cov |
|       | $\beta_0$     |       |      |       |     |     |       |      |       |     |     |       |      |       |     |
|       | $\beta_{Time}$|       |      |       |     |     |       |      |       |     |     |       |      |       |     |
| 0.01  | -1.9E-03      | 0.139 | 0.135| 2.01  | 0.951|      | 4.1E-03 | 0.131 | 0.127 | 1.89 | 0.937| -3.6E-03 | 0.069 | 0.067 | 0.948 |
| 0.25  | -1.7E-03      | 0.140 | 0.135| 2.01  | 0.950|      | 1.4E-03 | 0.130 | 0.127 | 1.89 | 0.939| -1.5E-03 | 0.067 | 0.067 | 0.950 |
| 0.50  | -2.9E-03      | 0.169 | 0.167| 2.00  | 0.945|      | 9.1E-04 | 0.109 | 0.107 | 1.27 | 0.947| -2.5E-03 | 0.085 | 0.084 | 0.938 |
| 0.75  | -3.7E-03      | 0.140 | 0.135| 2.01  | 0.933|      | 2.8E-02 | 0.127 | 0.122 | 1.83 | 0.928| -1.1E-03 | 0.067 | 0.067 | 0.950 |
| 1.00  | -4.1E-03      | 0.170 | 0.167| 2.00  | 0.945|      | 4.2E-03 | 0.106 | 0.107 | 1.28 | 0.952| -4.2E-03 | 0.086 | 0.084 | 0.941 |

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator. 
$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $SE$ = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
B.2.2. Time-varying Missing Covariate with a Continuous Auxiliary Variable

When $X$ is time-varying but $A$ is time-independent, we generate $X$ in two steps. First, we generate $\bar{X}_i$ and $A_i$, where $\bar{X}_i$ is the mean for $X_i$, from a multivariate normal distribution where \( \begin{pmatrix} \bar{X}_i \\ A_i \end{pmatrix} \sim N \left( \begin{pmatrix} \mu_X \\ \mu_A \end{pmatrix}, \begin{pmatrix} \sigma_X^2 & \rho \sigma_X \sigma_A \\ \rho \sigma_X \sigma_A & \sigma_A^2 \end{pmatrix} \right) \). Second, we generate $n_i$ observations of $X_i$ from $N \left( \bar{X}_i, \left( \frac{\sigma_X}{2} \right)^2 \right)$. Since $X$ is time-varying but $A$ is not, the correlation between $X$ and $A$ will never be exactly 1.0. Therefore, we only consider correlations of $\rho = 0.01$, 0.25, 0.50, and 0.75. Again we set the total sample size to be $N=400$ with one-third of subjects being lost to follow-up at year two. We also let the percent of subjects with missing $X$ be 25%, 50%, and 75%.

Table 3.2, Table B.7, and Table B.8 shows the results for 50%, 25%, and 75% of subjects with missing data, respectively. Again, the proposed method is unbiased and has good coverage for low to moderate missingness, but is slightly biased when the missingness and correlation are 75%. As in the previous section, the small bias results in a slightly lower coverage probability of approximately 92%. Still, the proposed method is at least as efficient, if not more, than the complete case analysis for all scenarios.
Table B.7: Simulation results for 25% missing time-varying covariate with a continuous auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Complete Case</th>
<th>Proposed</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_X$</td>
<td>$\beta_0$</td>
<td>$\beta_{Time}$</td>
</tr>
<tr>
<td>0.01</td>
<td>5.7E-04</td>
<td>-4.5E-03</td>
<td>-2.8E-03</td>
</tr>
<tr>
<td></td>
<td>0.062</td>
<td>0.323</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.308</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.937</td>
<td>0.941</td>
<td>0.940</td>
</tr>
<tr>
<td>0.25</td>
<td>2.5E-04</td>
<td>5.4E-05</td>
<td>1.6E-03</td>
</tr>
<tr>
<td></td>
<td>0.314</td>
<td>0.311</td>
<td>0.093</td>
</tr>
<tr>
<td></td>
<td>0.307</td>
<td>0.300</td>
<td>0.091</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.948</td>
<td>0.946</td>
<td>0.942</td>
</tr>
<tr>
<td>0.50</td>
<td>8.2E-03</td>
<td>7.3E-03</td>
<td>-6.2E-03</td>
</tr>
<tr>
<td></td>
<td>0.305</td>
<td>0.300</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>0.305</td>
<td>0.298</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>1.16</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.943</td>
<td>0.945</td>
<td>0.942</td>
</tr>
<tr>
<td>0.75</td>
<td>5.5E-03</td>
<td>1.8E-02</td>
<td>4.3E-03</td>
</tr>
<tr>
<td></td>
<td>0.299</td>
<td>0.295</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>0.298</td>
<td>0.292</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.948</td>
<td>0.939</td>
<td>0.952</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
Table B.8: Simulation results for 75% missing time-varying covariate with a continuous auxiliary variable

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\beta_X$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>$\beta_0$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>$\beta_{Time}$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$\beta_X$</td>
<td>2.8E-04</td>
<td>0.104</td>
<td>0.103</td>
<td>2.00</td>
<td>0.946</td>
<td>-3.0E-02</td>
<td>0.101</td>
<td>0.102</td>
<td>1.98</td>
<td>0.933</td>
<td>4.0E-04</td>
<td>0.053</td>
<td>0.052</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>2.6E-04</td>
<td>0.536</td>
<td>0.533</td>
<td>2.00</td>
<td>0.946</td>
<td>1.5E-01</td>
<td>0.530</td>
<td>0.531</td>
<td>1.99</td>
<td>0.944</td>
<td>-2.8E-03</td>
<td>0.277</td>
<td>0.267</td>
<td>0.935</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>4.5E-04</td>
<td>0.165</td>
<td>0.167</td>
<td>1.99</td>
<td>0.953</td>
<td>3.9E-03</td>
<td>0.135</td>
<td>0.125</td>
<td>1.49</td>
<td>0.934</td>
<td>-1.8E-03</td>
<td>0.086</td>
<td>0.084</td>
<td>0.937</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>$\beta_X$</td>
<td>-2.4E-03</td>
<td>0.104</td>
<td>0.103</td>
<td>2.00</td>
<td>0.945</td>
<td>-3.6E-02</td>
<td>0.101</td>
<td>0.102</td>
<td>1.97</td>
<td>0.930</td>
<td>-1.1E-03</td>
<td>0.052</td>
<td>0.051</td>
<td>0.953</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.4E-02</td>
<td>0.536</td>
<td>0.532</td>
<td>2.00</td>
<td>0.943</td>
<td>1.8E-01</td>
<td>0.536</td>
<td>0.529</td>
<td>1.99</td>
<td>0.927</td>
<td>6.3E-03</td>
<td>0.267</td>
<td>0.266</td>
<td>0.949</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-2.6E-03</td>
<td>0.172</td>
<td>0.167</td>
<td>2.00</td>
<td>0.945</td>
<td>2.4E-04</td>
<td>0.125</td>
<td>0.125</td>
<td>1.49</td>
<td>0.949</td>
<td>1.7E-03</td>
<td>0.086</td>
<td>0.084</td>
<td>0.943</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>$\beta_X$</td>
<td>8.1E-04</td>
<td>0.104</td>
<td>0.101</td>
<td>1.99</td>
<td>0.944</td>
<td>-4.1E-02</td>
<td>0.099</td>
<td>0.099</td>
<td>1.95</td>
<td>0.932</td>
<td>-1.2E-03</td>
<td>0.052</td>
<td>0.051</td>
<td>0.952</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-7.4E-03</td>
<td>0.539</td>
<td>0.526</td>
<td>1.99</td>
<td>0.950</td>
<td>2.0E-01</td>
<td>0.513</td>
<td>0.517</td>
<td>1.96</td>
<td>0.928</td>
<td>3.4E-03</td>
<td>0.265</td>
<td>0.264</td>
<td>0.952</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-8.3E-03</td>
<td>0.164</td>
<td>0.167</td>
<td>0.961</td>
<td>0.943</td>
<td>8.3E-03</td>
<td>0.121</td>
<td>0.125</td>
<td>1.49</td>
<td>0.943</td>
<td>-5.5E-03</td>
<td>0.082</td>
<td>0.084</td>
<td>0.947</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>$\beta_X$</td>
<td>3.5E-03</td>
<td>0.097</td>
<td>0.100</td>
<td>2.00</td>
<td>0.955</td>
<td>-4.5E-02</td>
<td>0.093</td>
<td>0.095</td>
<td>1.91</td>
<td>0.922</td>
<td>1.2E-03</td>
<td>0.048</td>
<td>0.050</td>
<td>0.955</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-1.4E-02</td>
<td>0.506</td>
<td>0.516</td>
<td>2.00</td>
<td>0.952</td>
<td>2.3E-01</td>
<td>0.482</td>
<td>0.494</td>
<td>1.91</td>
<td>0.930</td>
<td>-8.6E-04</td>
<td>0.252</td>
<td>0.258</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.2E-02</td>
<td>0.170</td>
<td>0.167</td>
<td>1.99</td>
<td>0.938</td>
<td>-4.5E-03</td>
<td>0.123</td>
<td>0.124</td>
<td>1.48</td>
<td>0.942</td>
<td>1.5E-03</td>
<td>0.084</td>
<td>0.084</td>
<td>0.950</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho =$ correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE} =$ estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
B.2.3. Time-varying Missing Covariate with a Time-Varying Discrete Auxiliary Variable

For a time-varying discrete auxiliary variable we generate balanced and complete data with three observations for each of the N=2000 subjects. The larger sample size is necessary in these situations to have a sufficient number of validation subjects who contribute to each estimate of \( \hat{P}(Y_j | Z_j) \). For a validation subject to contribute to the estimate of \( \hat{P}(Y_j | Z_j) \), the time-varying auxiliary variable must be matched at each timepoint (i.e. \( I(A_i[t_j] = A_j, t_j \subseteq t_i) \)) instead of just once (i.e. \( I(A_i = A_j, t_j \subseteq t_i) \)).

To generate data for a time-varying missing covariate and a time-varying discrete auxiliary variable, we first generate \( N \times 3 \) observations from the multivariate normal distribution described above. To make \( A \) discrete, we define each observation as 0, 1, or 2 based on the tertiles of \( A \). The observed correlation between \( X \) and \( A \) is calculated using the Spearman correlation, which is smaller than the specified \( \rho \) and never \( 1 \). Therefore, in the simulations we set \( \rho = 0.01, 0.30, 0.57, \) and \( 0.95 \), to achieve the desired correlations of 0.01, 0.25, 0.5, and 0.75. Here we let the percent missing be 25%, 30%, and 50%.

The results for these simulations are shown in Table 3.3 and Tables B.9 and B.10. For 25% and 30% missing data, the proposed method is unbiased and more efficient than the complete case analysis for all correlations. When the percent missing is higher, such as 50%, and the correlation between \( X \) and \( A \) is low, the proposed method can be slightly biased and a little less efficient than the complete case analysis. However, when the correlation between the auxiliary and missing variable is high, the proposed method performs well. For a correlation 0.75 between \( X \) and \( A \) and 50% missing data, the proposed method is unbiased, more efficient than the complete case analysis, and has good coverage.
<table>
<thead>
<tr>
<th>$p$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>9.1E-04</td>
<td>-5.0E-03</td>
<td>-1.8E-03</td>
<td>3.3E-04</td>
<td>-1.9E-03</td>
<td>-8.4E-04</td>
<td>3.0E-04</td>
<td>-1.7E-03</td>
<td>-4.3E-04</td>
</tr>
<tr>
<td></td>
<td>0.019</td>
<td>0.103</td>
<td>0.039</td>
<td>0.019</td>
<td>0.104</td>
<td>0.039</td>
<td>0.020</td>
<td>0.107</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>0.946</td>
<td>0.946</td>
<td>0.958</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.951</td>
<td>0.944</td>
<td>0.953</td>
<td>0.946</td>
<td>0.940</td>
<td>0.958</td>
<td>0.939</td>
<td>0.940</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>3.7E-03</td>
<td>-1.9E-02</td>
<td>-1.2E-03</td>
<td>2.5E-03</td>
<td>-1.3E-02</td>
<td>1.7E-04</td>
<td>8.3E-04</td>
<td>-4.5E-03</td>
<td>-3.8E-04</td>
</tr>
<tr>
<td></td>
<td>0.019</td>
<td>0.100</td>
<td>0.037</td>
<td>0.019</td>
<td>0.102</td>
<td>0.036</td>
<td>0.019</td>
<td>0.101</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td>1.13</td>
<td>1.06</td>
<td>0.947</td>
<td>0.940</td>
<td>0.965</td>
<td>1.12</td>
<td>1.12</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>0.951</td>
<td>0.947</td>
<td>0.946</td>
<td>0.946</td>
<td>0.940</td>
<td>0.948</td>
<td>0.946</td>
<td>0.940</td>
<td>0.950</td>
</tr>
<tr>
<td>0.25</td>
<td>3.3E-04</td>
<td>-1.9E-03</td>
<td>-8.4E-04</td>
<td>3.0E-04</td>
<td>-1.7E-03</td>
<td>-4.3E-04</td>
<td>4.5E-04</td>
<td>-2.9E-03</td>
<td>-3.5E-04</td>
</tr>
<tr>
<td></td>
<td>0.019</td>
<td>0.104</td>
<td>0.039</td>
<td>0.020</td>
<td>0.107</td>
<td>0.039</td>
<td>0.020</td>
<td>0.106</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>0.946</td>
<td>0.940</td>
<td>0.959</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.951</td>
<td>0.940</td>
<td>0.958</td>
<td>0.939</td>
<td>0.940</td>
<td>0.951</td>
<td>0.939</td>
<td>0.940</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>3.7E-03</td>
<td>-1.9E-02</td>
<td>-1.2E-03</td>
<td>2.5E-03</td>
<td>-1.3E-02</td>
<td>1.7E-04</td>
<td>8.3E-04</td>
<td>-4.5E-03</td>
<td>-3.8E-04</td>
</tr>
<tr>
<td></td>
<td>0.019</td>
<td>0.100</td>
<td>0.037</td>
<td>0.019</td>
<td>0.102</td>
<td>0.036</td>
<td>0.019</td>
<td>0.101</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td>1.13</td>
<td>1.06</td>
<td>0.947</td>
<td>0.940</td>
<td>0.965</td>
<td>1.12</td>
<td>1.12</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>0.951</td>
<td>0.947</td>
<td>0.946</td>
<td>0.946</td>
<td>0.940</td>
<td>0.948</td>
<td>0.946</td>
<td>0.940</td>
<td>0.950</td>
</tr>
<tr>
<td>0.50</td>
<td>3.0E-04</td>
<td>-1.7E-03</td>
<td>-4.3E-04</td>
<td>4.5E-04</td>
<td>-2.9E-03</td>
<td>-3.5E-04</td>
<td>9.0E-05</td>
<td>-9.0E-05</td>
<td>-3.5E-04</td>
</tr>
<tr>
<td></td>
<td>0.020</td>
<td>0.107</td>
<td>0.039</td>
<td>0.020</td>
<td>0.106</td>
<td>0.039</td>
<td>0.039</td>
<td>0.106</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>0.940</td>
<td>0.946</td>
<td>0.958</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.939</td>
<td>0.940</td>
<td>0.959</td>
<td>0.940</td>
<td>0.946</td>
<td>0.951</td>
<td>1.11</td>
<td>1.11</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>0.947</td>
<td>0.940</td>
<td>0.958</td>
<td>0.947</td>
<td>0.955</td>
<td>0.951</td>
<td>1.11</td>
<td>1.11</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>0.951</td>
<td>0.955</td>
<td>0.951</td>
<td>0.951</td>
<td>0.955</td>
<td>0.951</td>
<td>0.951</td>
<td>0.955</td>
<td>0.951</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.
$p$=correlation between missing and auxiliary variable. SD= standard deviation. $\hat{SE}$=estimated standard error. RE = relative efficiency.
Cov = coverage of 95% confidence interval.
Table B.10: Simulation results for 50% missing time-varying covariate with a discrete, time-varying auxiliary variable

| \( \rho \) | \( \beta_X \) Bias | SD | \( \hat{SE} \) | RE | Cov | \( \beta_0 \) Bias | SD | \( \hat{SE} \) | RE | Cov | \( \beta_{Time} \) Bias | SD | \( \hat{SE} \) | RE | Cov |
| 0.01 | 1.1E-03 | 0.024 | 0.024 | 1.41 | 0.950 | -1.4E-02 | 0.024 | 0.024 | 1.43 | 0.902 | 9.7E-04 | 0.016 | 0.017 | 0.950 |
| \( \beta_0 \) | -5.5E-03 | 0.127 | 0.125 | 1.41 | 0.949 | 6.9E-02 | 0.125 | 0.125 | 1.41 | 0.904 | -6.0E-03 | 0.087 | 0.088 | 0.946 |
| \( \beta_{Time} \) | -2.8E-03 | 0.048 | 0.050 | 1.41 | 0.958 | -1.4E-03 | 0.042 | 0.042 | 1.18 | 0.955 | -1.1E-03 | 0.035 | 0.035 | 0.947 |
| 0.25 | \( \beta_X \) | -4.0E-04 | 0.024 | 0.024 | 1.41 | 0.951 | -1.5E-02 | 0.023 | 0.024 | 1.42 | 0.910 | 3.2E-04 | 0.016 | 0.017 | 0.950 |
| \( \beta_0 \) | 2.7E-03 | 0.127 | 0.125 | 1.41 | 0.946 | 7.5E-02 | 0.125 | 0.124 | 1.40 | 0.907 | -2.0E-03 | 0.087 | 0.089 | 0.946 |
| \( \beta_{Time} \) | -1.9E-03 | 0.047 | 0.050 | 1.41 | 0.965 | -4.9E-04 | 0.041 | 0.041 | 1.17 | 0.959 | 7.1E-06 | 0.034 | 0.035 | 0.956 |
| 0.50 | \( \beta_X \) | -2.0E-04 | 0.024 | 0.024 | 1.41 | 0.947 | -1.4E-02 | 0.023 | 0.023 | 1.38 | 0.914 | 5.9E-04 | 0.016 | 0.017 | 0.948 |
| \( \beta_0 \) | 1.8E-03 | 0.131 | 0.125 | 1.41 | 0.941 | 7.2E-02 | 0.122 | 0.121 | 1.37 | 0.914 | -3.5E-03 | 0.088 | 0.089 | 0.948 |
| \( \beta_{Time} \) | -8.3E-04 | 0.048 | 0.050 | 1.41 | 0.963 | -1.1E-03 | 0.039 | 0.041 | 1.15 | 0.956 | -5.7E-04 | 0.035 | 0.035 | 0.950 |
| 0.75 | \( \beta_X \) | 1.1E-04 | 0.024 | 0.024 | 1.41 | 0.948 | -9.6E-03 | 0.022 | 0.022 | 1.33 | 0.936 | 2.8E-04 | 0.016 | 0.017 | 0.956 |
| \( \beta_0 \) | -3.4E-04 | 0.129 | 0.125 | 1.41 | 0.943 | 4.8E-02 | 0.117 | 0.116 | 1.32 | 0.933 | -2.3E-03 | 0.088 | 0.089 | 0.958 |
| \( \beta_{Time} \) | 5.8E-05 | 0.048 | 0.050 | 1.41 | 0.964 | -1.1E-03 | 0.038 | 0.039 | 1.10 | 0.947 | -3.0E-04 | 0.035 | 0.035 | 0.951 |

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

\( \rho \) = correlation between missing and auxiliary variable. SD = standard deviation. \( \hat{SE} \) = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
B.2.4. Time-independent missing covariate with a discrete auxiliary variable

To generate the time-independent missing covariate and discrete auxiliary variable we generate data similar to that described above for a time-varying discrete auxiliary variable. Since both \( X \) and \( A \) are time-independent, we draw \( N = 400 \) observations from the specified multivariate normal distribution and descritize \( A \) based on its tertiles. Again, the observed correlation will be less than the specified \( \rho \). Therefore, we set \( \rho = 0.01, 0.3, 0.57, \) and \( 0.83 \), to achieve correlations of approximately \( 0.01, 0.25, 0.5, \) and \( 0.75 \). We set the percent of subjects with missing data to be 25%, 50%, and 75%.

The results for these simulations are summarized in Tables B.11, B.12, and B.13. For low to moderate missingness, the proposed method is unbiased, has good coverage, and shows large efficiency gains over the complete case analysis. Even when the correlation and amount of missingness is low, the proposed method is substantially more efficient. The RE is 1.09 for the proposed method compared to 1.15 for the complete case analysis when there is 25% missing data and a correlation of approximately 0.01. When there is 75% missing data, the proposed method does not perform as well. The estimates are slightly more biased and the \( \hat{SE} \) under estimates the SD a little. Nevertheless, the proposed estimator is still more efficient based on the observe SD and the 95% coverage probability is still okay (~93%).
Table B.11: Simulation results for 25% missing time-independent covariate with a discrete auxiliary variable

| ρ   |          | Complete Case | |          | Proposed | |          | Oracle |
|-----|----------|---------------|----------|----------|----------|----------|----------|
|     |          | Bias | SD | $\hat{SE}$ | RE | Cov | Bias | SD | $\hat{SE}$ | RE | Cov | Bias | SD | $\hat{SE}$ | RE | Cov |
| 0.01| $\beta_X$ | 3.4E-04 | 0.078 | 0.077 | 1.15 | 0.950 | 1.2E-03 | 0.073 | 0.073 | 1.09 | 0.946 | 7.5E-04 | 0.067 | 0.067 | 0.950 |
|     | $\beta_0$ | -1.5E-03 | 0.400 | 0.394 | 1.15 | 0.946 | 1.7E-03 | 0.369 | 0.374 | 1.09 | 0.947 | -5.0E-03 | 0.342 | 0.342 | 0.951 |
|     | $\beta_{Time}$ | -2.0E-03 | 0.099 | 0.097 | 1.15 | 0.946 | 5.2E-04 | 0.087 | 0.084 | 1.00 | 0.944 | -2.4E-03 | 0.087 | 0.084 | 0.945 |
| 0.25| $\beta_X$ | 1.4E-03 | 0.080 | 0.078 | 1.15 | 0.939 | 2.3E-03 | 0.076 | 0.073 | 1.09 | 0.940 | 6.7E-04 | 0.067 | 0.067 | 0.944 |
|     | $\beta_0$ | -1.0E-02 | 0.409 | 0.396 | 1.15 | 0.940 | -2.0E-02 | 0.388 | 0.375 | 1.09 | 0.939 | -4.7E-03 | 0.345 | 0.343 | 0.944 |
|     | $\beta_{Time}$ | -9.1E-04 | 0.099 | 0.097 | 1.15 | 0.951 | -5.7E-03 | 0.087 | 0.084 | 1.00 | 0.940 | -4.1E-03 | 0.087 | 0.084 | 0.939 |
| 0.50| $\beta_X$ | -2.2E-04 | 0.080 | 0.078 | 1.15 | 0.946 | 1.7E-03 | 0.076 | 0.074 | 1.09 | 0.951 | -5.3E-04 | 0.068 | 0.067 | 0.953 |
|     | $\beta_0$ | -8.2E-04 | 0.407 | 0.398 | 1.16 | 0.944 | -1.6E-02 | 0.390 | 0.376 | 1.09 | 0.946 | 1.6E-03 | 0.346 | 0.344 | 0.953 |
|     | $\beta_{Time}$ | -4.1E-03 | 0.100 | 0.097 | 1.15 | 0.949 | -5.6E-03 | 0.089 | 0.084 | 1.00 | 0.935 | -4.7E-03 | 0.089 | 0.084 | 0.938 |
| 0.75| $\beta_X$ | 3.1E-03 | 0.081 | 0.078 | 1.16 | 0.941 | -4.2E-03 | 0.076 | 0.074 | 1.09 | 0.940 | 9.9E-04 | 0.067 | 0.068 | 0.947 |
|     | $\beta_0$ | -1.7E-02 | 0.411 | 0.399 | 1.16 | 0.943 | -2.4E-02 | 0.389 | 0.376 | 1.09 | 0.942 | -6.8E-03 | 0.344 | 0.345 | 0.948 |
|     | $\beta_{Time}$ | 3.0E-04 | 0.098 | 0.097 | 1.15 | 0.947 | -5.8E-04 | 0.087 | 0.084 | 1.00 | 0.940 | -3.9E-04 | 0.087 | 0.084 | 0.943 |

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_X$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>$\beta_0$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>$\beta_{Time}$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>2.8E-03</td>
<td>0.098</td>
<td>0.095</td>
<td>1.42</td>
<td>0.939</td>
<td>5.2E-03</td>
<td>0.090</td>
<td>0.086</td>
<td>1.28</td>
<td>0.942</td>
<td>6.7E-04</td>
<td>0.067</td>
<td>0.067</td>
<td>0.953</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-3.4E-03</td>
<td>0.488</td>
<td>0.484</td>
<td>1.41</td>
<td>0.948</td>
<td>1.5E-02</td>
<td>0.434</td>
<td>0.438</td>
<td>1.28</td>
<td>0.952</td>
<td>-5.0E-03</td>
<td>0.342</td>
<td>0.342</td>
<td>0.951</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1.9E-03</td>
<td>0.119</td>
<td>0.119</td>
<td>1.41</td>
<td>0.950</td>
<td>5.2E-04</td>
<td>0.087</td>
<td>0.084</td>
<td>1.00</td>
<td>0.948</td>
<td>-2.4E-03</td>
<td>0.087</td>
<td>0.084</td>
<td>0.945</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>2.0E-02</td>
<td>0.502</td>
<td>0.486</td>
<td>1.42</td>
<td>0.934</td>
<td>-2.6E-02</td>
<td>0.461</td>
<td>0.439</td>
<td>1.28</td>
<td>0.942</td>
<td>-4.7E-03</td>
<td>0.345</td>
<td>0.343</td>
<td>0.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-3.4E-03</td>
<td>0.120</td>
<td>0.119</td>
<td>1.41</td>
<td>0.954</td>
<td>-5.3E-03</td>
<td>0.088</td>
<td>0.084</td>
<td>1.00</td>
<td>0.942</td>
<td>-4.1E-03</td>
<td>0.087</td>
<td>0.084</td>
<td>0.939</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>9.2E-04</td>
<td>0.098</td>
<td>0.096</td>
<td>1.42</td>
<td>0.940</td>
<td>2.7E-03</td>
<td>0.090</td>
<td>0.086</td>
<td>1.27</td>
<td>0.939</td>
<td>-5.3E-04</td>
<td>0.068</td>
<td>0.067</td>
<td>0.953</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1.1E-02</td>
<td>0.503</td>
<td>0.488</td>
<td>1.42</td>
<td>0.943</td>
<td>-2.9E-02</td>
<td>0.461</td>
<td>0.438</td>
<td>1.27</td>
<td>0.939</td>
<td>1.6E-03</td>
<td>0.346</td>
<td>0.344</td>
<td>0.953</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-5.1E-03</td>
<td>0.121</td>
<td>0.118</td>
<td>1.41</td>
<td>0.945</td>
<td>-7.0E-03</td>
<td>0.089</td>
<td>0.084</td>
<td>1.00</td>
<td>0.937</td>
<td>-4.7E-03</td>
<td>0.089</td>
<td>0.084</td>
<td>0.938</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>1.2E-03</td>
<td>0.101</td>
<td>0.096</td>
<td>1.42</td>
<td>0.933</td>
<td>1.5E-03</td>
<td>0.088</td>
<td>0.085</td>
<td>1.26</td>
<td>0.942</td>
<td>9.9E-04</td>
<td>0.067</td>
<td>0.068</td>
<td>0.947</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1.0E-02</td>
<td>0.513</td>
<td>0.489</td>
<td>1.42</td>
<td>0.932</td>
<td>-1.6E-02</td>
<td>0.453</td>
<td>0.435</td>
<td>1.26</td>
<td>0.938</td>
<td>-6.8E-03</td>
<td>0.344</td>
<td>0.345</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-5.6E-04</td>
<td>0.118</td>
<td>0.119</td>
<td>1.42</td>
<td>0.951</td>
<td>-1.2E-03</td>
<td>0.087</td>
<td>0.084</td>
<td>1.00</td>
<td>0.944</td>
<td>-3.9E-04</td>
<td>0.087</td>
<td>0.084</td>
<td>0.943</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.12: Simulation results for 50% missing time-independent covariate with a discrete auxiliary variable

- Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.
- $\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.
- Cov = coverage of 95% confidence interval.
| $p$  | Complete Case | | | | | | | | | | Proposed | | | | | | Oracle | | | |
|------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
|      | $\beta_X$    | Bias          | SD            | $\hat{SE}$    | RE            | Cov           | Bias          | SD            | $\hat{SE}$    | RE            | Cov           | Bias          | SD            | $\hat{SE}$    | RE            | Cov           | Bias          | SD            | $\hat{SE}$    | RE            | Cov           | Bias          | SD            | $\hat{SE}$    | RE            | Cov           |
| 0.01 | $\beta_X$    | 2.5E-03       | 0.139         | 0.135         | 2.02          | 0.948         | -3.4E-02      | 0.134         | 0.124         | 1.85          | 0.931         | 7.5E-04       | 0.067         | 0.067         | 0.950         |               |
|      | $\beta_0$    | -1.7E-02      | 0.711         | 0.691         | 2.02          | 0.950         | 1.6E-01       | 0.685         | 0.636         | 1.86          | 0.932         | -5.0E-03      | 0.342         | 0.342         | 0.951         |               |
|      | $\beta_{Time}$ | -3.7E-03      | 0.168         | 0.169         | 2.01          | 0.946         | -1.7E-04      | 0.087         | 0.084         | 1.00          | 0.947         | -2.4E-03      | 0.087         | 0.084         | 0.945         |               |
| 0.25 | $\beta_X$    | -1.3E-03      | 0.137         | 0.136         | 2.02          | 0.953         | -3.1E-02      | 0.130         | 0.125         | 1.85          | 0.933         | 6.7E-04       | 0.067         | 0.067         | 0.944         |               |
|      | $\beta_0$    | 8.6E-03       | 0.697         | 0.693         | 2.02          | 0.957         | 1.8E-01       | 0.662         | 0.638         | 1.86          | 0.932         | -4.7E-03      | 0.345         | 0.343         | 0.944         |               |
|      | $\beta_{Time}$ | -1.4E-02      | 0.167         | 0.168         | 2.01          | 0.944         | -6.2E-03      | 0.088         | 0.084         | 1.00          | 0.939         | -4.1E-03      | 0.087         | 0.084         | 0.939         |               |
| 0.50 | $\beta_X$    | -1.5E-03      | 0.138         | 0.136         | 2.01          | 0.942         | -3.2E-02      | 0.130         | 0.122         | 1.81          | 0.926         | -5.3E-04      | 0.068         | 0.067         | 0.953         |               |
|      | $\beta_0$    | 8.7E-03       | 0.703         | 0.692         | 2.01          | 0.946         | 1.9E-01       | 0.668         | 0.623         | 1.81          | 0.921         | 1.6E-03       | 0.346         | 0.344         | 0.953         |               |
|      | $\beta_{Time}$ | -6.5E-03      | 0.169         | 0.169         | 2.01          | 0.942         | -6.7E-03      | 0.089         | 0.084         | 1.00          | 0.937         | -4.7E-03      | 0.089         | 0.084         | 0.938         |               |
| 0.75 | $\beta_X$    | -5.6E-03      | 0.141         | 0.136         | 2.01          | 0.933         | -2.4E-02      | 0.124         | 0.118         | 1.75          | 0.932         | 9.9E-04       | 0.067         | 0.068         | 0.947         |               |
|      | $\beta_0$    | 2.4E-02       | 0.713         | 0.692         | 2.00          | 0.946         | 1.2E-01       | 0.628         | 0.603         | 1.75          | 0.936         | -6.8E-03      | 0.344         | 0.345         | 0.948         |               |
|      | $\beta_{Time}$ | -3.5E-03      | 0.168         | 0.168         | 2.01          | 0.945         | -2.4E-03      | 0.087         | 0.084         | 1.00          | 0.942         | -3.9E-04      | 0.087         | 0.084         | 0.943         |               |

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
B.2.5. Time-varying Missing Variable with a Discrete Auxiliary Variable

To generate the missing and auxiliary variables here we first generate data for N=400 subjects as described in Section B.2 for a time-varying missing covariate and a time-independent continuous auxiliary variable. Then we again convert $A$ to a discrete variable based on its tertiles. To achieve the desired observed correlation we set $\rho = 0.01, 0.3, 0.57,$ and $0.95$. We set the percent of subjects with missing data to be 25%, 50%, and 75%.

Tables B.14, B.15, B.16 summarize the results for these simulations. For low (Table B.14) to moderate (Table B.15) missing data, the results are similar to those in Tables B.11 and B.12 for a time-independent missing covariate and a discrete auxiliary variable. For 25% and 50% missing data, the proposed method is unbiased, efficient, and has good coverage. When the percent of missing data is high (Table B.16), the proposed method does not perform well. The method does not estimate the parameter or its variance well, resulting in poor coverage. Additionally, the proposed method is less efficient than the complete case estimator. These result, while more drastic, is consistent with the results for the simulations described above in which a high percent of missing data resulted in worse performance of the proposed estimator. This is likely due to a lack of sufficient information in the validation set to estimate $\hat{P}(Y_j | Z_j)$ well.
Table B.14: Simulation results for 25% missing time-varying covariate with a discrete auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
<th>$\beta_X$</th>
<th>$\beta_0$</th>
<th>$\beta_{Time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>-1.8E-03</td>
<td>7.8E-03</td>
<td>-1.6E-03</td>
<td>3.8E-04</td>
<td>-1.4E-03</td>
<td>-2.0E-03</td>
<td>1.0E-03</td>
<td>-6.2E-03</td>
<td>-3.7E-03</td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.311</td>
<td>0.099</td>
<td>0.063</td>
<td>0.324</td>
<td>0.097</td>
<td>0.059</td>
<td>0.303</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.308</td>
<td>0.097</td>
<td>0.060</td>
<td>0.306</td>
<td>0.097</td>
<td>0.059</td>
<td>0.306</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>1.15</td>
<td>1.16</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>0.940</td>
<td>0.950</td>
<td>0.942</td>
<td>0.932</td>
<td>0.941</td>
<td>0.947</td>
<td>0.946</td>
<td>0.951</td>
<td>0.939</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$=correlation between missing and auxiliary variable. SD= standard deviation. $\hat{SE}$=estimated standard error. RE = relative efficiency. Cov = coverage of 95% confidence interval.
Table B.15: Simulation results for 50% missing time-varying covariate with a discrete auxiliary variable

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\beta_X$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>Complete Case</th>
<th>$\beta_0$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>Proposed</th>
<th>$\beta_{Time}$</th>
<th>Bias</th>
<th>SD</th>
<th>$\hat{SE}$</th>
<th>RE</th>
<th>Cov</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td></td>
<td>-5.0E-03</td>
<td>0.075</td>
<td>0.073</td>
<td>1.41</td>
<td>0.937</td>
<td>-1.7E-02</td>
<td>0.069</td>
<td>0.068</td>
<td>1.31</td>
<td>0.933</td>
<td>-1.6E-03</td>
<td>0.052</td>
<td>0.052</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>2.2E-02</td>
<td>0.383</td>
<td>0.377</td>
<td>1.41</td>
<td>0.942</td>
<td>8.9E-02</td>
<td>0.357</td>
<td>0.351</td>
<td>1.31</td>
<td>0.931</td>
<td>6.7E-03</td>
<td>0.272</td>
<td>0.267</td>
<td>0.934</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>2.5E-04</td>
<td>0.125</td>
<td>0.119</td>
<td>1.42</td>
<td>0.936</td>
<td>-2.0E-03</td>
<td>0.091</td>
<td>0.092</td>
<td>1.09</td>
<td>0.957</td>
<td>-2.5E-03</td>
<td>0.082</td>
<td>0.084</td>
<td>0.959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td>-1.8E-03</td>
<td>0.077</td>
<td>0.073</td>
<td>1.41</td>
<td>0.943</td>
<td>-1.5E-02</td>
<td>0.072</td>
<td>0.067</td>
<td>1.31</td>
<td>0.928</td>
<td>7.8E-04</td>
<td>0.054</td>
<td>0.052</td>
<td>0.946</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.2E-02</td>
<td>0.393</td>
<td>0.376</td>
<td>1.41</td>
<td>0.938</td>
<td>7.8E-02</td>
<td>0.370</td>
<td>0.349</td>
<td>1.31</td>
<td>0.931</td>
<td>-2.5E-03</td>
<td>0.275</td>
<td>0.267</td>
<td>0.948</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-2.7E-03</td>
<td>0.121</td>
<td>0.118</td>
<td>1.41</td>
<td>0.941</td>
<td>-2.7E-03</td>
<td>0.091</td>
<td>0.092</td>
<td>1.09</td>
<td>0.950</td>
<td>-1.9E-03</td>
<td>0.082</td>
<td>0.084</td>
<td>0.956</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td>-7.2E-04</td>
<td>0.073</td>
<td>0.072</td>
<td>1.41</td>
<td>0.949</td>
<td>-1.6E-02</td>
<td>0.067</td>
<td>0.067</td>
<td>1.30</td>
<td>0.939</td>
<td>1.4E-04</td>
<td>0.052</td>
<td>0.051</td>
<td>0.945</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.8E-03</td>
<td>0.374</td>
<td>0.374</td>
<td>1.41</td>
<td>0.947</td>
<td>7.8E-02</td>
<td>0.344</td>
<td>0.345</td>
<td>1.30</td>
<td>0.944</td>
<td>-1.9E-03</td>
<td>0.265</td>
<td>0.265</td>
<td>0.949</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.2E-03</td>
<td>0.120</td>
<td>0.119</td>
<td>1.42</td>
<td>0.942</td>
<td>-1.2E-03</td>
<td>0.093</td>
<td>0.092</td>
<td>1.09</td>
<td>0.940</td>
<td>-2.3E-03</td>
<td>0.085</td>
<td>0.084</td>
<td>0.940</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td></td>
<td>-3.5E-03</td>
<td>0.077</td>
<td>0.073</td>
<td>1.42</td>
<td>0.936</td>
<td>-1.6E-02</td>
<td>0.069</td>
<td>0.066</td>
<td>1.27</td>
<td>0.928</td>
<td>-2.4E-03</td>
<td>0.052</td>
<td>0.052</td>
<td>0.951</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>1.7E-02</td>
<td>0.400</td>
<td>0.378</td>
<td>1.42</td>
<td>0.939</td>
<td>8.2E-02</td>
<td>0.356</td>
<td>0.340</td>
<td>1.27</td>
<td>0.930</td>
<td>1.3E-02</td>
<td>0.266</td>
<td>0.267</td>
<td>0.954</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.5E-03</td>
<td>0.119</td>
<td>0.119</td>
<td>1.42</td>
<td>0.951</td>
<td>-4.0E-03</td>
<td>0.091</td>
<td>0.091</td>
<td>1.09</td>
<td>0.951</td>
<td>-2.9E-03</td>
<td>0.083</td>
<td>0.084</td>
<td>0.952</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
Table B.16: Simulation results for 75% missing time-varying covariate with a discrete auxiliary variable

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Complete Case</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Proposed</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Oracle</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_X$</td>
<td>Bias</td>
<td>SD</td>
<td>$\hat{SE}$</td>
<td>RE</td>
<td>Cov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>-1.6E-03</td>
<td>0.110</td>
<td>0.103</td>
<td>2.00</td>
<td>0.933</td>
<td>-1.6E-01</td>
<td>0.113</td>
<td>0.099</td>
<td>1.92</td>
<td>0.638</td>
<td>-1.6E-03</td>
<td>0.052</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>5.2E-03</td>
<td>0.568</td>
<td>0.535</td>
<td>2.00</td>
<td>0.936</td>
<td>7.7E-01</td>
<td>0.592</td>
<td>0.516</td>
<td>1.93</td>
<td>0.672</td>
<td>6.7E-03</td>
<td>0.272</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-5.5E-03</td>
<td>0.169</td>
<td>0.168</td>
<td>2.00</td>
<td>0.951</td>
<td>-5.9E-04</td>
<td>0.107</td>
<td>0.103</td>
<td>1.23</td>
<td>0.951</td>
<td>-2.5E-03</td>
<td>0.082</td>
</tr>
<tr>
<td>0.25</td>
<td>$\beta_X$</td>
<td>2.8E-03</td>
<td>0.103</td>
<td>0.104</td>
<td>2.01</td>
<td>0.948</td>
<td>-1.4E-01</td>
<td>0.109</td>
<td>0.098</td>
<td>1.91</td>
<td>0.673</td>
<td>7.8E-04</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-1.0E-02</td>
<td>0.529</td>
<td>0.536</td>
<td>2.01</td>
<td>0.956</td>
<td>7.2E-01</td>
<td>0.565</td>
<td>0.513</td>
<td>1.92</td>
<td>0.685</td>
<td>-2.5E-03</td>
<td>0.275</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-1.5E-03</td>
<td>0.165</td>
<td>0.168</td>
<td>2.01</td>
<td>0.946</td>
<td>-5.3E-04</td>
<td>0.105</td>
<td>0.103</td>
<td>1.23</td>
<td>0.948</td>
<td>-1.9E-03</td>
<td>0.082</td>
</tr>
<tr>
<td>0.50</td>
<td>$\beta_X$</td>
<td>-2.2E-03</td>
<td>0.103</td>
<td>0.102</td>
<td>2.00</td>
<td>0.942</td>
<td>-1.3E-01</td>
<td>0.110</td>
<td>0.096</td>
<td>1.87</td>
<td>0.699</td>
<td>1.4E-04</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>9.9E-03</td>
<td>0.531</td>
<td>0.531</td>
<td>2.00</td>
<td>0.952</td>
<td>6.3E-01</td>
<td>0.571</td>
<td>0.499</td>
<td>1.88</td>
<td>0.719</td>
<td>-1.9E-03</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>2.0E-03</td>
<td>0.168</td>
<td>0.168</td>
<td>2.01</td>
<td>0.945</td>
<td>-4.0E-03</td>
<td>0.108</td>
<td>0.103</td>
<td>1.23</td>
<td>0.937</td>
<td>-2.3E-03</td>
<td>0.085</td>
</tr>
<tr>
<td>0.75</td>
<td>$\beta_X$</td>
<td>-9.6E-04</td>
<td>0.104</td>
<td>0.104</td>
<td>2.01</td>
<td>0.957</td>
<td>-7.6E-02</td>
<td>0.102</td>
<td>0.092</td>
<td>1.78</td>
<td>0.839</td>
<td>-2.4E-03</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>6.1E-03</td>
<td>0.534</td>
<td>0.536</td>
<td>2.01</td>
<td>0.954</td>
<td>3.7E-01</td>
<td>0.531</td>
<td>0.474</td>
<td>1.77</td>
<td>0.840</td>
<td>1.3E-02</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>$\beta_{Time}$</td>
<td>-7.0E-03</td>
<td>0.169</td>
<td>0.168</td>
<td>2.01</td>
<td>0.947</td>
<td>-4.8E-03</td>
<td>0.108</td>
<td>0.103</td>
<td>1.23</td>
<td>0.936</td>
<td>-2.9E-03</td>
<td>0.083</td>
</tr>
</tbody>
</table>

Complete case = complete case estimator. Proposed = proposed estimator. Oracle = oracle estimator.

$\rho$ = correlation between missing and auxiliary variable. SD = standard deviation. $\hat{SE}$ = estimated standard error. RE = relative efficiency.

Cov = coverage of 95% confidence interval.
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