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ABSTRACT

MODELING NONADIABATIC DYNAMICS AT MOLECULE-METAL INTERFACES

Wenjie Dou

Joseph E. Subotnik

The coupled electronic-nuclear dynamics at molecule-metal interfaces are fundamental processes that underlie many distinct areas of science: from electrochemistry, chemisorption, heterogeneous catalysis, quantum dots, all the way to molecular conduction. Simulating these coupled dynamics at molecule-metal interfaces is very challenging, due to the breakdown of the Born-Oppenheimer approximation and the inclusion of a manifold of electrons from the metal. Two methods are presented to investigate these nonadiabatic dynamics: a) In the outer sphere regime (weak electronic coupling between molecule and metal), a surface hopping approach is developed to treat nuclear motion classically with electronic motion captured by hopping between different potential energy surfaces; b) In the inner sphere regime (strong electronic coupling between molecule and metal), electronic dynamics are incorporated into a frictional force (i.e. electronic friction) together with a random force. In addition, a natural combination of these two methods called a broadened classical master equation (BCME) is developed. As benchmarked against numerical exact solutions, the BCME works well in both inner and outer sphere regimes. Finally, a universal form of electronic friction is derived. Such a formula unifies many different forms of electronic friction in the literature and allows the inclusion of electron-electron interactions, and can demonstrate interesting Kondo resonances at low temperature.
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FIGURE 1: NO gas molecule scattering event. When a NO molecule comes near to a Au or Ag metal surface, a free electron can be pulled out from the Fermi sea of the metal, such that NO becomes NO$^\text{−}$. Before NO$^\text{−}$ leaves the interaction region, an electron is pushed back to the metal, and NO$^\text{−}$ becomes NO again. Such an electron transfer mechanism results in a huge vibrational energy loss for the NO molecule during the scattering event. 7

FIGURE 2: Molecular junctions. When a single molecule is connected to two leads, with a voltage bias applied between the metals, there is an electronic current going through the molecule. The interplay between electron transfer and nuclear motion gives rise to a host of interesting phenomena, such as Frank-Condon blockades in current-voltage curves and heating of the molecule induced by electronic currents. 8

FIGURE 3: Surface hopping view of nonadiabatic dynamics at molecule-metal interfaces. Blue and red curves correspond to two PESs for the diatomic molecule (neutral and charged). By exchanging electrons with the metal surface, a diatomic molecule jumps back and forth between the two potential surfaces. 11
FIGURE 4: How to run SH: We assume that the oscillator (blue ball) has been moving along on the red potential energy surface. (a) At the start of each time step, we generate a random number ξ. If ξ > γ_{red→blue}(x)dt, (b), the oscillator will continue to move along the red potential energy surface for the next time interval dt. Otherwise, (c), the oscillator will jump and move along the blue surface for the next time interval dt.

FIGURE 5: Phonon relaxation: Γ = 0.003, kT = 0.03, ħω = 0.003, E_d = 0, µ = 0. 10000 trajectories are used.

FIGURE 6: Velocity distribution (a) and position distribution (b): Γ = 0.003, kT = 0.03, g = 0.01, ħω = 0.003, E_d = 0, µ = 0. Red dots represent averages over 10000 trajectories. The blue line is the analytic result from Eqn. 2.19 for (a) and from Eqn. 2.20 for (b).

FIGURE 7: Electronic population as a function of impurity energy level: kT = 0.01, ħω = 0.003. For NRG calculation, bandwidth D=1, and the basis is initialized with 30 boson states, the maximum number of eigenstates kept is N_s = 512, and the logarithmic discretizing parameter is Λ = 2.

FIGURE 8: Electronic population as a function of renormalized impurity energy level: kT = 0.2Γ, Γ = 1. The line represents SH results (Eqns. 2.43), and the dots represent NRG results. For the NRG calculation, we set D = 84Γ, where D is the bandwidth. The basis is initialized with 40 boson states, the maximum number of eigenstates kept is N_s = 1500, and the logarithmic discretizing parameter is Λ = 2.
FIGURE 9: I-V curves in the limit of small e-ph coupling. For the QME and SH, we take a small value for the e-ph coupling, $g = 0.02$. The other parameters are: $kT = 0.2$, $\hbar \omega = 5$, $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $\mu_L = V/2$, $\mu_R = -V/2$. The Landauer results are for $g = 0$ as in Eqn. [2.44].

FIGURE 10: I-V curves. The QME (as given by Eqns. 2.30-2.39 and broadened by Eqns. 2.42,2.45) is represented by lines. Real time path integral results are represented by dots. $kT = 0.2$, $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $\mu_L = V/2$, $\mu_R = -V/2$, $E_d = g^2/\hbar \omega$. This choice of parameters represents the quantum regime, as can be seen by the non-linear steps in the I-V curve that arise from nuclear quantization. Our classical SH simulations will not be accurate in this regime.

FIGURE 11: I-V curves. Observe the agreement between SH (dots) and QME (lines) in the classical, high temperature limit. At low $T$, these two approaches disagree (as the QME predicts I-V steps, which SH ignores). $g = 2$, $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $E_d = g^2/\hbar \omega$, $\mu_L = V/2$, $\mu_R = -V/2$.

FIGURE 12: I-V curves demonstrating the results from the different formalisms. The other parameters are: $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $\mu_L = V/2$, $\mu_R = -V/2$, $g = 2$.

FIGURE 13: Transient dynamics: the impurity electron population as a function of time. $\Gamma = 1$, $\hbar \omega = 0.3$, e-ph coupling $g = 0.75$, $E_d = 0$. Note that SH and nQME agree at high temperatures. The sQME does not show any oscillations in electronic population, whereas the nQME shows transient oscillations which are (empirically) close to the frequency $\omega$. At time zero, the phonon is prepared to be equilibrated thermally (assuming the impurity is unoccupied).
FIGURE 14: Transient dynamics: the impurity electron population as a function of time. $kT = 1$, $\hbar\omega = 0.3$, e-ph coupling $g = 0.75$, $\bar{E}_d = 0$. Note that SH and nQME agree in small $\Gamma$ limit. The sQME does not show any oscillations in electronic population, whereas the nQME shows transient oscillations which are (empirically) close to the frequency $\omega$. At time zero, the phonon is prepared to be equilibrated thermally (assuming the impurity is unoccupied). \cite{3}.

FIGURE 15: The equilibrium electron population as a function of the impurity energy level, when $\Gamma$ depends on nuclear coordinate, $\Gamma = \Gamma_0 e^{-Dx^2}$.

$\Gamma_0 = 0.01$, $kT = 0.01$, $\hbar\omega = 0.003$, e-ph coupling $g = 0.0025$. The Marcus rates appear to be good estimate for a broadening rate. NRG data can be considered nearly exact. \cite{4,5}.

FIGURE 16: The equilibrium electron population as a function of the impurity energy level, when $\Gamma$ depends on nuclear coordinate, $\Gamma = \Gamma_0 e^{-Dx^2}$.

$\Gamma_0 = 0.01$, $kT = 0.01$, $\hbar\omega = 0.003$, e-ph coupling $g = 0.0075$. The Marcus rates appear to be good estimate for a broadening rate. NRG data can be considered nearly exact. \cite{4,5}.

FIGURE 17: The equilibrium electron population as a function of (a) e-ph coupling $g$ and (b) temperature $kT$. The other parameters are $D = 0$.

$\Gamma_0 = 0.01$, $\hbar\omega = 0.003$, $E_d = -0.018$. Note that broadening by the Marcus rate gives the qualitatively correct behavior. NRG data can be considered nearly exact. \cite{4,5}.

FIGURE 18: I-V curves for different values of $D$ (see Eq. 3.46). Lines from SH, dots from the sQME. $g = 0.005$, $\hbar\omega = 0.003$, $kT = 0.01$, $\Gamma = 2\Gamma_0 = 0.01$, $\bar{E}_d = 0$. For large $D$, we observe negative differential resistance.
FIGURE 19: (a) I-V curves with and without an extra phonon bath, (b) the average kinetic energy (effective temperature) of the oscillator as a function of bias. $kT = 0.01$, $\Gamma_0 = 0.01$, $D = 0.5$, $\hbar\omega = 0.003$, $E_d = 0$, e-ph coupling $g = 0.0075$, the damping term $\gamma_p = 0.02$. For weak phonon damping, negative differential resistance goes hand in hand with a voltage-dependent heating. For strong phonon damping, however, the average kinetic energy is independent of voltage and we find no negative differential resistance.

FIGURE 20: Potential of mean force (PMF, Eq. 4.24) and electronic friction (Eq. 4.22) as a function of position for the AH model; $V_0$ (Eq. 4.6) and $V_1$ (Eqs. 4.7 and 4.25) are the two diabatic PES’s. $g = 0.02$, $\hbar\omega = 0.003$, $\Gamma = 0.01$, $E_d = 0$, $kT = 0.02$. In Ref. [6], $kT = 0.01$ by mistake, which should be $kT = 0.02$. Here, the electronic friction is plotted in units of $\frac{g^2\omega}{16kT}$.

FIGURE 21: Electronic population in the impurity from EF-LD (circles) and SH (lines): (a) long time dynamics, (b) short time dynamics. $g = 0.02$, $\hbar\omega = 0.003$, $\Gamma = 0.01$, $E_d = 0$. Note that EF-LD and SH agree only at long times; at short times, EF-LD is unreliable.

FIGURE 22: The effect of electronic friction on phonon relaxation. Here, we plot the average kinetic energy as a function of time. $kT = 0.05$, $\hbar\omega = 0.003$, $g = 0.02$, $E_d = 0$. We prepare the initial states satisfying a Boltzmann distribution with a temperature $5kT$. Note that EF-LD agrees with SH increasingly well as $\Gamma$ increases.

FIGURE 23: The effect of electronic friction on the momentum-momentum correlation function. $kT = 0.05$, $\hbar\omega = 0.003$, $g = 0.02$, $E_d = 0$. 100 trajectories have been used to calculate the momentum-momentum correlation function. Note that EF-LD agrees better with SH for large $\Gamma$. 
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FIGURE 24: The effect of electronic friction on the momentum-momentum correlation function. $kT = 0.05$, $\Gamma = 0.01$, $\hbar \omega = 0.003$, $E_d = 0$. 100 trajectories have been used to calculate the momentum-momentum correlation function. Note that EF-LD agrees better with SH when $g$ is smaller. .......................................................... 74

FIGURE 25: (a): Electron transfer rate as a function of $\Gamma$; (b): A zoomed in picture of (a) in the range $\Gamma \in [0, 0.01]$. $g = 0.02$, $\hbar \omega = 0.003$, $E_d = 0$, $kT = 0.01$. The electronic friction varies as $1/\Gamma$, so that over damped dynamics occur as $\Gamma \to 0$. ............................................. 75

FIGURE 26: Electronic population in the impurity as a function of time with different phonon frictions. $g = 0.02$, $\hbar \omega = 0.003$, $\Gamma = 0.01$, $E_d = 0$, $kT = 0.01$. .......................................................... 76

FIGURE 27: ET forward rates as function of phonon friction $\gamma$ from SH and EF-LD. $g = 0.02$, $\hbar \omega = 0.003$, $E_d = 0$, $kT = 0.01$. Note the agreement between EF-LD and SH. For large $\gamma$, we fit the ET rates as $A/\gamma$ (where $A$ is a fitting parameter), which indicates that ET decays as $1/\gamma$ for large friction. ............................................. 77

FIGURE 28: The energy regimes for different theoretical approaches. All methods treat the nuclei classically, hence $kT > \hbar \omega$. Depending on how strong the electron-metal coupling ($\Gamma$) is, different methods will be applicable. A broadened CME (BCME) will have the largest range of applicability, connecting the domains of the standard CME and broadened FP (BFP) equation. ............................................. 86
FIGURE 29: Potential surfaces (diabatic and adiabatic, with and without broadening) for the AH model. $\hbar \omega = 0.003$, $g = 0.015$, $\Gamma = 0.03$.

$kT = 0.01$, $E_d = 0$ ($E_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We also plot minus the log of equilibrium total density,

$-kT \ln(A(x)) = \int dp \left( P_0(x,p) + P_1(x,p) \right)$ from surface hopping simulation (black dots); the latter quantity agrees with the broadened potential of mean force $V_{\text{adia}}^0$ very well. Diabat 1 corresponds to the molecular level being occupied. Diabat 0 corresponds to the molecular level being unoccupied.

FIGURE 30: Electronic population as a function of (a) shorter time (b) longer time: $\Gamma = 0.02$, $\omega = 0.003$, $g = 0.0075$, $kT = 0.01$, $E_d = 0.01$ ($E_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We set $\hbar = 1$. We prepare the initial temperature as $T_i = 5T$ for symmetry with Fig. 31. For notation, FP=Fokker-Planck (unbroadened), BFP=broadened Fokker-Planck, CME=classical master equation (unbroadened), BCME=broadened classical master equation. See Fig. 28. Note that the BCME results agree with CME at short time and BFP at long time; as one would hope.

FIGURE 31: Average kinetic energy as a function of real time: $\omega = 0.003$, $g = 0.0075$, $kT = 0.01$, $E_d = 0.01$ ($E_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We set $\hbar = 1$. We prepare the initial temperature as $T_i = 5T$. Note that the BCME agrees with the CME for small $\Gamma$. Same notation as in Fig. 28.
FIGURE 32: Average position of the oscillator as a function of time. \( \omega = 0.003, \)

\[ g = 0.015, kT = 0.01, E_d = 0 \text{ (} E_d \equiv E_d - g^2 / h \omega \text{ is the renormalized energy level). We have set } h = 1. \text{ We prepare the initial temper-} \]

\[ T_i = T, \] \( x_1 \) corresponds to the position that minimizes the energy of the occupied diabat, \( x_1 = -\sqrt{2g / h \omega}. \) The nuclei are initialized either to be in quasi-equilibrium with the electron (Eqs. 5.25-5.26) or to be photoexcited and out of equilibrium with the electron (Eq. 5.35-5.36). Note that the BCME correctly agrees with the CME for small \( \Gamma (\Gamma \ll kT) \) and with the BFP for large \( \Gamma (\Gamma \gg h \omega). \) Same notation as in Fig. 28.

FIGURE 33: I-V curves in the classical limit: \( k_B T = 0.01, h \omega = 0.003. \) The bQME and bCME agree with HQME almost exactly, whereas the QME and CME fail in the limit of large \( \Gamma. \) Other parameters:

\[ g = 0.0075, \dot{E}_d = 0, \mu_L = -\mu_R = \Phi/2, \Gamma_L = \Gamma_R = \Gamma/2. \]

FIGURE 34: Phonon excitation-voltage curves in the classical limit: \( k_B T = 0.01, h \omega = 0.003. \) bQME and bCME agree with HQME almost exactly, whereas QME and CME fail in the limit of large \( \Gamma. \) Other parameters:

\[ g = 0.0075, \dot{E}_d = 0, \mu_L = -\mu_R = \Phi/2, \Gamma_L = \Gamma_R = \Gamma/2. \]

FIGURE 35: Quantum regime: \( k_B T = 0.005, h \omega = 0.02. \) In this limit, a classical treatment fails. Overall the bQME performs well. Other parameters:

\[ g = 0.03, \dot{E}_d = 0, \mu_L = -\mu_R = \Phi/2, \Gamma_L = \Gamma_R = \Gamma/2. \]
FIGURE 36: Low temperature: $\Gamma = 0.01$, $k_BT = 0.004$. Data from the QME (dashed lines) and bQME (solid lines) is benchmarked against HQME (squares, diamonds, triangles). The QME data shows very sharp step-like features. By contrast, the bQME data shows step-like features that are much less sharp. The current from the bQME data is in closer overall agreement with the HQME, but neither the bQME or the QME is quantitatively accurate here. $E_d = 0$, $\mu_L = -\mu_R = \Phi/2$, $\Gamma_L = \Gamma_R = \Gamma/2$.

FIGURE 37: Diabatic electronic population on the donor ($\langle \hat{d}_D^+ \hat{d}_D \rangle$) and the kinetic energy ($E_k$) as a function of time. The QME results can be considered nearly exact (see Appendix 7.6.4). All the SH algorithms (SH, sec-SH, A-SH) agree well with the QME. In the adiabatic limit (large $W$ and $\Gamma$), EF-LD works for long-time dynamics. $kT = 0.01$, $\hbar\omega = 0.003$, $g = 0.0075$, $\epsilon_D = 2E_r$, $E_r = g^2/\hbar\omega$.

FIGURE 38: Diabatic electronic population on the donor ($\langle \hat{d}_D^+ \hat{d}_D \rangle$) and the kinetic energy ($E_k$) as a function of time. SH fails to recover the correct equilibrium. Sec-SH does recover the correct equilibrium but fails for early dynamics. Overall, A-SH performs the best among different SH methods. $kT = 0.01$, $\hbar\omega = 0.003$, $g = 0.0075$, $\epsilon_D = 2E_r$, $E_r = g^2/\hbar\omega$. 
FIGURE 39: (a) Electronic friction as function of position $x$ according to both NRG and MFT\cite{7,8} calculations at temperature $T=0.005$. Note that MFT fails to recover two peaks in the friction. (b) Electronic friction according to NRG at low temperature; note that the two peaks in friction become four peaks in friction at low temperature.

(c) The Kondo temperature $T_K(x)$ as a function of position and the physical temperature $T(x)$ for which find a peak in friction at position $x$. Note that these two temperatures are in rough agreement, as predicted by Langreth\cite{9}. (d) The height of the Kondo peak $\gamma_K$ as a function of temperature; note that these peaks decrease exponentially and vanish at zero Kelvin, in disagreement with Ref.\cite{9}.

Other parameters $U = 0.1$, $\Gamma = 0.01$, $E_d = -0.05$, $g = 0.0075$.

bandwidth $D = 1$. We have set $k_B = \hbar = 1$. . . . . . . . . . . . . 161

FIGURE 40: Electronic friction as a function of $x$ for a single level coupled linearly to a harmonic oscillator. For the nonequilibrium case ($eV \neq 0$), when the Condon approximation holds ($z = 0$), the electronic friction exhibits two peaks corresponding to the resonance of the dot level with each of the two different Fermi levels for the leads: $\epsilon_b(x) = \mu_L$ and $\epsilon_b(x) = \mu_R$. With non-Condon effects ($z = 1$), the electronic friction exhibits a dip at the position $x = 0$, where $V_{k\alpha}(x)$ is maximum. Thus, when we go out of equilibrium and break the Condon approximation, we effectively find three peaks. $kT = 0.01$, $\lambda = 0.01$, $\Gamma_0^L = \Gamma_0^R = 0.01$, $\hbar \omega = 0.003$.
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CHAPTER 1: Introduction

1.1. The Born-Oppenheimer approximation

To model molecule-metal interfaces, we consider all electrons and nuclei in the molecule as well as the metal surface, where the total Hamiltonian $\hat{H}_{\text{tot}}$ can be split into the nuclear kinetic energy operator plus the electronic Hamiltonian $\hat{H}$:

$$\hat{H}_{\text{tot}} = -\sum_{\alpha} \frac{\hbar^2}{2m_\alpha} \frac{\partial^2}{\partial R_\alpha^2} + \hat{H}$$

(1.1)

Here, we use $\alpha$ to denote nuclear degrees of freedom, with $\mathbf{R} = \{R_\alpha\}$ being the nuclear configuration. The electronic Hamiltonian $\hat{H}$ consists of the electronic kinetic energy operator $\hat{T}_e$, the electron-electron interaction operator $\hat{V}_{ee}$, the electron-nuclei interaction operator $\hat{V}_{en}$, and the nuclei-nuclei interaction operator $\hat{V}_{nn}$:

$$\hat{H} = \hat{T}_e(\mathbf{r}) + \hat{V}_{ee}(\mathbf{r}) + \hat{V}_{en}(\mathbf{R}, \mathbf{r}) + \hat{V}_{nn}(\mathbf{R})$$

(1.2)

From ab initio point of view, all the interaction terms ($\hat{V}_{ee}$, $\hat{V}_{en}$ and $\hat{V}_{nn}$) are naturally taken to be Coulombic. We have used $\mathbf{r}$ to denote electronic coordinates.

According to the Born-Oppenheimer approximation\cite{10,11}, because electrons are much lighter and move much faster than nuclei, we should consider electronic dynamics for fixed nuclear configuration $\mathbf{R}$. Through ab initio electronic structure calculation, by diagonalizing the electronic Hamiltonian $\hat{H}$ for fixed nuclear configuration $\mathbf{R}$, we get a bunch of electronic states:

$$\hat{H}(\mathbf{R})|\Phi_I\rangle = E_I(\mathbf{R})|\Phi_I\rangle$$

(1.3)

Here $|\Phi_I\rangle$ is the $I$th eigenstate of $\hat{H}$, which is often called adiabatic state with $E_I$ being the corresponding adiabatic potential energy surface (PES). The adiabatic states $|\Phi_I\rangle$ are
orthogonal

\[ \langle \Phi_I | \Phi_J \rangle = \delta_{IJ}, \]

and \( | \Phi_I \rangle \) represents a complete basis for the electronic wave function, such that when nuclear motion is considered, we can expand the total electron-nuclear wave function \( | \Psi \rangle \) as a series of product of nuclear states \( | \chi_I \rangle \) and electronic states \( | \Phi_I \rangle \):

\[ | \Psi \rangle = \sum_I | \chi_I \rangle | \Phi_I \rangle \]  

(1.5)

Consider now the total electron-nuclear wave function \( | \Psi \rangle \) that diagonalizes the total Hamiltonian \( \hat{H}_{\text{tot}} \),

\[ \hat{H}_{\text{tot}} | \Psi \rangle = E | \Psi \rangle \]

(1.6)

Using the orthogonality of the electronic states \( | \Phi_I \rangle, \) \( | \Psi \rangle \) must satisfy

\[
- \sum_\alpha \frac{\hbar^2}{2m_\alpha} \frac{\partial^2}{\partial R_\alpha^2} | \chi_I \rangle + E_I | \chi_I \rangle - E | \chi_I \rangle = - \frac{\hbar^2}{2} \sum_J D_{IJ} | \chi_J \rangle + \sum_{\alpha, J \neq I} \frac{\hbar^2}{m_\alpha} d_{\alpha J}^2 \frac{\partial}{\partial R_\alpha} | \chi_J \rangle \]

(1.7)

Here, \( d_{\alpha J}^2 \) and \( D_{IJ} \) are first and second derivative coupling matrix elements respectively:

\[
d_{\alpha J}^2 = \langle \Phi_I | \frac{\partial}{\partial R_\alpha} | \Phi_J \rangle \]

(1.8)

\[
D_{IJ} = \sum_\alpha \frac{1}{m_\alpha} \langle \Phi_I | \frac{\partial^2}{\partial R_\alpha^2} | \Phi_J \rangle \]

(1.9)

The right hand side (RHS) of the Eq. (1.7) couples different states \( I \) and \( J \). Under the Born-Oppenheimer approximation, assuming very slow nuclear motion, we can ignore such nonadiabatic coupling and Eq. (1.7) is greatly simplified

\[ \hat{H}_{\text{BO}} | \chi_I \rangle = E | \chi_I \rangle \]

(1.10)
Here, the Born-Oppenheimer Hamiltonian $\hat{H}_{BO}$ is simply

$$\hat{H}_{BO} = \sum_\alpha \frac{\hat{P}_{\alpha}^2}{2m_\alpha} + E_I,$$

(1.11)

where $\hat{P}_\alpha = i\hbar \frac{\partial}{\partial R_\alpha}$ is the momentum operator.

Furthermore, for very heavy nuclei, it is sufficient to assume that the nuclear dynamics are classical, such that we can approximate the Schrodinger equation (Eqs. 1.10-1.11) by the Newtonian equation:

$$m_\alpha \ddot{R}_\alpha = -\frac{\partial}{\partial R_\alpha} E_0$$

(1.12)

In the above equation, we have assumed the nuclei simply move on the ground state PES ($E_0$).

1.2. Nonadiabatic dynamics: Tully’s fewest switch surface hopping

As shown above, the Born-Oppenheimer (BO) approximation is valid for very slow nuclear dynamics, which ignores derivative couplings between different electronic states entirely. Now let us look at the first derivative coupling closely, which can be rewritten as (using the Hellmann-Feynman theorem),

$$d_{IJ}^\alpha = \langle \Phi_I | \frac{\partial \hat{H}}{\partial R_\alpha} | \Phi_J \rangle E_J - E_I$$

(1.13)

Note that $d_{IJ}^\alpha$ can be very large when state $I$ and $J$ are degenerate, $E_J = E_I$. In fact, near a conical intersection [13–15], the derivative coupling diverges, such that the BO approximation breaks down dramatically. Developing reliable and efficient methods to go beyond the BO approximation is one of the central goal in chemical dynamics.

Probably the most commonly used approach to handle nonadiabatic dynamics is fewest switch surface hopping (FSSH) developed by Tully in 1990. [16] Generally speaking, according
to Tully’s FSSH, one runs classical trajectories on adiabatic PESs. Nonadiabatic effects are realized by stochastic hopping between different PESs through the derivative coupling. To be specific, nuclei are treated classically moving on one PES:

\[ m_\alpha \ddot{R}_\alpha = -\frac{\partial}{\partial R_\alpha} E_\lambda \]  

(1.14)

We have used \( \lambda \) to denote the PES that nuclei move along, which is usually called the active PES.

For the electronic part, using the time dependent coefficient \( c_I(t) \), we expand the total electronic wave function as

\[ |\Psi_e\rangle = \sum_I c_I(t) |\Phi_I\rangle \]  

(1.15)

We can recover the equation of motion (EOM) for the coefficients \( c_I(t) \) by plugging \( |\Psi_e\rangle \) into the time dependent Schrodinger equation,

\[ \dot{c}_I = -\frac{i}{\hbar} E_I c_I - \sum_{\alpha,J} \dot{R}_\alpha d_{IJ}^{\alpha} c_J \]  

(1.16)

It is convenient to define the electronic density as \( \sigma_{IJ} = c_I c_J^* \). From Eq. (1.16), the EOM for \( \sigma_{IJ} \) is

\[ \dot{\sigma}_{IJ} = -\frac{i}{\hbar} (E_I - E_J) \sigma_{IJ} - \sum_{\alpha,K} \dot{R}_\alpha (d_{IK}^\alpha \sigma_{KJ} - \sigma_{IK} d_{KJ}^\alpha) \]  

(1.17)

Note that the derivative coupling matrix element \( d_{IK}^\alpha \) naturally appears. Obviously, the derivative coupling causes electronic transitions between the two adiabatic states \(|\Phi_I\rangle\) and \(|\Phi_J\rangle\); for instance, if we look at the population of the electronic density, we find

\[ \dot{\sigma}_{II} = -\sum_{\alpha,J} \dot{R}_\alpha (d_{IJ}^\alpha \sigma_{JI} - \sigma_{IJ} d_{JI}^\alpha) \]  

(1.18)
Assuming the nuclei is moving on state $I$ ($\lambda = I$), the decay rate of $\sigma_{II}$ (Eq. 1.18) yields the hopping rate $k_{I \rightarrow J}$ from state $|\Phi_I\rangle$ to state $|\Phi_J\rangle$. Tully guessed the hopping rate to be

$$\kappa_{I \rightarrow J} = \Theta \left( -2 \text{Re} \sum_{\alpha} \hat{R}_\alpha d_{I\alpha}^0 \frac{\sigma_{IJ}}{\sigma_{II}} \right)$$

(1.19)

Here we define $\Theta(x)$ function as:

$$\Theta(x) = \begin{cases} 
  x, & \text{if } x \geq 0 \\
  0, & \text{if } x < 0 
\end{cases}$$

(1.20)

Finally, when hops occur, Tully postulated to rescale momentum to conserve energy. See Refs. [16, 17] for details.

Since 1990, Tully’s FSSH has been widely used to study a host of nonadiabatic effects in gas phase or in solution, e.g. photochemistry, electron and energy transfer, proton coupled electron transfer. In spite of these successes, however, a few more words on FSSH are appropriate. First, note that when Tully originated the FSSH ansatz, such a scheme was not rigorously derived. Later, after the quantum-classical Liouville equation (QCLE) was introduced [18–20], several groups found a deep connection between the QCLE and FSSH, especially involving the momentum rescaling. Second, Tully’s FSSH suffers decoherence issues due to the use of pure electronic states. In fact, Tully was clearly aware of this issue even in his original paper. Over the years, great efforts have been made to resolve the decoherence issue. In particular, our group came up with an Augmented FSSH (AFSSH) algorithm, which is parameter free and well connected to the QCLE. With such decoherence scheme, AFSSH can recover the renowned Marcus rate for electron transfer between a donor and acceptor. [23]

1.3. Nonadiabatic dynamics at molecule-metal interfaces

FSSH is a very efficient way to handle nonadiabatic dynamics with a handful of electronic states, such as molecules in gas phase or in solution. However, the computational cost of
FSSH dramatically increases when number of electronic states becomes large. Obviously, since a metal contains $\sim 10^{23}$ electrons, a naive implementation of FSSH would be useless for modeling nonadiabatic dynamics at molecule-metal interfaces. That being said, many experiments already indicate that nonadiabatic effects can be very significant at molecule-metal interfaces, and so we need new methods.

1.3.1. One example: NO molecules scattering from metal surface

One example of nonadiabatic effects at molecule-metal interfaces can be seen from vibrational relaxation during a scattering event. In a series of experiments, Wodtke and co-workers have managed to measure the vibrational relaxation of an NO molecule after scattering from metal surfaces.\[24] Before scattering with the metal, they prepare NO molecules in highly vibrationally excited states. After scattering from the gold metal surface, they find that reflected NO molecules have a much lower vibrational energy. The energy loss is about 1.5eV. They postulate that this huge amount of energy loss is due to electronic effects instead of interactions with surface atoms, as there is an energy mismatch between the Debye frequency of the surface atoms and the NO’s energy loss. Such a hypothesis can be further confirmed by scattering NO off an insulator, LiF, as in this case, Wodtke et al find that most of NO molecules stay in their initial vibrational states, i.e. no large amount of vibrational loss is found.

One mechanism that explains the energy loss during the scattering events is based on an electron transfer process. A metal contains many free electrons. When a NO molecule approaches a metal, an electron can be easily pulled out of the metal, such that NO becomes NO$^-$. Before NO$^-$ leaves the interaction region, an electron is extracted back to the metal, and NO$^-$ becomes NO again. Such an electron transfer process can result in a huge vibrational energy loss for the NO molecule during the scattering event. Moreover, unlike a metal, an insulator does not contain free electrons; no electron transfer is allowed during the scattering event, such that there is no huge among of energy loss.\[25] Thus, this interpretation is consistent with the experiments.
Figure 1: NO gas molecule scattering event. When a NO molecule comes near to a Au or Ag metal surface, a free electron can be pulled out from the Fermi sea of the metal, such that NO becomes NO$^\text{−}$. Before NO$^\text{−}$ leaves the interaction region, an electron is pushed back to the metal, and NO$^\text{−}$ becomes NO again. Such an electron transfer mechanism results in a huge vibrational energy loss for the NO molecule during the scattering event.

Given this interpretation, NO scattering is a nonadiabatic process as there is electron transfer between the molecule and metal surface. Beside vibrational DoFs, nonadiabatic effects can also be seen from the translation energy loss when H atoms scatter from metal surface. This nonadiabatic translation energy loss promotes H atoms adsorbing on metal surfaces. See Ref. [26] for details.

1.3.2. Other examples: heterogeneous catalysis, molecular junctions and electrochemistry

The scattering events mentioned above involve molecules interacting with one metal, which can be seen as a case of dynamics under equilibrium conditions. Similarly, nonadiabatic effects at molecule-metal interfaces are very important for many other chemical reactions, e.g. chemisorption, heterogeneous catalysis, etc.

Under nonequilibrium conditions, i.e multiple metals at different temperatures and/or with voltage bias, nonadiabatic effects can be even more dramatic. One such an example is a molecular junction, where a single molecule is connected to two metals. A voltage bias can be applied between the metals, resulting in a nonequilibrium electronic current running through the molecule. The interplay between the electronic transfer and nuclear motion gives rise to a host of interesting nonadiabatic phenomena. For example, on the one hand, the vibrational DoFs of the molecule can affect electronic tunneling, i.e. leading to a Frank-Condon blockade in the current-voltage curve. [27–29] On the other hand, an electronic
current can directly affect the vibrational DoFs of the molecules, such as heating or photo emission. \[30\text{–}33\]

Another out of equilibrium application is electrochemistry, which convert electrical energy into chemical energy or vice versa. In case of electrochemistry, things are much more complicated than in the gas phase, because different species of molecules or ions are not only interacting with the metal surface but also interacting with each other. Typically BO adiabatic molecule dynamics are used to study the electrochemical solvents. Electron transfer processes are then studied afterwards using free energy curves and Marcus theory. \[34\text{–}36\]

Treating nonadiabatic electron transfer and solvent molecular dynamics on equal footing is not available yet.

1.4. Theory

In this dissertation, I have made early strides as far as generating models for studying nonadiabatic dynamics at metal surfaces. Here, the work horse is the Anderson-Holstein model.

1.4.1. Anderson-Holstein model

The Anderson-Holstein (AH) model gives the simplest possible description of the molecule-metal interfaces. According to the AH model, the electronic Hamiltonian $\hat{H}$ is divided into
the system Hamiltonian $\hat{H}_s$, bath Hamiltonian $\hat{H}_b$, and interaction Hamiltonian $\hat{H}_I$:

\begin{align*}
\hat{H} &= \hat{H}_s + \hat{H}_I + \hat{H}_b \\
\hat{H}_s &= \epsilon_d(\mathbf{R}) \hat{d}^+ \hat{d} + U_0(\mathbf{R}) \\
\hat{H}_b &= \sum_k \epsilon_k \hat{c}_k^+ \hat{c}_k \\
\hat{H}_I &= \sum_k V_k(\mathbf{R})(\hat{d}^+ \hat{c}_k + \hat{d}^+ \hat{c}_k)
\end{align*}

(1.21) (1.22) (1.23) (1.24)

Here, $\hat{H}_s$ describes a molecule with an orbital $d$ and a nuclear potential $U_0(\mathbf{R})$. $\hat{H}_b$ describes the metal with a manifold of electronic orbital $k$. The interaction $\hat{H}_I$ between the molecule and metal is bilinear.

The AH model is very difficult to solve. One reason is that the metal (bath) consists of a manifold of electronic states with typically $\sim 10^{23}$ electrons. Tully’s FSSH cannot be applied to study that many electronic states. Another reason is that the AH model has multiple energy scales, e.g. the energy scale of electronic motion, the energy scale of nuclear motion, temperature $kT$ et al. Treating multiple energy scales on equal footing can be very challenging.

To study such nonadiabatic dynamics at molecule-metal interfaces, in this dissertation, we develop and implement two main methods: classical master equation/surface hopping and electronic friction.

1.4.2. Electronic friction

The most commonly used method to treat nonadiabatic dynamics at molecule-metal interface is so-called “electronic friction”. As we can see from the NO scattering experiments above, nonadiabatic electronic transfer results in energy relaxation of vibrational DOFs. Such energy relaxation can be effectively seen as a frictional effect on nuclear motion. Hence, electronic friction and associated random force are added to the Newtonian equation, acting effectively as a correction to the BO approximation, resulting in a Langevin
equation:

\[-m_{\alpha} \ddot{R}_{\alpha} = -\bar{F}_{\alpha} + \sum_{\nu} \gamma_{\alpha\nu} \dot{R}_{\nu} - \zeta_{\alpha}(t)\]  

(1.25)

Here, \(\bar{F}_{\alpha}\) is the mean force (or the BO force, see Eq. 1.12), \(\gamma_{\alpha\nu}\) is the friction tensor, and \(\zeta_{\alpha}(t)\) denotes a random force. At equilibrium, the random force satisfies the following statistics:

\[
\langle \zeta_{\alpha}(t) \rangle = 0, \quad \langle \zeta_{\alpha}(t) \zeta_{\nu}(t') \rangle = kT \gamma_{\alpha\nu} \delta(t - t')
\]  

(1.26)

The above relationships are also called the second fluctuation-dissipation theorem. In the equilibrium case, at zero temperature and without electron-electron interaction, the friction tensor can be rewritten as:

\[
\gamma_{\alpha\nu} = \pi \hbar \sum_{pq} d^{p}_{\alpha q} d^{\nu}_{\nu q} (\epsilon_{q} - \epsilon_{p}) \delta(\epsilon_{F} - \epsilon_{p}) \delta(\epsilon_{F} - \epsilon_{q})
\]  

(1.27)

Here \(p\) and \(q\) are self consistent field (SCF) orbitals on (a mean-field level) that diagonalizes electronic Hamiltonian \(\hat{H}\) effectively, and \(\epsilon_{F}\) is the Fermi levels.

Electronic friction, as a first order correction to the BO approximation, can be used to describe not very strong nonadiabatic coupling. For many experiments, this assumption of weak nonadiabaticity is not valid. For example, electronic friction cannot be used to describe NO scattering experiments quantitatively correctly. Furthermore, in a set of following experiments, Wodtke and co-workers have shown that when Cs atoms are used to lower the work function of a gold surface, hot electrons emerge depending on the energy of the incoming NO molecules. Such strong nonadiabatic effects must be treated within an electron transfer picture, which leads us to a separate, classical master equation/surface hopping approach.
Figure 3: Surface hopping view of nonadiabatic dynamics at molecule-metal interfaces. Blue and red curves correspond to two PESs for the diatomic molecule (neutral and charged). By exchanging electrons with the metal surface, a diatomic molecule jumps back and forth between the two potential surfaces.

1.4.3. Classical master equation/surface hopping

Our second method is a classical master equation/surface hopping. As mentioned above, the NO scattering experiments are well described within an electron transfer picture. Combined with the AH model Eqs. [1.21][1.24], with the $d$ orbital in the molecule being the empty orbital (NO) or occupied orbital (NO$^-$), there are two different diabatic potential energy surfaces $U_0(R)$ and $U_0 + \epsilon_d(R)$. When NO becomes NO$^-$ or vice versa, the nuclear dynamics can be described as hopping between the two PESs. In such a picture, we can derive a classical master equation, where such hopping effects are given explicitly. And in the end, just as for Tully’s FSSH, we find ourselves running trajectories on two PESs, with stochastic hops between them. Different from Tully’s FSSH, however, our hopping is due to molecule-metal interaction instead of the derivative coupling. Furthermore, when hops occur, we do not rescale momentum to conserve energy. Physically, this difference is because we are dealing with an open quantum system.

Throughout this dissertation, we will use classical master equation/surface hopping as well as electronic friction to tackle nonadiabatic dynamics at molecule-metal interfaces. We will also show the connections between as well as the strengths and weaknesses possessed by the two methods. Finally, we propose a method that merge the two methods together.
1.5. Overview of this dissertation

In Chapter 2, starting from the Anderson-Holstein model, in the weak coupling regime, we derive a classical master equation to describe the coupled electron-nuclear dynamics of a molecule with a single level near metal surfaces. We further propose a surface hopping like method to solve the CME, i.e. we evolve nuclei on one of the two diabatic PESs with stochastic hops between the two PESs. We find that, no matter how we prepare initial states, the surface hopping solution admits a unique steady state solution that obeys detailed balance. We also propose a simple broadening scheme that go beyond weak coupling regime. The surface hopping scheme can be easily extended to out of equilibrium case with electronic current running through the molecule.

In Chapter 3, we further explore the transit dynamics of a surface hopping solution. Such a surface hopping scheme agrees well with a quantum solution at relatively high temperatures. We find that surface hopping recovers the Marcus rate for electron transfer at a metal surface. By incorporating a position dependent molecule-metal interaction, surface hopping can further yield negative differential resistance.

In Chapter 4, we map the CME onto a Fokker-Planck equation, with a potential of mean force and electronic friction. The corresponding dynamics are Langevin dynamics, i.e. a Newtonian equation with a velocity dependent force and random force. Effectively, the fast electron transition can be replaced by a frictional effect and a fluctuating force. The frictional force and random force naturally obey detailed balance, guaranteeing that nuclear motion will reach thermal equilibrium. We also explore the effect of phonon friction on the electron transfer rate. Furthermore, we make a connection between our form of friction and other forms of electronic friction, particularly the Head-Gordon Tully (HGT) friction.

In Chapter 5, motivated by the mapping in Chapter 4, by modifying the potential of mean force, we incorporate broadening effects into our CME, resulting in a broadened CME (bCME) that works well in both weak and strong coupling regimes. In the weak coupling
regime, the BCME reduces to the CME, and in the strong coupling regime, the BCME reduces to a FP equation moving on a broadened potential of mean force.

In Chapter 6, we apply the BCME to study electron transport properties. As benchmarked by numeric exact solution, the BCME agrees with HEOM in both strong and weak coupling limits, in adiabatic and nonadiabatic limit. Such a broadening scheme works very well even in the low temperature case.

In Chapter 7, we go beyond a single molecular level, dealing with multiple levels. We embed the quantum-classical Liouville equation into a classical master equation, resulting in a QCLE-CME. Such a QCLE-CME is naturally a combination of Tully’s FSSH with our surface hopping. We also include decoherence. Such a surface hopping scheme is a very powerful means to model electronic transfer within a molecule and electron transfer between the molecule and metal.

In Chapter 8, from the QCLE, we derive a very general form of electronic friction. This form of electronic friction unifies a variety of different frictional forms found in the literature. As shown later, almost all other forms reduce to this very general QCLE form, which allows us to include the effects of electron-electron interactions. At low temperature, we show that the electronic friction can exhibit interesting Kondo resonances.

In Chapter 9, we further compare our form of electronic friction with other forms in the literature and we demonstrate a single uniform of electronic friction at equilibrium.

In Chapter 10, we further study the QCLE expression for electronic friction, and now we focus on the out of equilibrium case. We compare our form of electronic friction to von Oppen’s nonequilibrium Green’s function results, and obtain complete equivalence, confirming the existence of a single unique electronic friction tensor.

We conclude in Chapter 11.
CHAPTER 2 : Surface Hopping with A Manifold of Electronic States II:
Application to the Many-Body Anderson-Holstein Model

This chapter was adapted from Ref. [38]

2.1. Introduction

Surface hopping (SH) has proven to be a very successful approach for treating nuclear-electronic coupling [15,39]. When it began in 1971, the most basic idea of Tully-Preston surface hopping was to propagate classical nuclei, while switching the active force field whenever nuclei move through avoided crossings [39]. Later, Tully extended the notion of hopping at crossings to a continuous probability of hopping that was calculated at every time step (e.g., the so-called “Fewest Switches Surface Hopping” (FSSH) [16]). More recently, there has been a great deal of theoretical work trying to fix up the decoherence failures of the FSSH algorithm [23,40–58], and to extract spectroscopic information from SH trajectories [59–63]. There has also been a great of work exploring the foundations of the SH approach [17] vis-a-vis the quantum classical Liouville equation [18,20,22,64].

As applied in the literature, SH has been used to model a host of experimental systems, including energy transfer [65], proton-coupled electron transfer [66], and electronic relaxation [67]. Of particular interest to this article are recent studies by Tretiak [68] and Prezhdo [69], who have studied energy transfer in extended organic chromophores and electron transfer to semiconductors, respectively. For both cases, one must deal with a manifold of electronic states. In general, however, the FSSH algorithm has usually been restricted to studying isolated molecules in solvents with only a handful of electronic states. \[1\] Thus far, the most important exception to this general rule was the pioneering “Independent Electron Surface Hopping (IESH)” model of Shenvi, Roy and Tully [70], who studied NO scattering off of a gold surface. Shenvi et al suggested discretizing a continuum of adiabatic electronic levels to simulate electronic friction in a metal; and by running FSSH on a large number of

\[^1\] Li et al recently explored a scheme for mixing FSSH dynamics with mean-field Ehrenfest dynamics to handle the particular case of one well-defined ground state interacting with a manifold of excited states [69].
electronic states, Shenvi et al were able to correctly describe vibrational relaxation of the NO molecule. In a slightly different context, Preston and Cohen also proposed a “surface leaking” approach for treating the decay of an electronic state into a continuum of electronic levels but, to our knowledge, surface leaking has thus far only been applied to study loosely bound anions.

In a companion paper, we have discussed a straightforward extension of FSSH to treat model one-electron systems. In the present paper, we focus on a many-body problem and offer a simple (but generalizable) SH approach describing a molecule absorbed on a metal surface. We will study the simplest case: a single impurity level coupled to a single phonon as well as one or two electronic (fermionic) baths (which is known as the Anderson-Holstein model \[76,77\]). For the case of one electronic bath, we study relaxation to equilibrium. For the case of two electronic baths, with different Fermi levels, we will study the steady state transport, where some features of inelastic scattering are visible. The approach in this paper will not rely on the assumption of small electron-phonon couplings and, as such, should go beyond standard models of electronic friction acting on molecules at metal surfaces. Furthermore, in the future, it will be important to include a bath of external vibrations as well, which can be achieved easily through a random force in our surface (or, more formally, through a Fokker-Planck equation \[83\]). For the present article, we will restrict ourselves to the simple Anderson-Holstein model (without any explicit nuclear friction) and we will demonstrate the power of a SH approach to recover many dynamical phenomena for this simple system.

An outline of this paper is as follows. In Section 2.2, we will present the necessary theory. First, we will motivate and justify our SH approach based on a classical master equation (CME) for the nuclear-electronic subsystem. We will do this both for the cases of equilibrium (one electronic bath) and out-of-equilibrium (two electronic baths) dynamics. Second, for concreteness, we will then give a step-by-step flowchart for our SH algorithm. Third, we will discuss briefly quantum master equations (QME) and numerical renormalization group
(NRG) theory, which represent alternative formalisms against which we can benchmark our
dynamics. In section 2.3 we will present results showing the power of this simple model.
We conclude in section 2.4.

2.2. Theory

2.2.1. Model Hamiltonian

The Anderson-Holstein Hamiltonian involves an electronic impurity level coupled to (i) a
phonon degree of freedom, and (ii) a continuum of electronic levels. One can think of
the impurity level as an atomic or molecular orbital that can give an electron to or get an
electron from a metal surface. A common example would be an anion near a charged metal
surface, e.g. an electrochemical interface. We group the impurity and phonon together as
the system \( H_s \), and the continuous levels of electrons to be the bath \( H_b \). The interaction
between them \( H_c \) is bilinear:

\[
H = H_s + H_b + H_c
\]

\[
H_s = E_d d^+d + g(a^+ + a)d^+d + \hbar \omega(a^+a + \frac{1}{2})
\]

\[
H_b = \sum_k (\epsilon_k - \mu)c_k^+c_k
\]

\[
H_c = \sum_k V_k(c_k^+d + d^+c_k)
\]

Here, \( d^+ (d) \), \( a^+ (a) \), \( c_k^+ (c_k) \) are creation (annihilation) operators on the impurity electron,
phonon and metal electrons respectively. \( E_d \) is the impurity energy level, \( \omega \) is the frequency
of the phonon, \( g \) is the coupling between the impurity and the phonon. \( \epsilon_k \) is an energy level
of the bath, which has Fermi level \( \mu \), and \( V_k \) is the coupling between the impurity and the
bath. The interaction between the impurity and bath determines the hybridization function \( \Gamma \),

\[
\Gamma(\epsilon) = 2\pi \sum_k |V_k|^2 \delta(\epsilon - \epsilon_k)
\]
In the following, we will assume that \( \Gamma \) is a constant (the wide band approximation). In developing a SH model of the Anderson-Holstein model, it will be convenient to replace \( a^+ \) and \( a \) with the (dimensionless) position \( x \) and momentum \( p \) coordinates, so that the system Hamiltonian is written as,

\[
H_s = E_d d^+ d + \sqrt{2} g x d^+ d + \frac{1}{2} \hbar \omega (x^2 + p^2)
\]  

(2.6)

2.2.2. Classical Master Equation

In a surface-hopping based description of semiclassical dynamics, the critical input is the choice of classical potential surfaces and the implementation of the surface hopping algorithm. Here we work in the diabatic representation of the electronic state of the system. In this representation \( d^+ d \) is either 0 or 1, that is, the impurity can be either unoccupied (denoted as state 0) or occupied (state 1). The corresponding diabatic potential surfaces for the nuclei are

\[
V_0(x) = \frac{1}{2} \hbar \omega x^2
\]

(2.7)

\[
V_1(x) = \frac{1}{2} \hbar \omega x^2 + \sqrt{2} g x + E_d
\]

(2.8)

The basic premise of our SH approach is to model the electronic bath implicitly; all of the information required about it are the rate \( \Gamma \) and the Fermi distribution. Furthermore, we treat the phonon degree of freedom classically. The classical motion is carried on the diabatic surfaces (Eqn. 2.7 or Eqn. 2.8) while, in the spirit of the Franck-Condon picture (vertical transitions), the hopping events are assumed to take place at fixed nuclear position and momentum and are controlled by rates \( \gamma_{0\to1}(x,p) \) and \( \gamma_{1\to0}(x,p) \) as described below. The ensuing dynamics is encoded in a CME for the probability density of the system:

\[
\frac{\partial P_0(x,p)}{\partial t} = \frac{\partial H_0(x,p)}{\partial x} \frac{\partial P_0(x,p)}{\partial p} - \frac{\partial H_0(x,p)}{\partial p} \frac{\partial P_0(x,p)}{\partial x} - \gamma_{0\to1} P_0(x,p) + \gamma_{1\to0} P_1(x,p)
\]

(2.9)

\[
\frac{\partial P_1(x,p)}{\partial t} = \frac{\partial H_1(x,p)}{\partial x} \frac{\partial P_1(x,p)}{\partial p} - \frac{\partial H_1(x,p)}{\partial p} \frac{\partial P_1(x,p)}{\partial x} + \gamma_{0\to1} P_0(x,p) - \gamma_{1\to0} P_1(x,p)
\]

(2.10)
where the potential on each surface (in dimensionless coordinates) are:

\[ H_\alpha = V_\alpha(x) + \frac{1}{2} \hbar \omega p^2, \alpha = 0, 1 \]  \hspace{1cm} (2.11)

Here, \( P_0(x, p) (P_1(x, p)) \) is the probability density for the impurity level to be unoccupied (occupied) with the position and momentum of the oscillator to be \( x \) and \( p \); \( P_0 \) and \( P_1 \) satisfy the obvious normalization condition \( \int dx dp \left( P_1(x, p) + P_0(x, p) \right) = 1 \).

Next, consider the hopping rates. When the classical system interacts with a single electronic bath (a free electron metal), it is expected to reach at long time thermal equilibrium compatible with the temperature and chemical potential of this metal. The simplest choice of hopping rates compatible with this requirement is

\[ \gamma_{0 \rightarrow 1} = \frac{\Gamma}{\hbar} f(\Delta V) \]  \hspace{1cm} (2.12)
\[ \gamma_{1 \rightarrow 0} = \frac{\Gamma}{\hbar} (1 - f(\Delta V)) \]  \hspace{1cm} (2.13)
\[ \Delta V(x) = V_1(x) - V_0(x) \]  \hspace{1cm} (2.14)

where \( f \) is the Fermi function of the bath

\[ f(z) = \frac{1}{1 + e^{\beta(z-\mu)}} \]  \hspace{1cm} (2.15)

Eqns. 2.9–2.15 recover the correct equilibrium in the limit of small \( \Gamma \) (shown below). (The restriction to small \( \Gamma \) reflects the fact that level broadening is disregarded in the dynamics postulated above. In Section 2.2.5, we describe a way to incorporate level broadening properly.)

Before solving the CME at equilibrium, we note that according to Eqns. 2.9–2.10, the unoccupied \( (P_0(x, p)) \) and occupied \( (P_1(x, p)) \) probability densities evolve under two processes: (i) motion of a nucleus along its respective surface and (ii) hopping between two potential surfaces. Eqns. 2.12–2.14 imply that the latter is determined by both (i) the potential
difference between the two potential surfaces and (ii) the time scale $\Gamma$ for electron transfer between the impurity and the bath. Thus, according to the CME, there is never any explicit damping of the oscillator’s velocity.

Let us now return the question of an analytical steady state. An equilibrium solution to Eqns. 2.9-2.10 is given by

$$P_0(x,p) = C \exp \left( -\frac{1}{2} \beta \hbar \omega (x^2 + p^2) \right)$$ (2.16)

$$P_1(x,p) = C \exp \left( -\frac{1}{2} \beta \hbar \omega (x^2 + p^2) - \sqrt{2} \beta gx - \beta E_d \right)$$

$$= C \exp \left( -\frac{1}{2} \beta \hbar \omega \left( (x + \sqrt{2}g/\hbar \omega)^2 + p^2 \right) - \beta (E_d - g^2/\hbar \omega) \right)$$ (2.17)

$C$ is a normalization factor, determined by $\int \int dp \, (P_0(x,p) + P_1(x,p)) = 1,$

$$C = \frac{\beta \hbar \omega}{2\pi} \frac{1}{1 + \exp(-\beta(E_d - g^2/\hbar \omega))}$$ (2.18)

These solutions are just the simple Boltzmann distributions that one would expect in the limit of small $\Gamma$. The reduced distribution functions for the position $x$ and momentum $p$ of the oscillator, then take the forms

$$P(p) = \int dx \left( P_0(x,p) + P_1(x,p) \right) = \sqrt{\frac{\beta \hbar \omega}{2\pi}} \exp \left( -\frac{1}{2} \beta \hbar \omega p^2 \right)$$ (2.19)

$$P(x) = \int dp \left( P_0(x,p) + P_1(x,p) \right)$$

$$= C \sqrt{\frac{2\pi}{\beta \hbar \omega}} \left( \exp\left( -\frac{1}{2} \beta \hbar \omega x^2 \right) + \exp \left( -\frac{1}{2} \beta \hbar \omega x^2 - \sqrt{2} \beta gx - \beta E_d \right) \right)$$ (2.20)

Thus, assuming there is only one fixed point, we conclude that the CME with the rates Eqns. 2.12-2.13 does capture the correct equilibrium for the case of one oscillator coupled to one bath.

Interestingly, for standard Tully style FSSH, detailed balance is also recovered, but only approximately (usually up to a small factor). The detailed balance here is in fact exact in the limit of $\Gamma \to 0$. 

---

$^2$ Interestingly, for standard Tully style FSSH, detailed balance is also recovered, but only approximately (usually up to a small factor). The detailed balance here is in fact exact in the limit of $\Gamma \to 0$. 

---
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Obviously, Eqns. 2.12-2.15 can be generalized in a straightforward way to situations where the system is coupled to many electronic baths, each in its own equilibrium. For example, for a conduction junction comprising two metals, $L$ and $R$, Eqs. 2.12-2.13 are replaced by

$$
\gamma_{0\rightarrow 1} = \frac{\Gamma_L}{\hbar} f^L(\Delta V) + \frac{\Gamma_R}{\hbar} f^R(\Delta V) \quad (2.21) \\
\gamma_{1\rightarrow 0} = \frac{\Gamma_L}{\hbar} (1 - f^L(\Delta V)) + \frac{\Gamma_R}{\hbar} (1 - f^R(\Delta V)) \quad (2.22)
$$

where $f^L$ ($f^R$) is the Fermi function for left (right) bath with chemical potential $\mu_L$ ($\mu_R$) and $\Gamma_L$ ($\Gamma_R$) represents the corresponding left (right) hybridization.

Once the probability densities $P_\alpha(x, p; t)$ ($\alpha = 0, 1$) have been determined, we can calculate just about any quantity of interest. For example, the population of the impurity level $N$ and the kinetic energy of the oscillator $E_k$ are:

$$
N = \int dxdp P_1(x, p) \quad (2.23) \\
E_k = \int dxdp \left( P_1(x, p) + P_0(x, p) \right) \frac{1}{2} \hbar \omega p^2 \quad (2.24)
$$

For a biased conduction junction with $f^L \neq f^R$, the long time dynamics will converge to a non-equilibrium steady state characterized by the electronic current

$$
I = \int dxdp \left( \gamma_{0\rightarrow 1}^L(x) P_0(x, p) - \gamma_{1\rightarrow 0}^L(x) P_1(x, p) \right) \quad (2.25)
$$

with,

$$
\gamma_{0\rightarrow 1}^L = \frac{\Gamma_L}{\hbar} f^L(\Delta V) \quad (2.26) \\
\gamma_{1\rightarrow 0}^L = \frac{\Gamma_L}{\hbar} (1 - f^L(\Delta V)) \quad (2.27)
$$
2.2.3. Surface Hopping Algorithm

The dynamics of Eqns. 2.9-2.10 can be solved directly using a simple SH approach. The algorithm is as follows:

1. Prepare the initial velocities and positions of the oscillators according to the relevant initial conditions. Note that these initial conditions will be irrelevant if one seeks only a description of equilibrium or steady state (and transient dynamics are not important). As discussed above, we believe the CME yields a unique fixed point at long times. In the present paper we initialize all velocities and positions so that they satisfy a Boltzmann distribution at a given initial temperature on one potential surface,

\[ P_0(x,p) = \frac{\beta \hbar \omega}{2 \pi} \exp \left( -\frac{1}{2} \beta \hbar \omega (x^2 + p^2) \right) \] (2.28)

\[ P_1(x,p) = 0 \] (2.29)

2. At the beginning of every time step, if the oscillator is moving along surface \( \alpha \) and has position \( x \), determine the possibility of hopping \( \gamma_{\alpha \rightarrow \alpha'}(x) \) in Eqns. 2.12-2.13 (or Eqns. 2.21-2.22 for two baths), and generate a random number \( \xi \in [0,1] \). If \( \xi < \gamma_{\alpha \rightarrow \alpha'}(x) dt \), then we switch surfaces (and the active surface becomes \( \alpha' \)); otherwise, we keep the same active surface.

3. Propagate the position \( x \) and momentum \( p \) along the active diabatic potential surface for a time step \( dt \).

4. Repeat step 2 and sample over as long a trajectory as is desired until convergence. For dynamical averages, it will be necessary to sample over many independent trajectories.

The scheme above is visualized in Fig. [4] We emphasize again that, at step 2, if the oscillator hops, the momentum is not rescaled to conserve total nuclear energy. This variability in the energy of the oscillator is different from standard FSSH [16] (and resembles more “surface
leaking

); as will be shown, this naive hopping scheme allows the nucleus to relax to the temperature of the electronic bath.

Figure 4: How to run SH: We assume that the oscillator (blue ball) has been moving along on the red potential energy surface. (a) At the start of each time step, we generate a random number \( \xi \). If \( \xi > \gamma_{\text{red} \rightarrow \text{blue}}(x)dt \), (b), the oscillator will continue to move along the red potential energy surface for the next time interval \( dt \). Otherwise, (c), the oscillator will jump and move along the blue surface for the next time interval \( dt \).

2.2.4. Quantum Master Equation

The CME (Eqns. 2.9-2.10) will not be adequate at low temperature where \( kT < \hbar \omega \), and a quantum description of the oscillator is needed. In the limit of small \( \Gamma \), such a description is provided by the quantum master equation (QME)

\[
\frac{dP_n^q}{dt} = \sum_{n'q'} [P_{n'}^{q'} W_{n'q' \rightarrow nq} - P_n^q W_{nq \rightarrow n'q'}] \tag{2.30}
\]

Here, \( P_n^q \) is the probability density for the impurity to be in electronic state \( n \) (\( |n >= |0\rangle, |1\rangle \)) and for the phonon to be in state \( q \) (\( |q >= |0\rangle, |1\rangle, |2\rangle... \)). \( W_{nq \rightarrow n'q'}^{n'q'} \) is the transition possibility from \( n \) to \( n' \) and \( q \) to \( q' \). For the case of one bath, \( W_{nq \rightarrow n'q'}^{n'q'} \) is given by

\[
W_{q \rightarrow q'}^{0 \rightarrow 1} = \frac{\Gamma}{\hbar} |M_{q \rightarrow q'}|^2 f\left(E_d - \frac{g^2}{\hbar \omega} + \hbar \omega(q' - q)\right) \tag{2.31}
\]

\[
W_{q \rightarrow q'}^{1 \rightarrow 0} = \frac{\Gamma}{\hbar} |M_{q \rightarrow q'}|^2 \left(1 - f(E_d - \frac{g^2}{\hbar \omega} + \hbar \omega(q - q'))\right) \tag{2.32}
\]

\[
W_{q \rightarrow q'}^{n \rightarrow n'} = 0, n = n' \tag{2.33}
\]
Here, $E_d - \frac{g^2}{\hbar \omega}$ represents the renormalized energy level of the impurity (i.e. the energy of the impurity level minus the reorganization energy). $M_{q \to q'}$ is the Frank-Condon factor, which is the overlap between eigenstates $q$ and $q'$ of the harmonic oscillator with the origin shifted by $\sqrt{2} \lambda \equiv \sqrt{2} g / \hbar \omega$,

$$M_{q \to q'} = \int dx \phi_{q'}(x) \phi_q(x - \sqrt{2} \lambda)$$  \hspace{1cm} (2.34)

The Franck-Condon factor can be expressed as:

$$M_{q \to q'} = (p! / Q!)^{1/2} \lambda^{Q - p} e^{-\lambda^2/2} L_p^Q(\lambda^2) \text{sgn}(p - Q)^{p - Q}$$  \hspace{1cm} (2.35)

Here, $Q(p)$ is the maximum (minimum) of $q$ and $q'$, $L_m^m$ is generalized Laguerre polynomial.

For the case of one bath, there is an analytical solution to Eqns. 2.30-2.33:

$$P^0_q = C \exp(-\beta \hbar \omega (q + \frac{1}{2}))$$  \hspace{1cm} (2.36)

$$P^1_q = C \exp(-\beta \hbar \omega (q + \frac{1}{2})) \exp(-\beta (E_d - g^2 / \hbar \omega))$$  \hspace{1cm} (2.37)

where $C$ is the normalized factor that satisfies $\sum_q (P^0_q + P^1_q) = 1$. This solution captures one oscillator in the presence of two possible electronic states (with small coupling $\Gamma$ between the states). Thus, the QME impurity population agrees exactly with the CME (compare Eqns. 2.36-2.37 with Eqns. 2.16-2.17).

For the case of two baths, the hopping probability is the sum of the left and right hopping probabilities:

$$W^{n \to n'}_{q' \to q} = W^{n \to n'}_{q' \to q}^R + W^{n \to n'}_{q' \to q}^L$$  \hspace{1cm} (2.38)

where $W^{n \to n'}_{q' \to q}^R (W^{n \to n'}_{q' \to q}^L)$ depend on the Fermi functions $f^R (f^L)$. At steady state, the impurity and the phonon can be collectively be described by $P_{n,eq}^q$, which is the normalized nontrivial solution to $\frac{dP_{n,eq}^q}{dt} = 0 |_{P_{n,eq}^q = 0}$. $P_{n,eq}^q$ can be used to calculate any and all steady-
state observables. For example, current is given by

\[ I = \sum_{qq'} W_{q'\to q}^0 P_{q'}^{0,eq} - W_{q'\to q}^1 L P_{q'}^{1,eq} \]  

(2.39)

When discussing our SH results below, we will compare with the QME results. For a QME simulation, we must truncate the infinite set of phonon states, including only a finite number, while making sure that the result is converged.

2.2.5. Implementing Level Broadening

In conjunction with the equilibrium distribution Eqns. 2.16-2.17, Eqn. 2.23 yields the equilibrium electron population of the impurity level predicted by the SH scheme in the form

\[ N = \int dx dp P_1(x, p) = f(\tilde{E}_d) \]  

(2.40)

where \( \tilde{E}_d = E_d - \frac{g^2}{\hbar \omega} \) is impurity level energy renormalized by the reorganization energy \( \frac{g^2}{\hbar \omega} \). Eqn. 2.40 is just a Fermi function at a well defined impurity energy, and thus Eqn. 2.40 disregards level broadening. Indeed, in the case of no oscillators, the exact expression for the population of an impurity level (at energy \( E_d \)) interacting with an equilibrium Fermi distribution is given by [87]

\[ N = \int dE \frac{1}{2\pi} \frac{\Gamma}{(E - E_d)^2 + (\Gamma/2)^2} f(E) \]  

(2.41)

Consequently, Eqn. 2.40 is a good approximation only in the limit of small impurity-bath coupling ( \( kT \gg \Gamma \) ). To improve upon this answer, one must fully account for the level broadening of the impurity by the electronic bath. Within the context of our SH calculations, we can include broadening as follows. For each trajectory in our simulation, we initialize the relative energy level of the impurity \( E_d \) according to a Lorentzian distribution,
\[ \rho(E) = \frac{1}{2\pi} \frac{\Gamma}{(E - E_d)^2 + (\Gamma/2)^2} \]  

Thereafter, we run many simulations, evaluating physical observables by averaging over all trajectories. For the electronic population of the impurity, we get

\[ N = \int dE \rho(E) f(E - g^2/h\omega) = \int dE \frac{1}{2\pi} \frac{\Gamma}{(E - \tilde{E}_d)^2 + (\Gamma/2)^2} f(E) \]  

(2.43)

Except for the shift of the impurity energy level (\( \tilde{E}_d = E_d - g^2/h\omega \) instead of \( E_d \)), Eqn. 2.43 is the same as Eqn. 2.41.

In the appendix 2.5.1, we show how the level broadening changes the position \( x \) and momentum \( p \) distribution (Eqns. 2.19-2.20). Furthermore, we define a mean potential and a potential of mean force, and show that, without taking the broadening into account (\( \Gamma \ll kT \)), these two potentials give the same result.

2.2.6. Numerical Renormalization Group

Finally, it is important to remember that both the CME and QME methods above treat the electronic bath implicitly (and are derived only by assuming that \( \Gamma \) is very small). In the end, the validity of our SH results needs to be justified. At equilibrium this can be done by comparing with results of a numerical renormalization group (NRG) [4,88] calculation, which, at low enough temperatures can yield very accurate results when converged properly [89]. This method is particularly suited for a system with small number of degrees of freedom interaction with a microscopic bath. By logarithmically discretizing the continuum representing the bath, the NRG approach transforms a Hamiltonian with a continuous number of system-bath couplings into a semi-infinite chain, where each site of the chain only couples with its nearest neighbors. Furthermore, because the couplings along the chain decrease exponentially, one can easily truncate the infinite Hilbert space representing the bath, and recover very accurate answers. Details about NRG for bosons and fermions can be found in Ref. [4, 88].
2.3. Results and Discussion

2.3.1. One Electronic Bath–Relaxation to Equilibrium

For the problem of one electronic bath, we first investigate the relaxation of the oscillator towards equilibrium using the simplest SH scheme with rates given by Eqns. 2.12–2.15. Figure 5(a) shows the time evolution of the average kinetic energy of the oscillator for a variety of initial temperatures. For each initial condition, we find that the kinetic energy of the system inevitably reaches its classical thermal limit \( E_K = \frac{1}{2} kT \) where \( kT \) is the temperature of the electronic bath. The same long-time limit is obtained (Figure 5(b)) for different choices of the e-ph couplings \( g \). Increasing the e-ph coupling causes faster relaxation but the final equilibrium state is unchanged.

In Figure 6, we plot the numerical distributions of the oscillator position \( x \) and momentum \( p \) that are obtained from the SH trajectories, as well as the analytical \( x \) and \( p \) distributions given by Eqns. 2.19–2.20. We find perfect agreement, thus reinforcing our intuition that Eqns. 2.9–2.10 admit only one long time solution.

The results displayed in Figures 5 and 6 have used the SH algorithm that disregarded level broadening. Figure 7 shows the effect of including broadening as described in Section 2.2.5. With broadening, we find perfect agreement of the computed impurity equilibrium population between SH/QME results and NRG results. (Recall that SH and QME yield identical impurity populations; see Eqns. 2.36–2.37 and Eqns. 2.16–2.17.)

Finally, in Figure 8 we plot SH (Eqn. 2.43) vs. NRG results for a difficult (nonclassical) quantum regime, where \( \Gamma, \hbar \omega, g^2 / \hbar \omega > kT \). Not surprisingly, in this regime, SH cannot quite recover the correct electron population as a function of the renormalized impurity energy level \( \tilde{E}_d \). This figure should be a reminder that there are equilibrium regimes where SH is not applicable. In general, for many problems of interest, the agreement between SH and NRG is quite strong.
(a) Phonon relaxation with different initial conditions, $g=0.005$. $T_i$ represents the temperature at which the oscillator is initialized.

(b) Phonon relaxation with different e-ph couplings, $g$.

Figure 5: Phonon relaxation: $\Gamma = 0.003$, $kT = 0.03$, $\hbar \omega = 0.003$, $E_d = 0$, $\mu = 0$. 10000 trajectories are used.
Figure 6: Velocity distribution (a) and position distribution (b): $\Gamma = 0.003$, $kT = 0.03$, $g = 0.01$, $\hbar\omega = 0.003$, $E_d = 0$, $\mu = 0$. Red dots represents averages over 10000 trajectories. The blue line is the analytic result from Eqn. 2.19 for (a) and from Eqn. 2.20 for (b).
(a) Electron population of the impurity as a function of $E_d$. Dots represent the NRG results, the line represents the SH results when we include broadening. The agreement serves confirm the validity of our SH approach. $\Gamma = 0.003$.

(b) Electron population as a function of shifted $E_d$, with $g = 0.0075$, $\Gamma = 0.003$. Note that, by including broaden-$g=0.0025$, $\Gamma = 0.01$.

(c) Electron population as a function of shifted $E_d$, with $g = 0.0025$, $\Gamma = 0.01$.

Figure 7: Electronic population as a function of impurity energy level: $kT = 0.01$, $\hbar\omega = 0.003$. For NRG calculation, band width D=1, and the basis is initialized with 30 boson states, the maximum number of eigenstates kept is $N_s = 512$, and the logarithmic discretizing parameter is $\Lambda = 2$. 

29
Figure 8: Electronic population as a function of renormalized impurity energy level: $kT = 0.2\Gamma$, $\Gamma = 1$. The line represents SH results (Eqns. 2.43), and the dots represent NRG results. For the NRG calculation, we set $D = 84\Gamma$, where $D$ is the band width. The basis is initialized with 40 boson states, the maximum number of eigenstates kept is $N_s = 1500$, and the logarithmic discretizing parameter is $\Lambda = 2$.

2.3.2. Two Electronic Baths–Bias and Current

The next system we investigated was the out of equilibrium case, where the Fermi levels of the two electronic baths have a bias between them. We calculated the current ($I$) as a function of bias ($V$). In the absence of e-ph coupling, the result is well known as single level Landauer formula from nonequilibrium Green Function approaches and other frameworks,

$$I = \int dE \frac{\Gamma_L \Gamma_R}{(E - E_d)^2 + (\Gamma/2)^2} (f^L(E) - f^R(E))$$

(2.44)

In Figure 9, we plot the QME and SH results for current vs. voltage in the limit of very small e-ph coupling. For comparison, we also plot the Landauer current (Eqn. 2.44, for which $g = 0$). For the SH results, we show both broadened and unbroadened results. In fact, it can be shown that, after broadening, SH gives the correct result compared with Eqn. 2.44 (see Appendix 2.5.2).
Figure 9: I-V curves in the limit of small e-ph coupling. For the QME and SH, we take a small value for the e-ph coupling, $g = 0.02$. The other parameters are: $kT = 0.2$, $\hbar\omega = 5$, $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $\mu_L = V/2$, $\mu_R = -V/2$. The Landauer results are for $g = 0$ as in Eqn. 2.44.
In Figure 9, we also show results from the QME, which should extend SH results into the limit of low temperature. According to Eqns. 2.31-2.32, just as for SH, the straightforward QME transition rates do not include broadening of the impurity levels. Just as for SH, however, we can include broadening by working with a series of different QME’s (rather than just one), each with different impurity level energies sampled from Lorentzian distribution with half width

\[ \Gamma = \Gamma_L + \Gamma_R \]  

Having done so, we compute the current by averaging the QME results over the Lorentzian distribution of the impurity energy level \( E_d \) (we sample over 5000 initial conditions for the simulation).

Note that all broadened methods (Landauer, QME, SH) agree with each other in Fig. 9. Note also that, without broadening, neither the SH nor QME can reproduce the correct I-V curve. Thus, we may now have some confidence that, when broadening is included, SH can be extended to out of equilibrium case. We will next investigate the performance of the SH algorithm in the limits of larger electron-phonon couplings (which is the most interesting case).

In Figure 10, we calculate I-V curves at low temperature, comparing both the QME and real path integral results from Ref. [1]. In this region, the quantum nature of the boson is paramount and SH must break down. We observe that the QME gets the correct overall form of the current in the quantum region, whereby the current should increase in steps at intervals of roughly \( 2\omega \). From this agreement, we may conclude that the QME is valid at low or high temperatures.

In Figure 11, we compare our SH results with QME results as the temperature is raised. We observe that, in transitioning from the quantum (low T) region to the classical (high T) region, SH achieves better and better agreement with the QME. Although SH never
Figure 10: I-V curves. The QME (as given by Eqns. 2.30-2.39 and broadened by Eqns. 2.42-2.45) is represented by lines. Real time path integral results [1,2] are represented by dots. $kT = 0.2, \Gamma = 2\Gamma_L = 2\Gamma_R = 1, \mu_L = V/2, \mu_R = -V/2, E_d = g^2/\hbar \omega$. This choice of parameters represents the quantum regime, as can be seen by the non-linear steps in the I-V curve that arise from nuclear quantization. Our classical SH simulations will not be accurate in this regime.

Figure 11: I-V curves. Observe the agreement between SH (dots) and QME (lines) in the classical, high temperature limit. At low T, these two approaches disagree (as the QME predicts I-V steps, which SH ignores). $g = 2, \Gamma = 2\Gamma_L = 2\Gamma_R = 1, E_d = g^2/\hbar \omega, \mu_L = V/2, \mu_R = -V/2$. 
Figure 12: I-V curves demonstrating the results from the different formalisms. The other parameters are: $\Gamma = 2\Gamma_L = 2\Gamma_R = 1$, $\mu_L = V/2$, $\mu_R = -V/2$, $g = 2$. 

(a) $\hbar \omega = 5$, $kT = 0.2$

(b) $\hbar \omega = 3$, $kT = 0.5$

(c) $\hbar \omega = 1$, $kT = 2$
captures a step feature at low temperature limit \((kT < \hbar \omega)\) (where the energy levels of the nuclei are discretized), the SH approach is quite reliable at large temperatures.

Finally, Figure 12 compares I-V curves over a range of parameters going from the quantum limit to classical limit with and without broadening using different methods. Two general conclusions are apparent. First, broadening clearly reduces the step feature in the quantum limit. Second, with or without broadening, the QME and SH approaches agree in the classical limit. Overall, for future simulations of charge injection between classical fluids and metal surfaces, we expect that the SH approach discussed here should be quite reliable. In particular, even for systems with reasonable strong molecular-metal coupling, we are hopeful that SH can be applied, provided that we use the broadening protocol discussed above.

2.4. Conclusions

We have proposed a simple and effective way to treat coupled nuclear-electronic problems, and we have focused on the Anderson-Holstein model. The rules of our simulation are very simple: nuclear degree of freedom are treated classically and evolve according to Newton’s equation. Occasional hops between diabatic potential surfaces are promoted at a rate proportional to the hybridization coupling between the system and the electronic bath.

For an impurity and phonon coupled to one electronic bath, we find that the system (impurity and phonon) recovers the correct thermal equilibrium regardless of any initial condition; the phonon learns about the temperature of the electronic bath indirectly (but effectively) through the hopping rate on and off. Interestingly, by broadening the energy level of the impurity (as induced by its interaction with the bath), we are able to recover the exact population of the impurity for all hybridizations in the limit of no electron-phonon coupling. Furthermore, with electron-phonon coupling, our results for the impurity electron population still yield good agreement with NRG calculations. As such, our final approach here would seem to go beyond any second order perturbation treatment of the impurity,
for which there is not even any exact agreement without electron phonon coupling. That being said, we are aware, of course, that the standard CME or QME is derived from such a second-order perturbative treatment, and so the effect of our broadening will need to be tested more generally in the future.

For the out of equilibrium case, we have investigated both the CME and QME, and explored high and low temperature regimes. As before, we have found improved results by broadening our master equation results. With broadening, both the CME and QME recover the Landauer formula (in the limit of zero e-ph coupling). At low temperature and for strong e-ph couplings, we have found that the QME recovers the correct step features in the I-V curves, whereas the CME fails. At high temperatures (in the classical limit), the SH and QME agree with each other.

Overall, we may conclude that the master equations presented here can be applied to physical problems that are either at equilibrium or out of equilibrium. In the future, we will aim to study a host of other interesting transport effects, including instability and hysteresis. Of course, in terms of cost, the SH approach is the least computationally demanding, followed by the QME, and then followed by NRG. Moreover, NRG would require a very large cost to propagate dynamics at high temperature. Given the simplicity and efficiency of the SH approach here, one might expect that these dynamics will be very useful for simulating large systems of coupled classical nuclear degrees interacting with a reservoir of electrons, e.g. an electrochemical interface. While further benchmarking of this method is undoubtedly needed, we believe the stochastic dynamics advocated in this paper will be a strong extension of the standard SH methodology.
2.5. Appendix

2.5.1. Dynamics with a broadened impurity level: the mean potential and the potential of mean force

The probability densities established in Eqns. \([2.19, 2.20]\) were computed without taking into account the broadening of the impurity energy level. After taking broadening into account as suggested above (section \([2.2.5]\)), we must average over \(E_d\), which is considered a variable with a Lorentzian distribution. \(P(x)\) becomes

\[
P(x) = \sqrt{\frac{2\pi}{\beta\hbar\omega}} \left( (1 - N) \exp\left(-\frac{1}{2} \beta \hbar \omega x^2\right) + N \exp\left(-\frac{1}{2} \beta \hbar \omega (x + \sqrt{2g}/\hbar \omega)^2\right) \right)\]

(2.46)

with \(N\) defined in Eqn. \([2.43]\). After averaging, \(P(p)\) remains unchanged, as in Eqn. \([2.19]\), which indicates the average kinetic energy is still \(\frac{1}{2}kT\). Using \(P(x)\) above, we can define the mean potential,

\[
P(x) = \exp(-\beta V_{MP})
\]

(2.47)

which gives \(V_{MP}\)

\[
V_{MP} = V_0 - \frac{1}{\beta} \log \left( (1 - N) \exp\left(-\frac{1}{2} \beta \hbar \omega x^2\right) + N \exp\left(-\frac{1}{2} \beta \hbar \omega (x + \sqrt{2g}/\hbar \omega)^2\right) \right)
\]

(2.48)

with \(V_0 = -\frac{1}{\beta} \log \sqrt{\frac{2\pi}{\beta\hbar \omega}}\) is a constant. Also, according to Ref. [80], the potential of mean force is defined as,

\[
V_{PMF} = \frac{1}{2} \hbar \omega x^2 - \int_{x_0}^{x} dx' F(x')
\]

(2.49)

Here the mean force \(F(x)\) on the oscillator (as induced by the electrons) is defined as,

\[
F(x) = -\sqrt{2g} <d^+d> |_x = -\sqrt{2g} \int \frac{dE}{\pi} \frac{\Gamma}{(E - \sqrt{2g}x - E_d)^2 + \Gamma^2} f(E)
\]

(2.50)
Let us now show that, if we exclude level broadening, Eqn. 2.47 and Eqn. 2.49 give same result. Without broadening, using Eqns. 2.20 and 2.47 the mean potential is,

\[ V_{MP} = V_1 - \frac{1}{\beta} \log \left( \exp\left(-\frac{1}{2}\beta \hbar \omega x^2\right) + \exp\left(-\frac{1}{2}\beta \hbar \omega x^2 - \sqrt{2}\beta \gamma x - \beta E_d\right) \right) \]

\[ = V_1 + \frac{1}{2} \hbar \omega x^2 - \frac{1}{\beta} \log(1 + \exp(-\beta \sqrt{2}\gamma x - \beta E_d)) \] (2.51)

where \( V_1 \) is a constant. Furthermore the mean force defined in Eqn. 2.50 (without broadening) becomes,

\[ F(x) = -\sqrt{2} \gamma <d^+d> |_x = -\sqrt{2} \gamma f(\sqrt{2}\gamma x + E_d) \] (2.52)

The integral over \( x \) gives the extra potential felt by the oscillator,

\[ -\int_{x_0}^{x} dx' F(x') = \int_{x_0}^{x} \sqrt{2} \gamma f(\sqrt{2}\gamma x + E_d) \]

\[ = V_2 - \frac{1}{\beta} \log(1 + \exp(-\beta \sqrt{2}\gamma x - \beta E_d)) \] (2.53)

\( V_2 \) is another constant reference potential. Thus, the potential of mean force is,

\[ V_{PMF} = V_2 + \frac{1}{2} \hbar \omega x^2 - \frac{1}{\beta} \log(1 + \exp(-\beta \sqrt{2}\gamma x - \beta E_d)) \] (2.54)

Within a constant, \( V_{PMF} = V_{MP} \).

2.5.2. Current from SH in absent of e-ph coupling

In this appendix, we show that (with broadening), our SH approach (as well as the QME) recovers the correct Landauer current in the limit of no electron-phonon coupling. In such a case, \( P_1(x,p) = P_1, P_0(x,p) = P_0 \). Both the CME (Eqns. 2.9-2.10) and QME become

\[ \frac{\partial P_0}{\partial t} = -\gamma_{0\to 1} P_0 + \gamma_{1\to 0} P_1 \] (2.55)

\[ \frac{\partial P_1}{\partial t} = \gamma_{0\to 1} P_0 - \gamma_{1\to 0} P_1 \] (2.56)
Plugging in Eqns. 2.21, 2.22 where now $\Delta V = E_d$, we find steady state solutions

$$P_0 = \frac{\Gamma_L(1 - f^L(E_d)) + \Gamma_R(1 - f^R(E_d))}{\Gamma}$$

(2.57)

$$P_1 = \frac{\Gamma_L f^L(E_d) + \Gamma_R f^R(E_d)}{\Gamma}$$

(2.58)

The current (Eqn. 2.25) is given by

$$I = \Gamma_L f^L(E_d)P_0 - \Gamma_L(1 - f^L(E_d))P_1$$

$$= \frac{\Gamma_L\Gamma_R}{\Gamma}(f^L(E_d) - f^R(E_d))$$

(2.59)

Finally, when $E_d$ is broadened by a Lorentzian of width $\Gamma = \Gamma_L + \Gamma_R$, the result after averaging is

$$I = \int \frac{dE}{2\pi} \frac{\Gamma_L\Gamma_R}{(E - E_d)^2 + (\Gamma/2)^2}(f^L(E) - f^R(E))$$

(2.60)

This is the correct Landauer current.
CHAPTER 3: Surface hopping with a manifold of electronic states, III: transients, broadening and the Marcus picture

This chapter was adapted from Refs. [95, 96]

3.1. Introduction

Electron transfer between a molecule and a metal electrode is a fundamental reaction that underlies all electrochemical and molecular electronic processes as well as many phenomena involved in corrosion and heterogeneous catalysis. The Anderson-Holstein (AH) model (see Eqs. [3.1-3.4]) is a simple model to describe such a system, where an electronic impurity level couples both to an electronic bath and to nuclear motion. For simplicity, in this paper we will not consider electron-electron (el-el) repulsion which is a source of rich physics that must be treated carefully. Even without el-el repulsion, the AH model has so many degrees of freedom (DOF) that it admits no simple solution. Numerical Renormalization Group (NRG) [4,88,98], Multi-Configuration Time-Dependent Hartree (MCTDH) [99] and Path Integral Monte Carlo (PIMC) [1] can produce numerical exact solutions, but likely none of these methods is feasible if we seek to extend the AH model to more complicated, realistic Hamiltonians. If we are interested in approximate solutions, which do not treat the bath explicitly, Influence Functionals (IF) [81] and Nonequilibrium Green functions (NEGF) [78,80,100,102] offer alternative tools whereby one focuses on a subsystem with a handful of DOF.

Besides the methods above, historically surface hopping (SH) [10,39] has been a widely used tool for treating electron-phonon (e-ph) couplings for molecules or atoms if there are only a few electronic DOF. In the presence of a manifold of electronic DOF—for instance, the case of a loosely bound anion—Preston’s surface leaking algorithm [74,103] is one possible approach. More generally, near a metal surface, Shenvi et al have suggested discretizing the electronic bath, and running SH on a large number of independent potential energy surfaces (PES’s) [71,73]. A nonequilibrium version of the Shenvi algorithm might be possible.
in the vein of Refs. [91, 104–108].

In a previous paper [38], which we refer to as Paper II, we have analyzed an alternative approach based on a classical master equation (CME) that describes the dynamics of the AH impurity subsystem. This CME is solved by a SH approach—basically one runs trajectories on two diabatic PES’s with stochastic hops between them. By further implementing level broadening, we have shown that equilibrium and out of equilibrium observables agree well with the results from NRG and the secular quantum master equation (sQME) in a classical regime (i.e. high temperature).

In the present paper, we address some interesting aspects of the CME/SH approach that were not discussed in Paper II. First, we will look at transient dynamics of the impurity electronic population. Second, we will show how our SH approach recovers the Marcus rate analytically. Third, we will generalize the AH model to the case where the impurity hybridization function depends on the nuclear coordinate, which is very relevant for processes dominated by the dynamics of the impurity-surface distance such as chemisorption [109] and surface scattering [24,71]. Fourth, in the latter case, we will investigate how to implement level broadening and show that the Marcus rate is an appealing approximation for this broadening. Fifth and finally, we will study a set of out of equilibrium I-V curves, and we will demonstrate interesting turnover effects that involve inelastic electron transport properties [78,79].

We organize the paper as follows. In Sec. 3.2 we outline how to derive the CME and discuss the transient observables. In Sec. 3.3 we show that SH recovers a Marcus rate, and then we use that Marcus rate to include level broadening. We compare our results with NRG results for electron population in Sec. 3.4. In Sec. 3.5 we show how one can find I-V curves that exhibit negative differential resistance according to SH and the QME. We conclude in Sec. 3.6.
3.2. Transient dynamics

3.2.1. Classical Master Equation

We begin our study with the AH model Hamiltonian:

$$H = H_s + H_b + H_c,$$

$$(3.1)$$

$$H_s = E_d d^+ d + g(a^+ + a)d^+ d + \hbar \omega (a^+ a + \frac{1}{2}),$$

$$(3.2)$$

$$H_b = \sum_k (\epsilon_k - \mu) c_k^+ c_k,$$

$$(3.3)$$

$$H_c = \sum_k V_k (c_k^+ d + d^+ c_k).$$

$$(3.4)$$

$H_s$ is the system Hamiltonian, consisting of an impurity level with energy $E_d$ coupled to an oscillator with frequency $\omega$. The bath Hamiltonian, $H_b$, describes an electrode which is assumed to be in equilibrium characterized by the temperature $T$ and the electronic chemical potential $\mu$. $H_c$ is the coupling between the impurity and the electrode.

The key quantity of interest is the reduced density matrix of the system. Starting with the quantum Liouville equation in the interaction picture, we find the total density matrix evolves as:

$$\frac{d\rho(t)}{dt} = -\frac{i}{\hbar} [H_c(t), \rho(0)] - \frac{1}{\hbar^2} \int_0^t dt' [H_c(t), [H_c(t'), \rho(t')]],$$

$$(3.5)$$

where

$$H_c(t) = \exp(i(H_s + H_b)t/\hbar)H_c\exp(-i(H_s + H_b)t/\hbar).$$

$$(3.6)$$

In the Born-Markovian approximation, we replace $\rho(t')$ by $\rho_b^0 \otimes \rho_s(t)$ in the integrand that relies on the assumptions that the bath remains in equilibrium throughout the process and that bath correlation functions decay fast on the system timescale. This leads to (setting
\[ \tau = t - t' \]

\[ \frac{d\rho(t)}{dt} = -\frac{i}{\hbar} [H_c(t), \rho(0)] - \frac{1}{\hbar^2} \int_{0}^{\infty} d\tau [H_c(t), [H_c(t - \tau), \rho_{eq} \otimes \rho_s(t)]] \]  

(3.7)

Next, we assume the initial total density matrix is a direct product of the system density matrix and the equilibrium bath density matrix, i.e. \( \rho(0) = \rho_{eq} \otimes \rho_s(0) \) and take the trace of Eq. 3.7 over the bath degrees of freedom. This yields

\[ \frac{d\rho_s(t)}{dt} = -\frac{1}{\hbar^2} \int_{0}^{\infty} d\tau \text{Tr}_b[H_c(t), [H_c(t - \tau), \rho_{eq} \otimes \rho_s(t)]] \]  

(3.8)

In Eq. 3.8 we have used \( \text{Tr}_b(H_c(t)\rho_{eq}^b) = 0 \). We can further write \( H_s \) as

\[ H_s = H_0|0><0| + H_1|1><1|, \]

(3.9)

where \( |0> \) (\( |1> \)) denotes the unoccupied (occupied) state of the impurity electron:

\[ H_0 = \frac{1}{2} \hbar \omega (x^2 + p^2), \]

\[ H_1 = E_d + \sqrt{2}gx + \frac{1}{2} \hbar \omega (x^2 + p^2), \]

(3.10)  (3.11)

with \( x = \frac{1}{\sqrt{2}} (a^+ + a) \) and \( p = \frac{i}{\sqrt{2}} (a^+ - a) \).

In what follows we will consider processes in which the impurity initial state is either state 0 or state 1, that is,

\[ \rho_s(t = 0) = \rho_0 |0><0| + \rho_1 |1><1|, \]

(3.12)

which ensures that there will be no coherence between occupied and unoccupied states at later time (with this Hamiltonian). Thus, we can write

\[ \rho_s(t) = \rho_0 |0><0| + \rho_1 |1><1|. \]

(3.13)

After plugging Eq. 3.13 into Eq. 3.8 one can show that, in the Schrödinger picture, the
reduced density matrix for state 0 and state 1 evolves as

\[
\frac{d\rho_0}{dt} = -\frac{i}{\hbar}[H_0, \rho_0] - \sum_k \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{i\epsilon_k \tau/\hbar} f(\epsilon_k) e^{-iH_1/\hbar} e^{iH_0/\hbar} \rho_0 \\
- e^{i\epsilon_k \tau/\hbar}(1 - f(\epsilon_k)) \rho_1 e^{-iH_1/\hbar} e^{iH_0/\hbar} + h.c.
\] (3.14)

\[
\frac{d\rho_1}{dt} = -\frac{i}{\hbar}[H_1, \rho_1] - \sum_k \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{-i\epsilon_k \tau/\hbar} (1 - f(\epsilon_k)) e^{-iH_0/\hbar} e^{iH_1/\hbar} \rho_1 \\
- e^{-i\epsilon_k \tau/\hbar} f(\epsilon_k) \rho_0 e^{-iH_0/\hbar} e^{iH_1/\hbar} + h.c.
\] (3.15)

Here \(h.c\) denotes Hermitian conjugate. Eqs. 3.14 and 3.15 constitute a quantum master equation (QME). The CME is obtained by taking the Wigner transform of Eqs. 3.14 and 3.15 and throwing out all terms that are linear or higher in \(\hbar\). This corresponds to a classical approximation for the nuclear motion (note that we are using dimensionless \(x\) and \(p\) here) \[83\],

\[
\frac{\partial P_0(x,p)}{\partial t} = \frac{1}{\hbar} \frac{\partial H_0(x,p)}{\partial x} \frac{\partial P_0(x,p)}{\partial p} - \frac{1}{\hbar} \frac{\partial H_0(x,p)}{\partial p} \frac{\partial P_0(x,p)}{\partial x} - \gamma_{0\rightarrow 1} P_0(x,p) + \gamma_{1\rightarrow 0} P_1(x,p),
\] (3.16)

\[
\frac{\partial P_1(x,p)}{\partial t} = \frac{1}{\hbar} \frac{\partial H_1(x,p)}{\partial x} \frac{\partial P_1(x,p)}{\partial p} - \frac{1}{\hbar} \frac{\partial H_1(x,p)}{\partial p} \frac{\partial P_1(x,p)}{\partial x} + \gamma_{0\rightarrow 1} P_0(x,p) - \gamma_{1\rightarrow 0} P_1(x,p),
\] (3.17)

where,

\[
\gamma_{0\rightarrow 1} = \frac{\Gamma}{\hbar} f(\Delta V),
\] (3.18)

\[
\gamma_{1\rightarrow 0} = \frac{\Gamma}{\hbar} (1 - f(\Delta V)),
\] (3.19)

\[
\Delta V = H_1 - H_0 = E_d + \sqrt{2} g x.
\] (3.20)

Here, \(\Gamma\) is the hybridization function,

\[
\Gamma(\epsilon) = 2\pi \sum_k |V_k|^2 \delta(\epsilon_k - \epsilon).
\] (3.21)

In the wide band limit, \(\Gamma\) is a constant. \(f\) represents the Fermi function of the relevant
3.2.2. The Quantum Master Equation: the full QME vs. the secular approximation

To assess the validity of the CME, we will compute exact QME dynamics according to Eqs. 3.14 and 3.15. To do so, we assume that \( \Gamma \) is a constant (i.e. does not change with \( \epsilon \) or \( x \)) and we expand the reduced density matrix in a basis of harmonic oscillator eigenstates:

\[
\begin{align*}
\frac{d\rho_0(i,j)}{dt} &= -\frac{i}{\hbar}(\epsilon_0(i) - \epsilon_0(j))\rho_0(i,j) \\
&- \frac{\Gamma}{2\hbar} \sum_{i',k} f(\epsilon_1(i') - \epsilon_0(k))F_{i\rightarrow i'} F_{k\rightarrow i'} \rho_0(k,j) \\
&- \frac{\Gamma}{2\hbar} \sum_{i',k} \rho_0(i,k)f(\epsilon_1(i') - \epsilon_0(k))F_{j\rightarrow i'} F_{k\rightarrow i'} \\
&+ \frac{\Gamma}{2\hbar} \sum_{i',j'} (1 - f(\epsilon_1(j') - \epsilon_0(j)))F_{i\rightarrow i'} F_{j\rightarrow j'} \rho_1(i', j') \\
&+ \frac{\Gamma}{2\hbar} \sum_{i',j'} \rho_1(i', j')(1 - f(\epsilon_1(i') - \epsilon_0(i)))F_{i\rightarrow i'} F_{j\rightarrow j'},
\end{align*}
\]  

\( (3.22) \)

\[
\begin{align*}
\frac{d\rho_1(i', j')}{dt} &= -\frac{i}{\hbar}(\epsilon_1(i') - \epsilon_1(j'))\rho_1(i', j') \\
&- \frac{\Gamma}{2\hbar} \sum_{i,k'} (1 - f(\epsilon_1(k') - \epsilon_0(i)))F_{i\rightarrow i'} F_{i\rightarrow k'} \rho_1(k', j') \\
&- \frac{\Gamma}{2\hbar} \sum_{i,k'} \rho_1(i', k') (1 - f(\epsilon_1(k') - \epsilon_0(i)))F_{i\rightarrow j'} F_{i\rightarrow k'} \\
&+ \frac{\Gamma}{2\hbar} \sum_{i,j} f(\epsilon_1(j') - \epsilon_0(j))F_{i\rightarrow i'} F_{j\rightarrow j'} \rho_0(i, j) \\
&+ \frac{\Gamma}{2\hbar} \sum_{i,j} \rho_0(i, j) f(\epsilon_1(i') - \epsilon_0(i))F_{i\rightarrow i'} F_{j\rightarrow j'}.
\end{align*}
\]  

\( (3.23) \)
where \( \epsilon_0(i) = \hbar \omega(i + \frac{1}{2}) \), and \( \epsilon_1(i') = \hbar \omega(i' + \frac{1}{2}) + \bar{E}_d \). \( \bar{E}_d \) is the renormalized impurity energy level,

\[
\bar{E}_d \equiv E_d - E_r, \tag{3.24}
\]

where \( E_r \equiv g^2/\hbar \omega \) is the reorganization energy. \( i \) (\( i' \)) labels a phonon mode centered at \( x = 0 \) \( (x = -\sqrt{2}g/\hbar \omega) \). \( F \) is the Franck-Condon factor,

\[
F_{i \rightarrow i'} = \langle i' | i \rangle = \int dx \phi_{i'}(x + \sqrt{2} \lambda) \phi_i(x), \lambda \equiv g/\hbar \omega, \tag{3.25}
\]

where \( \phi_i(x) \) is the \( i \)th eigenfunction of the harmonic oscillator. The Franck-Condon factor can be expressed as

\[
F_{i \rightarrow i'} = (p!/(Q!))^{1/2} \lambda^{Q-p} e^{-\lambda^2/2} L_p^Q \lambda^2 (\text{sgn}(i' - i))^{i - i'}. \tag{3.26}
\]

\( p \) (\( Q \)) is the minimum (maximum) of \( i \) and \( i' \), and \( L_n^m \) is generalized Laguerre polynomial. Eqs. 3.22 and 3.23 represent full, nonsecular QME dynamics which we will abbreviate “nQME”. Often in the literature, when solving the QME, one makes a secular approximation–whereby one eliminates the fast oscillating off-diagonal terms of the reduced density matrix and focuses only on the diagonal matrix elements. In this case, the secular approximation of the QME (sQME) dynamical equations of motion are

\[
\frac{dP_i^n}{dt} = \sum_{n',i'} [P_{i'}^{n'} W_{i' \rightarrow i}^{n \rightarrow n'} - P_i^n W_{i \rightarrow i'}^{n \rightarrow n'}], \tag{3.27}
\]

with

\[
W_{i \rightarrow i'}^{n \rightarrow m} = \frac{\Gamma}{\hbar} |F_{i \rightarrow i'}|^2 f \left( \bar{E}_d + \hbar \omega(i' - i) \right), \tag{3.28}
\]

\[
W_{i \rightarrow i'}^{1 \rightarrow 0} = \frac{\Gamma}{\hbar} |F_{i \rightarrow i'}|^2 \left( 1 - f(\bar{E}_d + \hbar \omega(i' - i)) \right), \tag{3.29}
\]

\[
W_{i \rightarrow i'}^{n \rightarrow m'} = 0, n = n'. \tag{3.30}
\]
Eqs. 3.27-3.30 were studied in Paper II. It is easy to show that, for the case of one bath, the nQME (Eqs. 3.22-3.26) and the sQME (Eqs. 3.27-3.30) yield the same equilibrium density matrix.

Figures 13 and 14 compare the transient dynamics for electron population according to sQME, nQME and CME for different parameters (for all the plots here and below, we have set $\hbar = 1$). We prepare the system initially with the phonon equilibrated thermally assuming that the impurity state (or level) is unoccupied (state 0). For both sQME and nQME, we use 4th order Runge-Kutta to integrate the real time dynamics, and 60 vibrational states are included to achieve converged results. For SH, we average the results over 10000 trajectories. Clearly, without including coherence of the phonon states, sQME does not capture the oscillations of the electronic population at short times. By contrast, nQME populations do show transient oscillations and CME agrees well with nQME in the limit of high temperature and small $\Gamma$. Interestingly, whereas Ref. [83] suggests that the CME can be accurate only when $\hbar \omega << \Gamma$, we find empirically that the CME is accurate in our simulations provided only that $\hbar \omega, \Gamma << kT$.

3.3. ET rate for the AH model

Even though the transient populations of the impurity level exhibit oscillations at short times, after reaching equilibrium, one finds equal and opposite fluxes in population from one diabat to the other. These fluxes will now be shown to be those derived from the corresponding Marcus rates.

3.3.1. Standard electron transfer: Marcus theory for the spin-boson model

For a spin-boson model with two electronic states D and A that correspond to the system states before and after an electron transfer (ET) step, the ET rate is given by the Marcus rate

$$k_{D \rightarrow A} = \frac{2\pi}{\hbar} |V_{DA}|^2 \mathcal{F}(E_{AD}).$$  \hspace{1cm} (3.31)
Figure 13: Transient dynamics: the impurity electron population as a function of time. $\Gamma = 1$, $\hbar \omega = 0.3$, e-ph coupling $g = 0.75$, $E_d = 0$. Note that SH and nQME agree at high temperatures. The sQME does not show any oscillations in electronic population, whereas the nQME shows transient oscillations which are (empirically) close to the frequency $\omega$. At time zero, the phonon is prepared to be equilibrated thermally (assuming the impurity is unoccupied).
Figure 14: Transient dynamics: the impurity electron population as a function of time. $kT = 1$, $\hbar \omega = 0.3$, e-ph coupling $g = 0.75$, $\bar{E}_d = 0$. Note that SH and nQME agree in small $\Gamma$ limit. The sQME does not show any oscillations in electronic population, whereas the nQME shows transient oscillations which are (empirically) close to the frequency $\omega$. At time zero, the phonon is prepared to be equilibrated thermally (assuming the impurity is unoccupied).
Here $E_{AD} = E_A - E_D$ is the difference in energy between relaxed donor and acceptor (i.e. the “driving force”), and $F$ is the density weighted Frank-Condon factor which, in the classical limit, takes the form

$$F(E_{AD}) = e^{-(E_r+E_{AD})^2/4E_rkT}/\sqrt{4\pi E_rkT}. \quad (3.32)$$

$E_r$ is the reorganization energy. In the corresponding electrode process, taking the process $D \to A$ to imply an electron given from the impurity to the metal, the initial and final states are replaced by manifolds of system-metal states and the rate is obtained by averaging over the thermal distribution of initial states and summing over all final states. This leads to

$$k_{D\to A} = \int d\epsilon \Gamma(\epsilon)(1 - f(\epsilon))F(E_{AD} + \epsilon) \quad (3.33)$$

$$k_{A\to D} = \int d\epsilon \Gamma(\epsilon)f(\epsilon)F(E_{DA} - \epsilon) \quad (3.34)$$

where $\Gamma(\epsilon) = 2\pi \sum_k |V_k|^2 \delta(\epsilon_k - \epsilon)$, is the hybridization function defined in Eq. 3.21 taken below to be energy independent. Finally note that in the AH model, $E_{DA} = -E_{AD} = \bar{E}_d$ is the renormalized single electron energy defined by Eq. 3.24.

### 3.3.2. Agreement with the SH picture

Let us now show that the CME yields the same Marcus rate in the long time (equilibrium) limit.

In Paper II, we have shown that at equilibrium, the probability densities $P_1(x,p)$ and $P_0(x,p)$ reach a Boltzmann distribution. Thus the normalized reduced probability densities

---

3To understand why CME rates should agree with Marcus rates at equilibrium, we observe that Marcus theory is a transition state theory (TST) for the electron transfer rate, that relies on the two standard TST assumptions: (a) The reactant state is in thermal equilibrium, and (b) Back-scattering processes may be disregarded in the rate calculation. The second assumption is already implemented in the second order rates that enter the master equation 3.16-3.19.

---
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for position will be,

\[ P_1(x) = \sqrt{\frac{\hbar \omega}{2\pi kT}} e^{-\frac{1}{2} \hbar \omega (x+\sqrt{2g}/\hbar \omega)^2 / kT}, \]  

(3.35)

\[ P_0(x) = \sqrt{\frac{\hbar \omega}{2\pi kT}} e^{-\frac{1}{2} \hbar \omega x^2 / kT}. \]  

(3.36)

From the CME (Eqs. 3.16–3.20), the ET rate from state 1 to state 0 (representing an electron hopping from the impurity to the bath) at position x is determined as \( \Gamma(1-f(\sqrt{2g}x + E_d)) \).

On average, the rate is

\[ k_{1\rightarrow 0} = \int dx \Gamma(1-f(\sqrt{2g}x + E_d)) \sqrt{\frac{\hbar \omega}{2\pi kT}} e^{-\frac{1}{2} \hbar \omega (x+\sqrt{2g}/\hbar \omega)^2 / kT}. \]  

(3.37)

Now, if we define \( \sqrt{2g}x + E_d \equiv \epsilon \) and change variables from x to \( \epsilon \) (using \( E_r = g^2 / \hbar \omega \), and \( \bar{E}_d = E_d - E_r \)), the above equation becomes

\[ k_{1\rightarrow 0} = \int d\epsilon \Gamma(1-f(\epsilon)) \frac{e^{-(E_r+\epsilon-E_d)^2/4E_r kT}}{\sqrt{4\pi E_r kT}}, \]  

(3.38)

which agrees with Eq. 3.33. Similarly, one can show the backward rate from SH is given by

\[ k_{0\rightarrow 1} = \int dx \Gamma f(\sqrt{2g}x + E_d) P_0(x). \]  

(3.39)

Eq. 3.39 can be rewritten to recover the standard ET result (Eq. 3.34),

\[ k_{0\rightarrow 1} = \int d\epsilon \Gamma f(\epsilon) \frac{e^{-(E_r-\epsilon+E_d)^2/4E_r kT}}{\sqrt{4\pi E_r kT}}. \]  

(3.40)

This proves the equivalence we hypothesized.

Moreover, in the SH picture, these ET rates can be easily extended to the case where \( \Gamma \) is not a constant, but depends on the nuclear position x. Below, we consider the case where \( \Gamma = \Gamma_0 \exp(-Dx^2) \). This is equivalent to replacing \( d^+ \) (\( d \)) with \( d^+ e^{-Dx^2/2} \) (\( d e^{-Dx^2/2} \)) in the system-bath coupling Hamiltonian (Eq. 3.4).
3.4. Broadening by the Marcus rate

From Eqs. 3.37-3.40 one can show that the forward and backward Marcus rates satisfy detailed balance

\[ k_{1 \rightarrow 0} = e^{\bar{E}_d/kT} k_{0 \rightarrow 1}, \tag{3.41} \]

where \( \bar{E}_d \) is defined in Eq. 3.24. Eq. 3.41 proves that the equilibrium impurity electron population is a Fermi function,

\[ N = \frac{k_{0 \rightarrow 1}}{k_{0 \rightarrow 1} + k_{0 \rightarrow 1}} = \frac{1}{1 + e^{E_d/kT}} = f(\bar{E}_d), \tag{3.42} \]

which follows from detailed balance (Eq. 3.41).

It is important to remember that Eq. 3.42 is correct only in the limit of vanishingly small \( \Gamma \). This expression does not include any broadening of the impurity level. To incorporate such broadening, in Paper II, we broadened all electronic observables using a Lorentzian function of width \( \Gamma \). This worked well in certain regimes. However, this ansatz is not general and it is not clear how to define a broadening width if \( \Gamma \) is not a constant, but rather depends on nuclear coordinates. For instance, \( \Gamma(x) = \Gamma_0 e^{-Dx^2} \).

Numerical tests described below indicate that a convolution of all electronic observables with a Lorentzian whose width is given by the sum of forward and backward Marcus rates

\[ \gamma_t = k_{0 \rightarrow 1} + k_{1 \rightarrow 0}, \tag{3.43} \]

provides a good approximation as compared with numerically exact NRG results. This observation is intuitively appealing, since Eq. 3.43 is the inverse lifetime of an electron (hole) in an occupied (unoccupied) molecular level. Applying such broadening to Eq. 3.42 the impurity level occupation takes the form

\[ N = \int dE \frac{1}{2\pi (\gamma_t/2)^2 + (E - \bar{E}_d)^2} f(E), \tag{3.44} \]
that can be compared to the NRG-calculated value. As shown in Figures 15 and 16, the results from Eq. 3.44 agree well with Numerical Renormalization Group (NRG). For comparison, we also plot results either (i) without broadening or (ii) after broadening by $\Gamma_0$:

$$N = \int dE \frac{1}{2\pi} \frac{\Gamma_0}{(\Gamma_0/2)^2 + (E - \bar{E}_d)^2} f(E).$$

(3.45)

Note when $D = 0$, $\Gamma = \Gamma_0$.

To highlight some of the nuances we face in estimating broadening rates, in Figures 17(a)-(b), we plot the electron population as a function of (a) e-ph coupling $g$ and (b) temperature $T$. In Figure 17(a), we find that, even though results from Marcus rate broadening are not perfect (as compared to the NRG results), Marcus rate broadening clearly captures the feature that increasing $g$ reduces the effective broadening. In Figure 17(b), we note that Marcus rate broadening agrees with NRG for both high and low temperatures.

Overall, Eq. 3.44 is the best approximation among all broadening approaches we have tested thus far. Future work will likely explore further the data in Figures 15-17 and seek either a better approach or an improved theoretical foundation for this empirical broadening behavior.

3.5. Steady state current

Thus far, we have shown that, when impurity-bath coupling depends strongly on nuclear coordinates, SH shows good agreement with NRG for equilibrium quantities (i.e. population). With this in mind we will now study out of equilibrium quantities; in particular we will compare I-V curves from SH and sQME in case of two electronic baths. Our interest is exploring the rich nonequilibrium physics possible when $\Gamma$ strongly depends on

\footnote{In the future, we intend to benchmark some time dependent calculation against exact results from Path Integral Monte Carlo.}
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Figure 15: The equilibrium electron population as a function of the impurity energy level, when $\Gamma$ depends on nuclear coordinate, $\Gamma = \Gamma_0 e^{-Dx^2}$, $\Gamma_0 = 0.01$, $kT = 0.01$, $\hbar \omega = 0.003$, e-ph coupling $g = 0.0025$. The Marcus rates appear to be good estimate for a broadening rate. NRG data can be considered nearly exact. [4,5]
Figure 16: The equilibrium electron population as a function of the impurity energy level, when $\Gamma$ depends on nuclear coordinate, $\Gamma = \Gamma_0 e^{-Dx^2}$, $\Gamma_0 = 0.01$, $kT = 0.01$, $\hbar\omega = 0.003$, e-ph coupling $g = 0.0075$. The Marcus rates appear to be good estimate for a broadening rate. NRG data can be considered nearly exact.
Figure 17: The equilibrium electron population as a function of (a) e-ph coupling $g$ and (b) temperature $kT$. The other parameters are $D = 0$, $\Gamma_0 = 0.01$, $\hbar \omega = 0.003$, $E_d = -0.018$. Note that broadening by the Marcus rate gives the qualitatively correct behavior. NRG data can be considered nearly exact.

$x$, which might be called “non-Condon” behavior. Our choice here of hybridization is

$$\Gamma_L = \Gamma_0 e^{-Dx^2},$$

$$\Gamma_R = \Gamma_0.$$  \hfill (3.46)  \hfill (3.47)

The procedure for calculating I-V curves for SH and QME can be found in Paper II. In short, with two electronic baths (with Fermi levels $\mu_L$ and $\mu_R$), the hopping rates of the CME (compared with the case of one electronic bath [Eqs. 3.18-3.19]) will be,

$$\gamma_{0\rightarrow 1} = \frac{\Gamma_L}{\hbar} f^L(\Delta V) + \frac{\Gamma_R}{\hbar} f^R(\Delta V)$$ \hfill (3.48)

$$\gamma_{1\rightarrow 0} = \frac{\Gamma_L}{\hbar} (1 - f^L(\Delta V)) + \frac{\Gamma_R}{\hbar} (1 - f^R(\Delta V))$$ \hfill (3.49)

$\Gamma_L$ ($\Gamma_R$) is the hybridization function of the impurity coupled to the left (right) electronic bath. The CME (Eqs. 3.16-3.17) will be unchanged. The current can be calculated using
the steady states probability densities $P_0(x,p)$ and $P_1(x,p)$,

$$I = \int dx dp \left( \gamma_{0\rightarrow 1}^L(x)P_0(x,p) - \gamma_{1\rightarrow 0}^L(x)P_1(x,p) \right)$$  \hspace{1cm} (3.50)$$

with,

$$\gamma_{0\rightarrow 1}^L = \frac{\Gamma_L}{\hbar} f^L(\Delta V)$$  \hspace{1cm} (3.51)$$

$$\gamma_{1\rightarrow 0}^L = \frac{\Gamma_L}{\hbar} (1 - f^L(\Delta V))$$  \hspace{1cm} (3.52)$$

For the sQME (secular QME), when $\Gamma_L = \Gamma_0 e^{-Dx^2}$, it is easy to show that the transition rates between the impurity and the left electrode become (compared to Eqs. 3.28-3.30),

$$W_{i\rightarrow i'}^{0\rightarrow 1} = \frac{\Gamma_0}{\hbar} \langle i | e^{-Dx^2/2} | i' \rangle^2 f^L \left( \bar{E}_d + \hbar \omega (i' - i) \right),$$  \hspace{1cm} (3.53)$$

$$W_{i\rightarrow i'}^{1\rightarrow 0} = \frac{\Gamma_0}{\hbar} \langle i | e^{-Dx^2/2} | i' \rangle^2 \left( 1 - f^L \left( \bar{E}_d + \hbar \omega (i' - i) \right) \right),$$  \hspace{1cm} (3.54)$$

$$W_{i\rightarrow i'}^{n\rightarrow n'} = 0, n = n'.$$  \hspace{1cm} (3.55)$$

where again $i$ ($i'$) labels a phonon mode centered at $x=0$ ($x = -\sqrt{2g}/\hbar \omega$). The transition rates between the impurity and the right electrode are unchanged; one just sets $f = f^R$ in Eqs. 3.28-3.30. As implemented in the sQME, the final on and off rates are the sum of the left and right rates,

$$W_{i\rightarrow i'}^{n\rightarrow n} = W_{i\rightarrow i'}^{n\rightarrow n} + W_{i\rightarrow i'}^{n\rightarrow n}. $$  \hspace{1cm} (3.56)$$

Similar to Eq. 3.50, with the steady states probabilities densities $P_0^n$, we can calculate the steady current

$$I = \sum_{ii'} P_0^i W_{i\rightarrow i'}^{0\rightarrow 1} - P_1^i W_{i\rightarrow i'}^{1\rightarrow 0}. $$  \hspace{1cm} (3.57)$$

To obtain converged results for the current, 300 phonon states are kept for the sQME. Here we do not incorporate any level broadening for either the sQME or SH data (which is valid
when $\Gamma$ is small).

In Figure 18, we plot I-V curves for different values of $D$ from SH and sQME, and we find good agreement between them.

The most interesting observation in Figure 18 is that, when $D$ is nonzero, the I-V curve shows a peak. In words, increasing the voltage across the impurity can lower the current. This peak can be explained by the (unbroadened) Landauer formula,

$$I = \frac{\Gamma_L \Gamma_R}{\Gamma_L + \Gamma_R} (f^L - f^R) \quad (3.58)$$

In the normal region, when the bias between the two fermi levels becomes larger ($f^L - f^R$ becomes larger), current increases. However, in addition to this primary effect, increasing the bias will also heat the oscillator to a higher temperature than the bath \cite{30,32}. Thus, on average, the root of mean square displacement $<x^2>$ should increase, which reduces the average of $\Gamma_L$, due to the factor $e^{-Dx^2}$. From the Landauer formula, when $\Gamma_L$ becomes smaller, the current decreases.

As evidence for this explanation, in our SH calculations, we have added an external phonon bath coupled to the oscillator both through a Langevin force and a damping term \cite{23}. Figure 19(b) shows that if the damping term $\gamma_p$ is set to be $\gamma_p = 0.02$, the temperature of the oscillator will not change with the voltage. In this case, observe that there are now no peaks in the I-V curves (Figure 19(a)). By contrast, without friction, the temperature of the oscillator changes dramatically with bias, and the I-V curves do show a peak.

3.6. Conclusions

We have investigated the transient dynamics of the CME, which include interesting oscillations at short times. For large enough temperature $T$, our dynamics agree with the full, nonsecular QME at most times. The secular QME provides a good approximation to the full QME at steady states.
Figure 18: I-V curves for different values of D (see Eq. 3.46). Lines from SH, dots from the sQME. $g = 0.005$, $\hbar \omega = 0.003$, $kT = 0.01$, $\Gamma = 2\Gamma_0 = 0.01$, $E_d = 0$. For large D, we observe negative differential resistance.

Figure 19: (a) I-V curves with and without an extra phonon bath, (b) the average kinetic energy (effective temperature) of the oscillator as a function of bias. $kT = 0.01$, $\Gamma_0 = 0.01$, $D = 0.5$, $\hbar \omega = 0.003$, $E_d = 0$, e-ph coupling $g = 0.0075$, the damping term $\gamma_p = 0.02$. For weak phonon damping, negative differential resistance goes hand in hand with a voltage-dependent heating. For strong phonon damping, however, the average kinetic energy is independent of voltage and we find no negative differential resistance.
To connect with standard nonadiabatic quantum dynamics, we have shown analytically that our SH approach recovers the celebrated Marcus rate when $\Gamma$ is a constant. Moreover, SH can be extended easily to the case where the hybridization function depends on the nuclear coordinate. In such a case, the Marcus rate gives us an easy, approximate way to incorporate level broadening, which has been verified by comparing with NRG for equilibrium populations (and with secular QME for out of equilibrium I-V curves). If possible, further benchmarking against exact dynamics will be useful. For now, we believe it is promising to apply the CME to a real condensed phase system—for example, the interaction between an adsorbate and a metal surface, which depends strongly on position. This work is ongoing.

Finally, we have studied I-V curves for the case where $\Gamma = \Gamma_0 e^{-Dx^2}$, and we have found an interesting turnover effect. This turnover can be explained as the result of heating from a steady state current and offers yet another example of inelastic scattering (which can lead to instability\cite{30,32}, and I-V step feathers\cite{78,79}). With coupling to an external phonon bath, however, the turnover effect disappears.

Overall, given the fact that $\Gamma$ will hardly ever be a constant in practice, we believe the paper represents an important step forward towards understanding SH and implementing an algorithm to simulate a realistic condensed phase system.
CHAPTER 4 : Frictional effects near a metal surface

This chapter was adapted from Ref. [6]

4.1. Introduction

When nuclei interact nonadiabatically with a manifold of electronic states, e.g. an adsorbate at a metal surface, there is a drastic breakdown of the Born-Oppenheimer approximation. For a closed system, with only a few degrees of freedom (DoFs), there exist some exact methodologies for studying this breakdown, including numerical exact approaches, such as Numerical Renormalization Group (NRG) [4,88,98], Multi-Configuration Time-Dependent Hartree (MCTDH) [99], and Path Integral Monte Carlo (PIMC) [1]. These methods are very powerful tools for solving model problems, but are difficult to apply to large, realistic (atomistic) systems.

A much simpler (but more approximate) approach for treating large-scale (atomistic) nonadiabatic dynamics near a metal surface is via a generalized Langevin dynamics (LD), whereby one runs effectively adiabatic molecular dynamics by including friction and a random force from the bath [12,13]. One such stochastic model of friction has been given by Head-Gordon and Tully, based on a smeared view of nonadiabatic couplings [82]. This model of electronic friction was derived for small electron-phonon (el-ph) couplings and zero temperature, and can be extended to the finite temperature case somewhat naturally [14]. Another stochastic model of Langevin dynamics was derived by von Oppen and coworkers based on a nonequilibrium Green function formalism and scattering matrix approaches that are applicable in and out of equilibrium [80,115]. Similar results were achieved using Influence Functionals [81,116].

For large systems, surface hopping (SH) is yet another appealing approach for modeling (approximately) dynamics with el-ph couplings [16,17]. Now, traditionally, SH has been restricted to the case that molecules interact with a limited (i.e. a handful) of electronic states.
To go beyond this limited case and treat an (infinite) manifold of electronic states—e.g. the case of a molecule near a metal surface—Shenvi et al have proposed an independent electron surface hopping (IESH). According to the IESH scheme, one discretizes the continuum and, by assuming independent one electron states, one can run reasonably large simulations that can capture vibrational relaxation.

In a series of recent papers, we have explored still another SH methodology—based on a classical master equation (CME)—to describe the dynamics of a molecule near a metallic system. According to this CME approach, the influence of the metal surface enters as hopping rates between two potential energy surfaces (PES’s). Essentially, if the molecule is charged, the nuclei move on one potential surface; and if the molecule is uncharged, the nuclei move on another. This method is valid when two conditions are met. First, as usual for SH methods, classical mechanics must be a good approximation for the nuclear motion, that is, $\hbar \omega \ll kT$, where $\omega$ is a characteristic nuclear frequency and $T$ is the temperature. Second, the CME should provide a good approximation for the kinetics of the electron transfer between molecule and metal. The CME is a perturbative expansion in metal-molecule coupling and will be accurate when the effect of molecular level broadening associated with the metal-molecule charge-transfer interaction can be disregarded, i.e. $kT \gg \Gamma$, where $\Gamma$ is the corresponding width. (However, see Ref. [95] for an approximate workaround to incorporate broadening approximately.)

By using such a SH approach to construct and solve the CME, we have shown that an ensemble of SH trajectories admit a unique steady state solution no matter how we prepare the initial states. This solution is a manifestation of relaxation associated with the repeated electron exchange with a thermal electronic bath, similar in nature to the frictional effects described in Refs. [80] [81] [115] [116]. Now, the latter works consider the case of strong molecule-metal couplings ($\hbar \omega \ll \Gamma$), where the nuclear motion loses its surface hopping character and can be described as motion on a single potential of mean force accompanied by electronic thermal noise and friction. By contrast, the CME is valid (see above) both
in the limit of strong metal-molecule coupling \((\Gamma \gg \hbar \omega)\) and weak metal-molecule coupling \((\Gamma \ll \hbar \omega)\). It is therefore of interest to compare SH dynamics versus mean field LD both in the weak and the strong metal-molecule coupling regime, both numerically and analytically.

In this paper, we show that in the strong molecule-metal coupling limit the CME can indeed be mapped onto a Fokker-Planck (FP) equation with (electronic) frictional damping and a random force. This FP equation can be formulated easily as an equivalent Langevin equation. Furthermore, the fluctuation-dissipation theorem is satisfied automatically for the case of a molecule near one equilibrium metallic bath. Our results are identical to those obtained in Ref. \[80\] in the limit \(kT \gg \Gamma\).

The final objective of this paper is to study the effect of friction on the ET rate. This can be done in two ways: either (i) changing the metal-molecule coupling or (ii) adding a nuclear phonon bath. In either case, we find a Kramer turnover effect.

The structure of this paper is as follows. In Sec. 4.2 we derive a FP equation from the CME. In Sec. 4.3.1 we compare dynamical observables from a FP equation versus those from a CME. In Sec. 4.3.2 we analyze the effect of friction on electron transfer (ET). We conclude in Sec. 4.4.

A word about notation is in order. Below, we use dimensionless position \(x \ (X = x \sqrt{\frac{\hbar}{m \omega}})\) and momentum \(p \ (P = p \sqrt{m \omega \hbar})\). Here \(X\) and \(P\) are the usual position and momentum operators. \(m\) and \(\omega\) are the mass and frequency of an oscillator respectively.

4.2. Electronic friction

4.2.1. Classical Master Equation

For this paper, we will restrict ourselves to a generalized version of the Anderson-Holstein (AH) model. Our model Hamiltonian describes an impurity energy level (molecule) coupled
both to a vibrational DoF and a continuum of electronic states:

\[
H = H_s + H_b + H_c, \quad (4.1)
\]

\[
H_s = E(x) d^+ d + \frac{1}{2} \hbar \omega (x^2 + p^2), \quad (4.2)
\]

\[
H_b = \sum_k (\epsilon_k - \mu) c_k^+ c_k, \quad (4.3)
\]

\[
H_c = \sum_k V_k (c_k^+ d + d^+ c_k), \quad (4.4)
\]

where \(d\) (\(d^+\)) and \(c_k\) (\(c_k^+\)) are the annihilation (creation) operators for an electron in the impurity (subsystem) and in the continuum (bath), \(x\) and \(p\) are (dimensionless) position and momentum operators for the nuclei. For now, \(E(x)\) can be an arbitrary function of nuclear position. For the original AH model, \(E(x) = \sqrt{2g} x + E_d\).

In the diabatic picture, there are two classes of PES’s–those with the impurity occupied (denoted as 1) and those with the impurity unoccupied (denoted as 0),

\[
H_\alpha = V_\alpha + \frac{1}{2} \hbar \omega p^2, \alpha = 0, 1 \quad (4.5)
\]

\[
V_0 = \frac{1}{2} \hbar \omega x^2, \quad (4.6)
\]

\[
V_1 = \frac{1}{2} \hbar \omega x^2 + E(x). \quad (4.7)
\]

In a CME, we define the classical phase space probability densities \(P_0(x, p, t)\) (\(P_1(x, p, t)\)) for the nuclear DoFs at time \(t\), assuming that the impurity is unoccupied (occupied) and the nuclei is at position \(x\) with momentum \(p\). The time evolution of phase space probability densities is governed by\[^{83,95}\],

\[
\frac{\partial P_0(x, p, t)}{\partial t} = \{H_0(x, p), P_0(x, p, t)\} - \gamma_{0 \rightarrow 1} P_0(x, p, t) + \gamma_{1 \rightarrow 0} P_1(x, p, t), \quad (4.8)
\]

\[
\frac{\partial P_1(x, p, t)}{\partial t} = \{H_1(x, p), P_1(x, p, t)\} + \gamma_{0 \rightarrow 1} P_0(x, p, t) - \gamma_{1 \rightarrow 0} P_1(x, p, t), \quad (4.9)
\]
where \{\} is the Poisson bracket,

\[
\{A, B\} = \frac{1}{\hbar} \left( \frac{\partial A}{\partial x} \frac{\partial B}{\partial p} - \frac{\partial B}{\partial x} \frac{\partial A}{\partial p} \right).
\]  

(4.10)

\(\gamma_{0\rightarrow 1}\) and \(\gamma_{1\rightarrow 0}\) are the hopping rates. In the case of one electronic bath,

\[
\gamma_{0\rightarrow 1} = \frac{\Gamma}{\hbar} f(E),
\]

(4.11)

\[
\gamma_{1\rightarrow 0} = \frac{\Gamma}{\hbar} (1 - f(E)).
\]

(4.12)

Here, \(f\) is the Fermi function, and \(\Gamma\) is the hybridization function,

\[
\Gamma(\epsilon) = 2\pi \sum_k |V_k|^2 \delta(\epsilon_k - \epsilon),
\]

(4.13)

which is assumed to be a constant (i.e. the wide band approximation).

4.2.2. Fokker-Planck Equation

Let us now write down the CME explicitly for the case of one bath:

\[
\hbar \frac{\partial P_0(x, p, t)}{\partial t} = -\hbar \omega_p \frac{\partial P_0(x, p, t)}{\partial x} + \hbar \omega_x \frac{\partial P_0(x, p, t)}{\partial p} - \Gamma f(E) P_0(x, p, t) + \Gamma(1 - f(E)) P_1(x, p, t),
\]

(4.14)

\[
\hbar \frac{\partial P_1(x, p, t)}{\partial t} = -\hbar \omega_p \frac{\partial P_1(x, p, t)}{\partial x} + \left(\hbar \omega_x + \frac{dE}{dx}\right) \frac{\partial P_1(x, p, t)}{\partial p} + \Gamma f(E) P_0(x, p, t) - \Gamma(1 - f(E)) P_1(x, p, t).
\]

(4.15)

We define new densities \(A(x, p, t)\) and \(B(x, p, t)\) as follows,

\[
P_0(x, p, t) = (1 - f(E)) A(x, p, t) + B(x, p, t),
\]

(4.16)

\[
P_1(x, p, t) = f(E) A(x, p, t) - B(x, p, t).
\]

(4.17)
Note that \( A(x,p,t) = P_0(x,p,t) + P_1(x,p,t) \), which is the total probability density. We would like to find a FP equation describing the time evolution of \( A(x,p,t) \).

To that end, if we plug Eqs. 4.16 and 4.17 into Eqs. 4.14 and 4.15 and add them up, we find,

\[
\hbar \frac{\partial A(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial A(x,p,t)}{\partial x} + (\hbar \omega x + \frac{dE}{dx} f(E)) \frac{\partial A(x,p,t)}{\partial p} - \frac{dE}{dx} \frac{\partial B(x,p,t)}{\partial p}.
\]

(4.18)

Next, using \( B(x,p,t) = f(E)P_0(x,p,t) - (1 - f(E))P_1(x,p,t) \), together with Eqs. 4.14 and 4.15, we find

\[
\hbar \frac{\partial B(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial B(x,p,t)}{\partial x} + \hbar \omega A \frac{\partial f(E)}{\partial x} + \hbar \omega \frac{\partial B(x,p,t)}{\partial p}
- \frac{dE}{dx} f(E)(1 - f(E)) \frac{\partial A(x,p,t)}{\partial p} + \frac{dE}{dx} (1 - f(E)) \frac{\partial B(x,p,t)}{\partial p} - \Gamma B(x,p,t).
\]

(4.19)

Eqs. 4.18-4.19 are valid under the CME assumptions \( kT \gg \hbar \omega, \Gamma \). We now further make the strong coupling assumption that the inverse lifetime of the impurity is much larger than the oscillator frequency, \( \Gamma \gg \hbar \omega \), which implies that the oscillator reaches local equilibrium quickly. Thus, \( B(x,p,t) \) should be small relative to \( A(x,p,t) \), and one might hope that \( B(x,p,t) \) should change slowly with respect to \( x, p, t \). (The validity of these assumptions can be inferred from the data below.) These assumptions allow us to ignore several terms in Eq. 4.19 and we find

\[
B(x,p,t) \approx -\frac{dE}{dx} \frac{1}{F}(1 - f(E)) f(E) \frac{\partial A(x,p,t)}{\partial p} + \frac{h \omega p A}{\Gamma} \frac{\partial f(E)}{\partial x}.
\]

(4.20)

If we substitute Eq. 4.20 back into Eq. 4.18, we arrive at a FP equation (using the fact that \( \frac{\partial f(E)}{\partial x} = -\frac{dE}{dx} f(E)(1 - f(E)) \frac{1}{kT} \)),

\[
\hbar \frac{\partial A(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial A(x,p,t)}{\partial x} + \frac{\partial U(x)}{\partial x} \frac{\partial A(x,p,t)}{\partial p}
+ \hbar \gamma_\epsilon \frac{\partial}{\partial p} (pA(x,p,t)) + \hbar \gamma_\epsilon \frac{kT \partial^2 A(x,p,t)}{\partial p^2}.
\]

(4.21)
Here $\gamma_e$ is the electronic friction

$$\gamma_e = \frac{1}{\Gamma} \omega \left( \frac{dE}{dx} \right)^2,$$  \hspace{1cm} (4.22)

and $\frac{\partial U(x)}{\partial x}$ is the mean force

$$\frac{\partial U(x)}{\partial x} = \hbar \omega x + \frac{dE}{dx} f(E).$$ \hspace{1cm} (4.23)

We can write the potential of mean force explicitly (up to a constant),

$$U(x) = \frac{1}{2} \hbar \omega x^2 - \frac{1}{\beta} \log(1 + \exp(-\beta E(x))).$$ \hspace{1cm} (4.24)

Eqs. (4.21)-(4.23) are the main results of this paper. In Appendix 4.5.1 we show that these equations are consistent with those of Ref. [80] in the limit $kT \gg \Gamma$. Also in Appendix 4.5.1 we give a very rough sketch about how our model might connect with the Head-Gordon/Tully electronic friction model. Note that our results are not restricted to a harmonic approximation for the nuclear motion (see Appendix 4.5.2 for the general form of the FP equation in standard units).

To better understand Eqs. (4.21)-(4.23) we will consider here and below the original AH model, where $E(x)$ is chosen to linearly depend on $x$,

$$E(x) = \sqrt{2} g x + E_d.$$ \hspace{1cm} (4.25)

We define the renormalized energy as $\bar{E}_d \equiv E_d - E_r$, where $E_r = g^2/\hbar \omega$ is the reorganization energy. In Fig. 20 we plot the potential of mean force and electronic friction as a function of $x$ for the AH model. Note that the friction shows a peak where the two PES’s cross and multiple surface effects are important. At this point, electrons are exchanged near the metal Fermi energy, where the partial occupation of the metal single-electron levels facilitates this exchange.
Figure 20: Potential of mean force (PMF, Eq. 4.24) and electronic friction (Eq. 4.22) as a function of position for the AH model; $V_0$ (Eq. 4.6) and $V_1$ (Eqs. 4.7 and 4.25) are the two diabatic PES’s. $g = 0.02$, $\hbar \omega = 0.003$, $\Gamma = 0.01$, $E_d = 0$, $kT = 0.02$. In Ref. [6], $kT = 0.01$ by mistake, which should be $kT = 0.02$. Here, the electronic friction is plotted in units of $\frac{g^2 \omega}{\Gamma kT}$.

4.2.3. Equilibrium Solution

Before we analyze numerically the behavior of the electronic friction model in Eqs. 4.21-4.23, a few analytical results about the equilibrium are appropriate.

The electronic friction in the FP equation (Eq. 4.21) guarantees that the total system density $A(x,p,t)$ reaches thermal equilibrium. Let us show that this equilibrium (with Eqs. 4.20-4.21) will be identical to the equilibrium distribution from the CME.

As shown previously, the simple equilibrium solution for the CME is (for the case of one bath),

$$P_{0}^{CME}(x,p) = C \exp \left( -\frac{1}{2} \beta \hbar \omega (x^2 + p^2) \right),$$  \hspace{1cm} (4.26)

$$P_{1}^{CME}(x,p) = C \exp \left( -\frac{1}{2} \beta \hbar \omega (x^2 + p^2) - \beta E(x) \right).$$  \hspace{1cm} (4.27)

$C$ is a normalization factor, determined by $\int \int dx dp \left( P_{0}^{CME}(x,p) + P_{1}^{CME}(x,p) \right) = 1.$
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Now, from Eq. 4.21 one can show easily that the equilibrium solution for the FP equation is,

$$A(x, p) = C \exp \left( -\frac{1}{2} \beta \hbar \omega p^2 - \beta U(x) \right).$$  \hspace{1cm} (4.28)

From Eq. 4.20 moreover, we find that $B(x, p)$ vanishes at equilibrium. Thus Eqs. 4.16 and 4.17 are reduced to

$$P_0(x, p) = (1 - f(E)) A(x, p),$$  \hspace{1cm} (4.29)

$$P_1(x, p) = f(E) A(x, p).$$  \hspace{1cm} (4.30)

With the explicit form for the potential of mean force in Eq. 4.24, it is straightforward to show that Eqs. 4.29-4.30 give the same results as Eqs. 4.26-4.27.

4.3. Results

4.3.1. Electronic friction-Langevin dynamics

Finally, we will now study the dynamics of the electronic friction/FP model and compare these dynamics with dynamics from the CME.

For the CME, phase space densities can be propagated using a SH algorithm in real time\textsuperscript{38}. In short, we use a swarm of trajectories to sample phase space densities. For each trajectory, we assume the oscillator moves on one potential surface 1 (or 0). At each time step, we generate a random number $\zeta \in [0, 1]$. If $\zeta > \gamma_{1\rightarrow0}dt$ (or $\zeta > \gamma_{0\rightarrow1}dt$), the oscillator will continue moving on potential surface 1 (or 0) for a single time step of length $dt$. Otherwise, the oscillator will hop to potential surface 0 (or 1), and move a single time step on potential surface 0 (or 1). If the oscillator hops, the position and momentum are not adjusted.
For the FP equation, we use electronic friction-Langevin dynamics (EF-LD),

\[
\begin{align*}
\hbar \dot{p} &= -\frac{\partial U}{\partial x} - \hbar \gamma_e p + \xi, \\
\hbar \dot{x} &= \hbar \omega_p 
\end{align*}
\] (4.31) (4.32)

where \(\xi\) is the random force that is assumed to be a Gaussian variable with a norm \(\sigma = \sqrt{2\hbar \gamma_e kT/\omega dt}\) (which satisfies the fluctuation-dissipation theorem [23,110]). Again, \(dt\) is the time step interval. We use 4th order Runge-Kutta to integrate Eqs. 4.31, 4.32. Below, unless stated otherwise, we use 10000 trajectories for SH and EF-LD simulations.

**Electronic population**

First we look at the electronic population in the impurity as a function of time. For EF-LD, to calculate the electronic population, we make the following approximation,

\[
N(t) = \int dxdp P_1(x,p,t) \approx \int dxdp f(E) A(x,p,t) \equiv \langle f(E) \rangle. 
\] (4.33)

At long times, when \(B(x,p,t)\) vanishes, Eq. 4.33 gives the same population as the CME, as shown in Sec. 4.2.3. That being said, for short times, SH dynamics and FP dynamics can be extremely different.

In Fig. 21, we simulate electronic population in the impurity for both SH and EF-LD, where we prepare the initial states of the oscillators in one well with a Boltzmann distribution at temperature \(kT\). Note that, because the potential of mean force is a mixture of two diabatic PES’s, the initial \((t = 0)\) electronic populations from EF-LD are not equal to 1. Furthermore, observe that SH and EF-LD dynamics disagree strongly at short times; agreement occurs only at long times. Clearly, EF-LD is not reliable for calculating electronic population in general. In fact, EF-LD would be useless for simulating the early time dynamics of a photoexcited system where the nuclear distribution was completely uncorrelated with electronic population.
Figure 21: Electronic population in the impurity from EF-LD (circles) and SH (lines): (a) long time dynamics, (b) short time dynamics. $g = 0.02$, $\hbar \omega = 0.003$, $\Gamma = 0.01$, $kT = 0.05$. Note that EF-LD and SH agree only at long times; at short times, EF-LD is unreliable.

**Kinetic energies and momentum-momentum correlation functions**

Whereas EF-LD does not yield a robust treatment of impurity population, the model is much more reliable for measuring nuclear observables.

In Fig. 22 we look at the average kinetic energy as the oscillator relaxes after being prepared initially with an inflated temperature of $5kT$ (in a Boltzmann distribution). Fig. 23 plots the momentum-momentum correlation. Both plots show that, with increased $\Gamma$, EF-LD agrees with SH. Lastly, Fig. 24 shows that, for the AH model, EF-LD works best when $g$ (the el-ph coupling) is not too large.

Overall, our conclusions are as follows. On the one hand, Ref. 95 shows our SH approach agrees well with quantum master equation (QME), both when $\Gamma \ll \hbar \omega$, or $\Gamma \gg \hbar \omega$. On the other hand, we have shown the EF-LD agrees well with SH only in the limit that $\Gamma \gg \hbar \omega$ and when the initial conditions are quasi-equilibrium. Because both SH and EF-LD are computationally inexpensive with roughly the same cost, for now we presume SH approach will be more useful than EF-LD in the limit $kT \gg \Gamma$. For now, EF-LD would appear
Figure 22: The effect of electronic friction on phonon relaxation. Here, we plot the average kinetic energy as a function of time. $kT = 0.05$, $\hbar\omega = 0.003$, $g = 0.02$, $\bar{E_d} = 0$. We prepare the initial states satisfying a Boltzmann distribution with a temperature $5kT$. Note that EF-LD agrees with SH increasingly well as $\Gamma$ increases.
Figure 23: The effect of electronic friction on the momentum-momentum correlation function. $kT = 0.05$, $\hbar\omega = 0.003$, $g = 0.02$, $\bar{E}_d = 0$. 100 trajectories have been used to calculate the momentum-momentum correlation function. Note that EF-LD agrees better with SH for large $\Gamma$. 
4.3.2. The effect of friction on barrier crossings

Electronic Friction

The potential of mean force for the AH model is a double well with a barrier (Fig. 20), and the friction increases as $\Gamma$ decreases (see Eq. 4.22). Thus, in the context of EF-LD, the electron transfer rate as a function of friction (or $\Gamma$) should give a turnover effect just as in standard transition state theory.

In Fig. 25 we plot ET rates as a function of $\Gamma$ for both EF-LD and SH. When calculating ET rates from SH dynamics, we fit the long time electronic population to an exponential function, which should yield total ET rates,

$$K_T = K_{1\rightarrow0} + K_{0\rightarrow1}. \quad (4.34)$$
To determine the forward rates ($K_{1 \to 0}$), we invoke detailed balance\cite{117}, so that

$$K_{1 \to 0} = K_{0 \to 1} \exp(\beta \bar{E}_d).$$

(4.35)

To determine the ET rates from EF-LD, we fit the average position $\langle x \rangle$ as a function of time with an exponential. Again, by using the detailed balance in Eq. (4.35) we can determine the forward ET rates. This prescription allows us to extract ET rates without ever calculating the electronic population explicitly.

In Fig. 25, we see that, according to EF-LD, there is large turnover effect in the ET rate as function of $\Gamma$. This Kramer turnover is a well-known function of overdamping. For SH dynamics, we do not see such a large effect, but there is an optimal range of $\Gamma$ that maximizes the ET rate (around $\Gamma = 0.015$). Note that EF-LD should not (and does not) agree with SH dynamics for small $\Gamma$ ($\Gamma \leq \hbar \omega$). The rates in Fig. 25 are quite slow and SH and EF-LD are in near agreement for $\Gamma \geq 0.01$. 

Figure 25: (a): Electron transfer rate as a function of $\Gamma$; (b): A zoomed in picture of (a) in the range $\Gamma \in [0, 0.01]$. $g = 0.02, \hbar \omega = 0.003, \bar{E}_d = 0, kT = 0.01$. The electronic friction varies as $1/\Gamma$, so that over damped dynamics occur as $\Gamma \to 0$. 

(a) 

(b)
Imposition of external (phonon) frictional bath

As seen in Fig. 25, we obtain a pronounced turnover in the rate as a function of $\Gamma$ from the EF-LD dynamics when this dynamics fails to correctly describe system behavior ($\Gamma \ll \hbar \omega$). For comparison with standard descriptions of environmental (phonon) effects on reaction rates, we next simulate the effect of a thermal environment (solvent motions) by adding standard (Markovian and position independent) frictional damping and the associated random force that together satisfy the fluctuation-dissipation theorem.

Fig. 26 shows electronic population in the impurity as a function of time with different phonon frictions from SH. Here we are operating in the limit $E_r \gg kT$. If we compare Fig. 21 against Fig. 26, we find that, except for an early time transient, there are no oscillations in the electronic population. When we increase the phonon friction from 0 to $\omega$, the ET rates increase. Thereafter, increasing the phonon friction reduces the ET rates. Thus again, we find a Kramer’s turnover effect.\[110,117]

In Fig. 27(a), we plot the forward ET rates ($K_{1\rightarrow 0}$) as function of phonon frictions from
Figure 27: ET forward rates as function of phonon friction $\gamma$ from SH and EF-LD. $g = 0.02$, $\hbar \omega = 0.003$, $\bar{E}_d = 0$, $kT = 0.01$. Note the agreement between EF-LD and SH. For large $\gamma$, we fit the ET rates as $A/\gamma$ (where $A$ is a fitting parameter), which indicates that ET decays as $1/\gamma$ for large friction.

SH, which shows the turnover phenomenon clearly. Moreover, the ET rates tend to agree for large phonon friction regardless of $\Gamma$. Note the relative scale of ET rates between Figs. 25 and 27. A simple fit shows that the ET rate scales as $1/\gamma$, as would be expected from Kramer’s theory. As Fig. 27(b) shows, ET rates from EF-LD agree well with results from SH.

4.4. Conclusions

In this paper, we have found a Fokker-Planck (FP) equation to characterize a classical master equation (CME) for an impurity subsystem coupled to an electronic continuum and a nuclear DoF. (If the nuclear DoF is harmonic, we assume that we are in the limit of $\Gamma \gg \hbar \omega$.) We have found an explicit form for the electronic friction and random force. For the case of one bath, the FP equation satisfies the fluctuation-dissipation theorem automatically. In equilibrium, we have shown that the FP equation gives the same solution as the CME. For the transient dynamics, electronic friction-Langevin dynamics (EF-LD) agrees well with surface hopping (SH) for large $\Gamma$ if we focus on nuclear properties and
we assume that the system begins close enough to equilibrium (i.e. not photoexcitation). Finally, we also have investigated the effect of friction on ET rates, where we have found an analog to the Kramer’s turnover effect.

Looking forward, several questions arise. First, recent experiments\cite{24,25} have suggested that electronic friction cannot treat electron-molecule scattering at a metal surface. However, Wodtke et al have used the Head-Gordon/Tully prescription for frictional dynamics (which we cannot fully recover in our theory). It will be interesting to see how the electronic frictional model described here in Eq. 4.22 performs (compared to both the more robust SH calculation and to experiments).

Second, there are many other exciting questions to address in the regime of nonequilibrium dynamics, including the instability as induced by current\cite{32,33}. This work is ongoing.

4.5. Appendix

In contrast with the body of this paper, we now work in standard units, where X and P have units of position and momentum.

4.5.1. A rough sketch relating our model of electronic friction to the Head-Gordon/Tully model

In this paper, we have derived the von Oppen model of electronic friction (Eq. 4.22) starting from a SH picture of nuclear-electronic dynamics (i.e. the classical master equation). Now in the literature, there is a different model of electronic friction, due to Head-Gordon and Tully (HGT). As presented in Ref. \cite{82}, in practice, the HGT model has been used for ab initio calculations of clusters where there is at least a small band gap. In such a case, the HGT frictional damping parameter can be written down as\cite{71}:

\[
\gamma = \pi \hbar d^2_{jj+1} \tag{4.36}
\]
where \( j \) is the highest occupied adiabatic orbital and \( j + 1 \) is the lowest unoccupied adiabatic orbital. \( d_{j,j+1} \) is the derivative coupling between orbital \( j \) and \( j + 1 \). In this Appendix, we would like to make a heuristic sketch for how one might try to reconcile Eq. 4.22 (which was derived at large temperature) and Eq. 4.36 (which was derived at zero temperatures). The argument goes as follows.

In the context of a true many-body calculation, with an infinite number of electronic DoFs, a natural extension of Eq. 4.36 would be to assume that the damping term varies as

\[
\gamma = \pi \hbar \sum_{\alpha, \alpha'} d_{\alpha, \alpha'}^2,
\]

(4.37)

where \( \alpha \) and \( \alpha' \) are the adiabatic orbitals below and above Fermi level. For a Hamiltonian of the form in Eqs. 4.1-4.4, we can then rewrite the electronic friction as

\[
\gamma = \pi \hbar \sum_{\alpha, \alpha'} d_{\alpha, \alpha'}^2 = \pi \hbar \sum_{\alpha, \alpha'} |\langle \alpha | d^+ | \alpha' \rangle|^2 = \pi \hbar \left( \frac{dE}{dX} \right)^2 \sum_{\alpha, \alpha'} \frac{|\langle \alpha | d^+ | \alpha' \rangle|^2}{(\epsilon_{\alpha} - \epsilon_{\alpha'})^2},
\]

(4.38)

where we have used Hellmann-Feynman theorem. Converting the sum to an integral in energy domain, and using a Green function formalism, we can represent \( d^+d \) explicitly in adiabatic basis,

\[
\sum_{\alpha, \alpha'} |\langle \alpha | d^+ | \alpha' \rangle|^2 = \int_{-\infty}^{\epsilon_F} d\epsilon_1 \rho(\epsilon_1) \int_{\epsilon_F}^{\infty} d\epsilon_2 \rho(\epsilon_2) \frac{\Gamma}{2\pi}\frac{1}{\rho(\epsilon_1) (\epsilon_1 - E(X))^2 + (\Gamma/2)^2}
\]

\[
\times \frac{1}{2\pi}\frac{\rho(\epsilon_2)}{(\epsilon_2 - E(X))^2 + (\Gamma/2)^2}.
\]

(4.39)

\( \rho(\epsilon_1) \) (\( \rho(\epsilon_2) \)) is the density of states at \( \epsilon_1 \) (\( \epsilon_2 \)).

At this point, noting that Eq. 4.37 (or Eq. 4.39) is a zero temperature result, one might propose incorporating finite temperature by including the Fermi-Dirac distribution and
adding a small number $\xi$ in the denominator. Eq. [4.39] then becomes

\[
\int d\epsilon_1 f(\epsilon_1) \int d\epsilon_2 (1 - f(\epsilon_2)) \left( \frac{1}{2\pi} \right)^2 \frac{1}{\frac{\Gamma}{(\epsilon_1 - E(X))^2 + (\Gamma/2)^2}} \times \frac{\Gamma}{1} \frac{\Gamma}{(\epsilon_2 - E(X))^2 + (\Gamma/2)^2} \left( \epsilon_1 - \epsilon_2 \right)^2 + \xi^2.
\] (4.40)

Assuming $\xi$ is small, we can further approximate,

\[
\frac{1}{(\epsilon_1 - \epsilon_2)^2 + \xi^2} = \frac{\xi}{(\epsilon_1 - \epsilon_2)^2 + \xi^2} \approx \pi \delta(\epsilon_1 - \epsilon_2) \frac{1}{\xi}.
\] (4.41)

Then the electronic friction becomes,

\[
\gamma \approx \pi h \left( \frac{dE}{dX} \right)^2 \int \frac{d\epsilon_1}{\pi} f(\epsilon_1)(1 - f(\epsilon_1)) \left( \frac{\Gamma/2}{(\epsilon_1 - E(X))^2 + (\Gamma/2)^2} \right)^2 \frac{1}{\xi}.
\] (4.42)

Finally, if we make the ansatz that temperature is the relevant broadening parameter and set $\xi$ to be order of temperature ($\xi \sim kT$), we get the same expression for the friction as in Ref. [80] (up to a constant factor). In the limit $\Gamma \ll kT$, we can ignore the level broadening and we recover

\[
\gamma \sim \frac{\hbar}{kT} f(E)(1 - f(E)) \left( \frac{dE}{dX} \right)^2,
\] (4.43)

which is exactly the same as what we get from the CME (Eq. [4.22]) but now in standard units. See Eq. [4.51].

We must emphasize that this “derivation” is highly ad hoc. On the one hand, given the leaps of faith in this derivation, the reader might well decide that the HGT model is a very different model of friction than the von Oppen model. One the other hand, this derivation does show some relevant features in common—for instance, both frictional models scale as $g^2$ and peak near the crossing region. Further research will be necessary to assess the connection derived here and the validity of the HGT model.
4.5.2. Beyond the harmonic approximation for the motion of the nuclei

We will now show that the model of friction in Eq. 4.22 does not rely on a harmonic potential energy surface for the nuclei. Consider the general potential $U_0(X)$ for the nuclei,

$$H = H_s + H_b + H_c,$$

(4.44)

$$H_s = E(X)d^+d + \frac{P^2}{2m} + U_0(X),$$

(4.45)

$$H_b = \sum_k (\epsilon_k - \mu)c_k^+c_k,$$

(4.46)

$$H_c = \sum_k V_k(c_k^+d + d^+c_k),$$

(4.47)

In such a case, the CME is [83]

$$\frac{\partial P_0(X, P, t)}{\partial t} = -\frac{P}{m} \frac{\partial P_0(X, P, t)}{\partial X} + \frac{dU_0}{dX} \frac{\partial P_0(X, P, t)}{\partial P} - \frac{\Gamma}{\hbar} f(E)P_0(X, P, t)$$

$$+ \frac{\Gamma}{\hbar} (1 - f(E))P_1(X, P, t),$$

(4.48)

$$\frac{\partial P_1(X, P, t)}{\partial t} = -\frac{P}{m} \frac{\partial P_1(X, P, t)}{\partial X} + \frac{dU_0}{dX} \frac{\partial P_1(X, P, t)}{\partial P} + \frac{\Gamma}{\hbar} f(E)P_0(X, P, t)$$

$$- \frac{\Gamma}{\hbar} (1 - f(E))P_1(X, P, t).$$

(4.49)

Following the exact procedure as above in Eqs. 4.16-4.21 we can write the FP equation for the general case,

$$\frac{\partial A(X, P, t)}{\partial t} = -\frac{P}{m} \frac{\partial A(X, P, t)}{\partial X} + \frac{U(X)}{\partial X} \frac{\partial A(X, P, t)}{\partial P}$$

$$+ \frac{\gamma_e}{m} \frac{\partial}{\partial P} (PA(X, P, t)) + \gamma_e kT \frac{\partial^2 A(X, P, t)}{\partial P^2},$$

(4.50)

where $\gamma_e$ is the electronic friction

$$\gamma_e = \frac{\hbar}{\Gamma kT} f(E) (1 - f(E)) \left( \frac{dE}{dX} \right)^2,$$

(4.51)
and $U(X)$ is the potential of mean force,

$$U(X) = U_0(X) - \frac{1}{\beta} \log(1 + \exp(-\beta E(X))).$$  \hspace{1cm} (4.52)

The equivalent Langevin dynamics is

$$m\ddot{X} = -\frac{\partial U(X)}{\partial X} - \gamma_e \dot{X} + \xi(t),$$ \hspace{1cm} (4.53)

where $\xi(t)$ is the random force that satisfies

$$\langle \xi(t)\xi(t') \rangle = 2kT\gamma_e \delta(t - t').$$  \hspace{1cm} (4.54)

Eq. [4.51] is a general form of electronic friction that does not depend on any harmonic approximation.
CHAPTER 5 : A broadened classical master equation approach for nonadiabatic dynamics at metal surfaces: beyond the weak molecule-metal coupling limit

This chapter was adapted from Ref. [119]

5.1. Introduction

The dynamics of molecules near metal surfaces are often nonadiabatic, i.e. the dynamics do not obey the Born-Oppenheimer approximation [82]. In such a case, just as for problems in photochemistry, there are several energy scales that are relevant. Consider, for example, the Anderson-Holstein (AH) model (Eqs. 5.1-5.4), which is the simplest model Hamiltonian for describing such dynamics. The Anderson-Holstein model (and generalizations thereof) has been broadly used to describe molecular junctions [78,79,120], quantum dots [121,122], gas scattering from metals [24,71,72], and electrochemical systems [123]. For the AH model, we consider an impurity energy level coupled both to a manifold of electronic states representing the metal and also to a single nuclear degree of freedom [76,77]. There are at least three important energy scales for the AH Hamiltonian: the inverse time scale for nuclear motion $\omega$, the strength of the molecule-metal coupling $\Gamma$, and the temperature of the metal $T$. In general, propagating dynamics for the simple AH model with an arbitrary set of parameter values to convergence can be difficult for numerically exact methods, such as Numerical Renormalization Group [4,88,98], Multi-Configuration Time-Dependent Hartree [99], and Path Integral Monte Carlo [1]. Thus, if we seek an algorithm to describe more complicated, realistic systems beyond the AH model, appropriate approximations must be made.

For this paper, we restrict ourselves to the case $kT > \hbar \omega$, where a classical description of the nuclear motion should be feasible. Even for this regime, however, no simple solution is available. For example, in the literature, we find two different approaches for further

\[ E_r = \frac{g^2}{\hbar \omega}, \]

\[ E_d, \]

\[ W. \]
simplifying the AH model, each based on the strength of electron-metal coupling (\( \Gamma \)). (See Fig. 28) On the one hand, for small \( \Gamma \), a perturbative treatment leads to a variety of master equations\( ^{31,33,38,83,86,95} \), where usually the level broadening is disregarded; for the most part, these approaches are valid only when the electron-metal coupling is small compared to temperature (\( \Gamma < kT \)). On the other hand, in the limit of large \( \Gamma \), an adiabatic approach yields a broadened Fokker-Planck (BFP) equation, or equivalently Langevin dynamics on a broadened potential of mean force\( ^{80,81,115,116} \). As usual, the adiabatic approximation requires that the nuclear dynamics be slow compared to electron-metal coupling, roughly \( \Gamma > \hbar \omega \); the adiabatic approximation also cannot be used in a straightforward formalism for short times if the system begins out of equilibrium.

In a series of recent papers\( ^{6,38,95} \), we have now started to analyze both of the approaches above. Almost a year ago, in Refs. \( ^{38} \) and \( ^{95} \), we followed the first approach above and studied a classical master equation (CME) to model nonadiabatic dynamics near metal surfaces in the limit \( \Gamma < kT \). This CME did not include broadening. More recently, in Ref. \( ^{6} \), we considered our CME in the further limit that \( \Gamma > \hbar \omega \), and we showed that our CME can be mapped to a Fokker-Planck (FP) equation (where the nuclei move on the potential of mean force with random force and experience frictional damping from the electronic degrees of freedom). Most importantly, in Ref. \( ^{6} \), we also showed that our FP equation is equivalent to the broadened Fokker-Planck (BFP) equation derived by von Oppen and co-workers in the limit of high temperature\( ^{80} \). It must be emphasized that von Oppen and co-workers derived their BFP equation using the second approach listed above, i.e. assuming only that \( \Gamma > \hbar \omega \) (and not requiring that \( \Gamma < kT \)). Thus, for low temperature, the von Oppen BFP equation includes broadening whereas our FP equation does not.

With this background in mind, in the present paper, we will argue that it is possible to bridge the small and large \( \Gamma \) cases above by extrapolation. While a rigorous approach for connecting these two limits was recently proposed by Galperin and Nitzan\( ^{125} \), we will
propose a practical approach by ansatz. To make this connection, we will modify our CME to incorporate level broadening, and we will refer to the resulting equation (see below) as a “broadened classical master equation (BCME).” In the limit that $\Gamma < kT$, our BCME reduces to the unbroadened CME; in the limit that $\Gamma > \hbar \omega$, our BCME can be mapped to von Oppen’s BFP equation. Therefore, we would hope that our BCME valid for all $\Gamma$ (see Fig. 28), so long as the nuclei are classical, $kT > \hbar \omega$. Note that such an approach would be key for two important applications. First, with such an approach, we would be able to study the photoinduced dynamics of molecules near strongly coupled metal surfaces; recall that von Oppen’s BFP equation assumes that the nuclei must begin and remain in quasi-equilibrium with the electronic degrees of freedom so that out of equilibrium initial conditions are not permitted). Second, for many reactions on surfaces, the molecule-metal coupling changes strongly with position $(x)$, where $x$ might be the distance to the metal surface. In such a case, if $\Gamma$ is not a constant, one cannot assume that $\Gamma(x) < kT$ or $\Gamma(x) > \hbar \omega$. With an accurately BCME, however, one should be able to treat both cases so that one can model inner sphere electrochemical reactions occurring at surfaces.

Before concluding this introduction, we note that the BCME presented below can be solved numerically with a simple, stable surface hopping (SH) procedure. Compared with our previous SH algorithm [38] without broadening, there is now one difference: whereas all jumps between potential energy surfaces are local in phase space for the standard CME, momentum adjustments become necessary for the BCME. Of course, momentum jumps also occur in Tully’s fewest-switches surface hopping algorithm [16]. Thus, one must wonder whether in the future we will find additional connections between our BCME and Tully style surface hopping; this theme will be explored in a future article.

An outline of this article is as follows. In Sec. 5.2 we present a BCME that incorporates level broadening. In Sec. 5.3 we describe the surface hopping algorithm to solve the BCME. In Sec. 5.4 we show results. We conclude in Sec. 5.5.
Figure 28: The energy regimes for different theoretical approaches. All methods treat the nuclei classically, hence $kT > \hbar \omega$. Depending on how strong the electron-metal coupling ($\Gamma$) is, different methods will be applicable. A broadened CME (BCME) will have the largest range of applicability, connecting the domains of the standard CME and broadened FP (BFP) equation.

5.2. Theory

For simplicity, we now discuss the Anderson-Holstein (AH) model, which is the simplest possible model for describing coupled nuclear electronic motion near a metal surface. (A more general discussion of our algorithm is given in Appendix 5.6.2, where we consider the case of arbitrary potential energy surfaces and many nuclear degrees of freedom.) The AH Hamiltonian is:

$$H = H_s + H_b + H_c,$$

$$H_s = E(x)d^+d + \frac{1}{2}\hbar\omega(x^2 + p^2),$$

$$H_b = \sum_k (\epsilon_k - \mu)c_k^+c_k,$$

$$H_c = \sum_k V_k(c_k^+d + d^+c_k).$$
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where the energy difference between diabats is defined as

\[ E(x) \equiv \sqrt{2}gx + E_d. \]  

(5.5)

Here, we find an impurity electronic energy level (with creation operator \( d^+ \) and annihilation operator \( d \)) coupled both to a manifold of electrons (\( c_k^+, c_k \) labeled by Bloch state \( k \)) and a nuclear degree of freedom \( (x, p) \). We use dimensionless \( x \) and \( p \) coordinates. In Eq. 5.5, \( g \) describes the strength of electron-phonon coupling (\( \sqrt{2} \) is a factor used by convention).

### 5.2.1. Standard Classical Master Equation

In a classical master equation (CME) approach, we use probability density \( P_0(x,p,t) \) (\( P_1(x,p,t) \)) to describe a state with the impurity being unoccupied (occupied), and the oscillator being at position \( x \) with momentum \( p \). When \( \Gamma \ll kT \), the time evolution of the probability density is given by

\[
\hbar \frac{\partial P_0(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial P_0(x,p,t)}{\partial x} + \hbar \omega x \frac{\partial P_0(x,p,t)}{\partial p} \\
- \Gamma f(E(x))P_0(x,p,t) + \Gamma(1-f(E(x)))P_1(x,p,t),
\]

(5.6)

\[
\hbar \frac{\partial P_1(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial P_1(x,p,t)}{\partial x} + (\hbar \omega x + \sqrt{2}g) \frac{\partial P_1(x,p,t)}{\partial p} \\
+ \Gamma f(E(x))P_0(x,p,t) - \Gamma(1-f(E(x)))P_1(x,p,t).
\]

(5.7)

Here, \( \Gamma \) is the hybridization function that describes the strength of electron-metal coupling, and we assume \( \Gamma \) is a constant (i.e. the wide band approximation), \( \Gamma(\epsilon) = 2\pi \sum_k |V_k|^2 \delta(\epsilon - \epsilon_k) \equiv \Gamma. \) \( f(E(x)) = \frac{1}{e^{\frac{E(x)}{kT}} + 1} \) is a Fermi function.

Eqs. 5.6 5.7 have a simple physical picture: motion along two diabatic potential surfaces (with a timescale of \( 1/\omega \)), plus hopping (with a timescale of \( \hbar/\Gamma \)) between \( P_0(x,p,t) \) and
$P_1(x, p, t)$. The two diabatic potential surfaces are:

$$V_{\text{diab}}^0 = \frac{1}{2} \hbar \omega x^2,$$

(5.8)

$$V_{\text{diab}}^1 = \frac{1}{2} \hbar \omega x^2 + \sqrt{2}g x + E_d.$$ 

(5.9)

Following Ref. [6], we can define new densities $A(x, p, t)$ and $B(x, p, t)$ according to

$$P_0(x, p, t) = (1 - f(E(x)))A(x, p, t) + B(x, p, t),$$

(5.10)

$$P_1(x, p, t) = f(E(x))A(x, p, t) - B(x, p, t).$$

(5.11)

Plugging Eqs. 5.10-5.11 into Eqs. 5.6-5.7, we arrive at

$$\hbar \frac{\partial A(x, p, t)}{\partial t} = -\hbar \omega p \frac{\partial A(x, p, t)}{\partial x} + (\hbar \omega + \sqrt{2}g f(E(x))) \frac{\partial A(x, p, t)}{\partial p} - \sqrt{2}g \frac{\partial B(x, p, t)}{\partial p},$$

(5.12)

$$\hbar \frac{\partial B(x, p, t)}{\partial t} = -\hbar \omega p \frac{\partial B(x, p, t)}{\partial x} + (\hbar \omega + \sqrt{2}g f(E(x))) \frac{\partial B(x, p, t)}{\partial p} - \Gamma B(x, p, t)$$

$$- \sqrt{2}g f(E(x))(1 - f(E(x))) \frac{\partial A(x, p, t)}{\partial p} + \hbar \omega \frac{\partial f(E(x))}{\partial x} p A(x, p, t)$$

(5.13)

Now we see $A(x, p, t)$ and $B(x, p, t)$ are moving on two different potential surfaces, which we will refer to as adiabatic potential surfaces:

$$V_{\text{adiab}}^0 = \frac{1}{2} \hbar \omega x^2 + \sqrt{2}g \int_{x_0}^{x} f(E(x')) \, dx',$$

(5.14)

$$V_{\text{adiab}}^1 = \frac{1}{2} \hbar \omega x^2 + \sqrt{2}g \int_{x_0}^{x} (1 - f(E(x'))) \, dx'.$$

(5.15)

As explained in Ref. [6], if $\Gamma > \hbar \omega$ – such that $B(x, p, t)$ is small compared with $A(x, p, t)$ and such that $B(x, p, t)$ changes slowly with respect to $x, p, t$ – we can approximate Eq.
5.13 by

\[ \Gamma B(x, p, t) = -\sqrt{2} g f(E(x))(1 - f(E(x))) \frac{\partial A(x, p, t)}{\partial p} + \hbar \omega \frac{\partial f(E(x))}{\partial x} p A(x, p, t) \]  

(5.16)

If we plug Eq. 5.16 back into Eq. 5.12, we get a Fokker-Planck (FP) equation (we have used \( \frac{\partial f(E(x))}{\partial x} = -\sqrt{2} g f(E(x))(1 - f(E(x))) \frac{1}{kT} \)),

\[
\hbar \frac{\partial A(x, p, t)}{\partial t} = -\hbar \omega p \frac{\partial A(x, p, t)}{\partial x} + \frac{\partial V^{0}_{\text{adiab}}}{\partial x} \frac{\partial A(x, p, t)}{\partial p} + \hbar \gamma_{e}(x) \frac{\partial}{\partial p} (p A(x, p, t)) + \hbar \gamma_{e}(x) kT \frac{\partial^{2} A(x, p, t)}{\partial p^{2}},
\]  

(5.17)

where \( \gamma_{e}(x) \) is the electronic friction,

\[
\gamma_{e}(x) = \frac{2 g^{2} \omega}{\Gamma} f(E(x))(1 - f(E(x))).
\]  

(5.18)

5.2.2. The Incorporation of Broadening

To incorporate level broadening, we propose replacing \( f(E(x)) \) in Eq. 5.12 by \( n(E(x)) \),

\[
\hbar \frac{\partial A(x, p, t)}{\partial t} = -\hbar \omega p \frac{\partial A(x, p, t)}{\partial x} + (\hbar \omega x + \sqrt{2} g n(E(x))) \frac{\partial A(x, p, t)}{\partial p} - \sqrt{2} g \frac{\partial B(x, p, t)}{\partial p}
\]  

(5.19)

where \( n(Z) \) is defined as

\[
n(Z) = \int \frac{de}{2\pi (\epsilon - Z)^{2} + (\Gamma/2)^{2}} f(\epsilon)
\]  

(5.20)

If we plug Eq. 5.16 back into Eq. 5.19 we get

\[
\hbar \frac{\partial A(x, p, t)}{\partial t} = -\hbar \omega p \frac{\partial A(x, p, t)}{\partial x} + \frac{\partial V^{0}_{\text{adiab}}}{\partial x} \frac{\partial A(x, p, t)}{\partial p} \\
+ \hbar \gamma_{e}(x) \frac{\partial}{\partial p} (p A(x, p, t)) + \hbar \gamma_{e}(x) kT \frac{\partial^{2} A(x, p, t)}{\partial p^{2}},
\]  

(5.21)
Here $\tilde{V}^0_{adia}$ is the (broadened) potential of mean force, which we also refer to as the broadened adiabatic potential surface \(0\) compared with the unbroadened adiabatic potential surface \(0\) in Eq. 5.14:

$$\frac{\partial \tilde{V}^0_{adia}}{\partial x} = \hbar \omega x + \sqrt{2} gn(E(x)).$$

(5.22)

Finally, if we use Eqs. 5.10-5.11 to calculate \(P_0\) and \(P_1\) from Eqs. 5.13 and 5.19, we find

$$\hbar \frac{\partial P_0(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial P_0(x,p,t)}{\partial x} + \hbar \omega x \frac{\partial P_0(x,p,t)}{\partial p}$$

$$- \Gamma f(E(x))P_0(x,p,t) + \Gamma(1 - f(E(x)))P_1(x,p,t)$$

$$+ \sqrt{2} g(n(E(x)) - f(E(x)))f(E(x)) \frac{\partial P_0(x,p,t) + P_1(x,p,t)}{\partial p}$$

(5.23)

$$\hbar \frac{\partial P_1(x,p,t)}{\partial t} = -\hbar \omega p \frac{\partial P_1(x,p,t)}{\partial x} + (\hbar \omega x + \sqrt{2} g) \frac{\partial P_1(x,p,t)}{\partial p}$$

$$\Gamma f(E(x))P_0(x,p,t) - \Gamma(1 - f(E(x)))P_1(x,p,t)$$

$$+ \sqrt{2} g(n(E(x)) - f(E(x)))f(E(x)) \frac{\partial P_0(x,p,t) + P_1(x,p,t)}{\partial p}$$

(5.24)

Henceforward, we will refer to set of Equations 5.23-5.24 as one broadened CME (BCME).

Several comments must now be made.

- Compared with the original CME (Eqs. 5.6-5.7), one finds new terms in the BCME proportional to $\frac{\partial(P_0(x,p,t) + P_1(x,p,t))}{\partial p}$. Interestingly, these new terms correspond not only to modified forces, but also to dynamical momentum jumps (which are also present in the usual, Tully style surface hopping algorithm for molecular photochemistry).

- In the limit of small $\Gamma$, i.e. $\Gamma \ll kT$, level broadening can be disregarded and $n(E(x)) \approx f(E(x))$. Thus, in this case, the BCME obviously reduces to the original CME (Eqs. 5.6-5.7).
• In the limit of large $\Gamma$, where we can make an adiabatic approximation if $\Gamma \gg \hbar \omega$, the potential of mean force in Eq. 5.22 agrees exactly with the work of von Oppen et al: the potential of mean force is broadened (i.e. $f(E(x))$ is replaced by $n(E(x))$).

• Regarding the definition of electronic friction $\gamma_e(x)$, Eq. 5.18 agrees only partially with the work von Oppen et al [80]. Whereas we invoke a frictional damping value without broadening (i.e. the raw Fermi function appears in Eq. 5.18), von Oppen et al derive a damping term with broadening. See Eq. 5.37. Both frictional terms will be identical in the limit of large temperature, $\Gamma \ll kT$.

In practice, our BCME (Eqs. 5.23-5.24) can be further corrected to account for a broadened frictional damping term; see Appendix 5.6.1. For most problems, such a broadened correction for the friction is small (Eq. 5.37 versus Eq. 5.18) relative to the broadened correction for potential of mean force (Eq. 5.22 versus Eq. 5.14). Below, we do not include such corrections in our discussion of a surface hopping algorithm.

5.3. Modified surface hopping procedure

We use a modified surface hopping (SH) procedure to solve the BCME (Eqs. 5.23-5.24). As in any Monte Carlo algorithm, we use a swarm of trajectories to sample the probability densities [16,38]. The modified SH algorithm is as simple as the following:

1. We initialize the positions, momenta and active surface for each trajectory. In this paper, we will usually prepare our initial state in the following distribution (unless stated otherwise):

$$P_1(x, p, 0) = C \exp \left( -\frac{1}{2} \hbar \omega (x - x_1)^2 / kT_i - \frac{1}{2} \hbar \omega p^2 / kT_i \right), \quad (5.25)$$

$$P_0(x, p, 0) = 0, \quad (5.26)$$

such that $N \equiv \int dx dp P_1(x, p, 0) = 1$. The constant $x_1 \equiv -\sqrt{2g}/\hbar \omega$ is the center of potential surface 1. $T_i$ is some initial temperature that can be different from the
temperature of the electronic bath. $C$ is a normalization factor.

2. For each trajectory, suppose the active potential surface is 1 [or 0]. At each time step, we generate a random number $\xi$ from 0 to 1. If $\xi > \Gamma(1 - f(E(x)))dt$ [$\xi > \Gamma f(E(x))dt$], the oscillator continues to move along potential surface 1 [surface 0] for a time step $dt$. The force felt by the oscillator on surface 1 is

$$F_1 \equiv \frac{d\tilde{V}^\alpha_{\text{diab}}}{dx} = -\hbar\omega(x - x_1) - \sqrt{2}g(n(E(x)) - f(E(x)))f(E(x)), \quad (5.27)$$

and the force felt on surface 0 is

$$F_0 \equiv \frac{d\tilde{V}^\alpha_{\text{diab}}}{dx} = -\hbar\omega x - \sqrt{2}g(n(E(x)) - f(E(x)))(1 - f(E(x))). \quad (5.28)$$

We refer to the corresponding potentials as broadened diabatic potential surfaces

$$\tilde{V}^\alpha_{\text{diab}} = \int_{x_0}^x F_\alpha \, dx', \quad \alpha = 0, 1.$$

3. if $\xi < \Gamma(1 - f(E(x)))dt$ [$\xi < \Gamma f(E(x))dt$], the oscillator hops to the potential surface 0 [surface 1]. When the oscillator hops, the momentum changes by

$$\Delta p = -\sqrt{2}g(n(E(x)) - f(E(x)))/\Gamma, \quad (5.29)$$

while the position remains unchanged. This momentum adjustment always pushes the particle in the direction of the crossing. Thereafter, the trajectory moves along its new surface for the next time step $dt$.

4. We repeat steps 2-3 for all trajectories until we reach the desired time slice.
Now, to calculate observables, we will define new densities,

\[
\tilde{P}_0(x, p, t) = (1 - n(E(x)))A(x, p, t) + B(x, p, t) + (n(E(x)) - f(E(x)))A(x, p, t) \exp(-\int_0^t dt \Gamma(x(t))),
\]

(5.30)

\[
\tilde{P}_1(x, p, t) = n(E(x))A(x, p, t) - B(x, p, t) - (n(E(x)) - f(E(x)))A(x, p, t) \exp(-\int_0^t dt \Gamma(x(t))).
\]

(5.31)

Initially, at time zero, by construction we have \( \tilde{P}_\alpha = P_\alpha \) (\( \alpha = 0, 1 \)). Afterwards, at longer times, both the second and third term (in the above equations) will decay, so that

\[
\tilde{P}_0(x, p, t) \to (1 - n(E(x)))A(x, p, t),
\]

(5.32)

\[
\tilde{P}_1(x, p, t) \to n(E(x))A(x, p, t).
\]

(5.33)

Thus, it is obviously true that our algorithm will find the correct long time electronic population,

\[
N = \int dx dp \tilde{P}_1(x, p, t) \to \int dx dp n(E(x))A(x, p, t).
\]

(5.34)

5.4. Results

5.4.1. Potential Energy Surfaces

Before considering dynamics, we study the different potential surfaces (broadened and un-

broadened). Because broadened diabatic potentials are defined only up to a constant, we

fix the minimum of each potential to have value \( V(x)_{\min} = 0 \).

From Fig. 29 we notice that, by incorporating level broadening, the barrier between wells

along the potential of mean force is lowered significantly, and the the crossing point

between diabats is similarly lowered. Furthermore, even though the broadened diabatic

potential surfaces can be shifted from the unbroadened diabatic surfaces asymptotically,
the two quantities will predict identical forces far from the crossing region. Finally, to convince the reader that our SH solution to the BCME with momentum jumps is accurate, in Fig. 29 we also plot minus the log of the position distribution of the oscillator (times $kT$) from SH trajectories, $-kT \ln(A)$. This quantity agrees with the broadened potential of mean force very well, indicating that our SH procedure does capture the correct equilibrium distribution.

5.4.2. Electronic Dynamics

We now turn to dynamics, and we begin with electronic properties. In Fig. 30, we plot the electronic population ($N$) as a function of time for the different theoretical approaches. Here, $\Gamma$ is larger than $kT$, $\Gamma = 2kT \approx 6\hbar \omega$. To estimate an electronic population with an unbroadened FP equation, we average the Fermi function $f(E(x(t)))$ over simulation trajectories $x(t)$; for a broadened BFP equation, we average the function $n(E(x(t)))$ where $n$ is defined in Eq. 5.20.

From Fig. 30 we find that, on the one hand, at long times, the BCME/SH results agree with BFP results. Thus, our BCME approach does recover the correct long time equilibrium population (on a broadened surface). Note that, at long times, our broadened results do not agree with the unbroadened results. Thus, for such a large $\Gamma$, broadening the potential energy surface will clearly be important for dynamics. At short times, on the other hand, we note that BCME/SH results agree with unbroadened CME/SH results and disagree with BFP results. As discussed earlier and in Ref. 6, all FP equations (broadened or unbroadened) cannot be trusted at very early times if the simulation does not start from near equilibrium. In this case, because of the inevitable mixing of surfaces, the FP approaches cannot even recover the correct initial electronic population at time zero ($N = 1$).

In the end, only a BCME approach is reliable in the short and long time limits.
Finally, we consider nuclear dynamics and begin by plotting the kinetic energy of the oscillator in Fig. 31. As should be expected, when $\Gamma$ is less than or nearly equal to $kT$, $\Gamma \lesssim kT$, Fig. 31(a) shows that the level broadening does not affect the real time dynamics. That being said, Fig. 31(a) does show that when $\Gamma < \hbar \omega$, the CME and FP methods do not agree with each other. As shown in Fig. 31(b), the CME and FP methods agree only for large $\Gamma$, $\Gamma \gg \hbar \omega$, where the adiabatic approximation is valid.

Next, consider the case where $\Gamma \gg kT$. Here, one might expect to find large signature of broadening. However, even for very large $\Gamma$, the average kinetic energy does not seem to be very different with or without broadening, as shown in Fig. 31(c). Thus, the average kinetic energy would not appear to be the most useful reporter on the effect of broadening.

Lastly, in Fig. 32 we plot the average position of the oscillator as a function of time for different $\Gamma$ according to CME/SH and FP. We take the symmetric case, $\bar{E}_d = 0$ ($\bar{E}_d \equiv E_d - g^2/h\omega$ is the renormalized energy level), so that at long times, all positions should relax to $0.5x_1$ (where $x_1$ is the minimum of diabat 1 and 0 is the minimum of diabat 0). We consider two separate cases:

- The nuclei are initialized to be in equilibrium with the donor diabat 1 as in Eqs. 5.25-5.26 so that the nuclei start off in the left well and the molecular level is occupied. See Fig. 29. This configuration is denoted “quasi equilibrium initial states” in Fig. 32.

---

2There is one important nuance, here, however. We find that, for large electron phonon couplings, the effect of broadening the frictional parameter can be very important and easily measured by plotting the average kinetic energy (or many other observables as well). For the present BCME algorithm, however, our SH protocol does not broaden the friction; in general, we presume that there will usually be other sources of friction that might swamp out such effects. Nevertheless, see the Appendix A for a detailed approach regarding how such broadening may be implemented.
The nuclei are initialized in a photo-excited initial state, for which we prepare

\[ P_0(x, p, 0) = C \exp \left( -\frac{1}{2} \hbar \omega (x - x_1)^2 / kT_i - \frac{1}{2} \hbar \omega p^2 / kT_i \right), \quad (5.35) \]

\[ P_1(x, p, 0) = 0. \quad (5.36) \]

In other words, nuclei are positioned initially in the left well (corresponding to diabat 1), even though the molecular level is unoccupied (which corresponds to diabat 0 and is minimized in the right well).

Fig. 32 succinctly summarizes the results of this manuscript. When \( \Gamma \) is small, broadening does not affect the dynamics (see subplots \((a), (b)\)). That being said, CME and FP approaches will disagree here because \( \Gamma < \hbar \omega \). Furthermore, for photo-excited initial conditions, CME trajectories reflect the dramatic effects of electronic relaxation over a long time scale while FP results cannot treat this electronic relaxation correctly.

As \( \Gamma \) increases, the BFP data agrees more and more with BCME/SH (see subplots \((c), (d)\)), since now \( \Gamma \) is slightly larger than \( \omega \) and an adiabatic approximation is reasonable. Moreover, as \( \Gamma \) increases, the differences between the quasi equilibrium initial conditions and photo excited initial conditions become smaller. This convergence can be explained by recognizing that, for large \( \Gamma \), electronic relaxation is swift and the remaining (slow) nuclear dynamics will occur along the unique potential of mean force.

Finally, we consider very large \( \Gamma \) in subplots \((e), (f)\). Here, as before, the effects of initial conditions are, of course, minimal and the FP and SH approaches agree. The interesting new feature is that, because broadening lowers the barrier between left and right wells, the dynamics on the broadened surfaces undergo large oscillations and relax rather quickly. By contrast, the unbroadened trajectories relax very, very slowly. Note that the reorganization
energy here is $E_r = g^2/\hbar \omega = 7.5kT$, so that the diabatic crossing point is $7.5kT/4 \approx 1.88kT$; with broadening the crossing point becomes $0.6kT$.

Lastly, there is one quirk to point out regarding the speed of relaxation. Consider the unbroadened CME/SH algorithm in subplot (b). Note that, for small $\Gamma$ and photo-excited initial conditions, relaxation occurs much faster than it does for larger $\Gamma$ in subplots (e), (f). This inversion, whereby smaller $\Gamma$ leads to faster relaxation, comes about because there is no direct barrier to relaxation with photo-excited initial conditions; moreover, a photo-excited electronic state will live longer with smaller $\Gamma$ so that nuclei can explore more of phase space before relaxation. This realization will perhaps have fruitful consequences for modeling photo-induced electron transfer at metal surfaces.

![Potential surfaces (diabatic and adiabatic, with and without broadening) for the AH model. $\hbar \omega = 0.003$, $g = 0.015$, $\Gamma = 0.03$, $kT = 0.01$, $\bar{E}_d = 0$ ($\bar{E}_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We also plot minus the log of equilibrium total density, $-kT \ln(A)$, $A(x) = \int dp \left(P_0(x,p) + P_1(x,p)\right)$ from surface hopping simulation (black dots); the latter quantity agrees with the broadened potential of mean force $\bar{V}_{\text{adia}}^0$ very well. Diabat 1 corresponds to the molecular level being occupied. Diabat 0 corresponds to the molecular level being unoccupied.](image)

5.5. Conclusions

In this paper, we have used a broadened classical master equation (BCME) to model nonadiabatic dynamics for the cases of both strong and weak molecule-metal couplings. On the
Figure 30: Electronic population as a function of (a) shorter time (b) longer time: $\Gamma = 0.02$, $\omega = 0.003$, $g = 0.0075$, $kT = 0.01$, $E_d = 0.01$ ($E_d \equiv E_d - g^2/h\omega$ is the renormalized energy level). We set $\hbar = 1$. We prepare the initial temperature as $T_i = 5T$ for symmetry with Fig. 31. For notation, FP=Fokker-Planck (unbroadened), BFP=broadened Fokker-Planck, CME=classical master equation (unbroadened), BCME=broadened classical master equation. See Fig. 28. Note that the BCME results agree with CME at short time and BFP at long time; as one would hope.
Figure 31: Average kinetic energy as a function of real time: $\omega = 0.003$, $g = 0.0075$, $kT = 0.01$, $\bar{E}_d = 0.01$ ($\bar{E}_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We set $\hbar = 1$. We prepare the initial temperature as $T_i = 5T$. Note that the BCME agrees with the CME for small $\Gamma$. Same notation as in Fig. 28.
Figure 32: Average position of the oscillator as a function of time. $\omega = 0.003$, $g = 0.015$, $kT = 0.01$, $E_d = 0$ ($E_d \equiv E_d - g^2/\hbar \omega$ is the renormalized energy level). We have set $\hbar = 1$. We prepare the initial temperature as $T_i = T$. $x_1$ corresponds to the position that minimizes the energy of the occupied diabat, $x_1 = -\sqrt{2g/\hbar \omega}$. The nuclei are initialized either to be in quasi-equilibrium with the electron (Eqs. 5.25-5.26) or to be photoexcited and out of equilibrium with the electron (Eq. 5.35-5.36). Note that the BCME correctly agrees with the CME for small $\Gamma$ ($\Gamma \ll kT$) and with the BFP for large $\Gamma$ ($\Gamma \gg \hbar \omega$). Same notation as in Fig. 28.
one hand, in the limit of strong molecule-metal coupling, the BCME can be mapped to a broadened Fokker-Planck (BFP) equation and captures level broadening correctly. On the other hand, in the limit of weak molecule-metal coupling, the BCME can be reduced to the (unbroadened) classical master equation (CME). Numerically, the BCME (in Eqs. 5.23, 5.24) can be solved easily with a surface hopping (SH) procedure. Using such a procedure, we have shown that level broadening can affect electronic and nuclear dynamics dramatically by lowering the barrier between wells along the lower adiabatic surface. In the future, it will be crucial to benchmark this result against rigorous quantum dynamics; this research is now in progress. Furthermore, because we have introduced broadening in an ad hoc manner, by extrapolation, there may well be other efficient approaches that can compete with this BCME. Numerical tests will be needed. If this BCME proves as accurate and efficient as we would like, looking forward, this algorithm should be a very important tool for modeling nonadiabatic dynamics for realistic systems, e.g. scattering of gas molecules from metal surfaces\textsuperscript{[24,71,72]} and hopefully electrochemical catalysis\textsuperscript{[124]}.

5.6. Appendix

5.6.1. How to Account for Broadening the Electronic Friction Damping Parameter

According to Ref. \textsuperscript{[80]}, the correctly broadened friction is of the form

\[ \gamma_e^B = \frac{2g^2 \omega}{\Gamma kT} \mathcal{D}(E(x)) \]  

where we have defined

\[ \mathcal{D}(Z) \equiv \Gamma \int \frac{d\epsilon}{\pi} \left( \frac{\Gamma/2}{(\epsilon - Z)^2 + (\Gamma/2)^2} \right)^2 f(\epsilon)(1 - f(\epsilon)) \]  

This damping parameter should be contrasted with Eq. 5.18.

Let us now show how we can alter our BCME in Eqs. 5.23, 5.24 such that we match the correctly broadened electronic friction. To do so, it is important to consider two cases.
First, there is the case that $D(E(x)) > f(E(x))(1 - f(E(x)))$. (Below, for the sake of brevity, we do not include the inner variables $E(x)$ explicitly for $D$ or $f$.) In such a case, one can simply include extra frictional damping (with corresponding random force) on top or our BCME.

Second, however, is the opposite case, whereby $D < f(1 - f)$. In such a case, our BCME includes too much friction already. To correct this deficiency, we propose replacing the term $-\sqrt{2}gf(1 - f)\frac{\partial A(x,p,t)}{\partial p}$ in Eq. 5.13 by $-\sqrt{2}gD\frac{\partial A(x,p,t)}{\partial p}$, and $\hbar\omega\frac{\partial f}{\partial x}pA(x,p,t)$ by $-\sqrt{2}g\frac{\hbar\omega}{kT}DpA(x,p,t)$. Such a replacement will give us the correctly broadened friction from a BFP equation. Then, if we transform back from $A$ and $B$ to $P_0$ and $P_1$ using the definitions in Eqs. 5.10-5.11, we find:

$$\hbar\frac{\partial P_0(x,p,t)}{\partial t} = -\hbar\omega p\frac{\partial P_0(x,p,t)}{\partial x} + \hbar\omega x\frac{\partial P_0(x,p,t)}{\partial p} - \Gamma fP_0(x,p,t)$$
$$+ \Gamma(1 - f)P_1(x,p,t) + \sqrt{2}g(n - f)(1 - f)\frac{\partial}{\partial p}(P_0(x,p,t) + P_1(x,p,t))$$
$$- \sqrt{2}g\frac{\hbar\omega}{kT}(D - f(1 - f))p(P_0(x,p,t) + P_1(x,p,t))$$
$$- \sqrt{2}g(\sqrt{D - f(1 - f)})\frac{\partial}{\partial p}(P_0(x,p,t) + P_1(x,p,t))$$  (5.39)

$$\hbar\frac{\partial P_1(x,p,t)}{\partial t} = -\hbar\omega p\frac{\partial P_1(x,p,t)}{\partial x} + (\hbar\omega + \sqrt{2}g)\frac{\partial P_1(x,p,t)}{\partial p} + \Gamma fP_0(x,p,t)$$
$$- \Gamma(1 - f)P_1(x,p,t) + \sqrt{2}g(n - f)f\frac{\partial}{\partial p}(P_0(x,p,t) + P_1(x,p,t))$$
$$+ \sqrt{2}g\frac{\hbar\omega}{kT}(D - f(1 - f))p(P_0(x,p,t) + P_1(x,p,t))$$
$$+ \sqrt{2}g(\sqrt{D - f(1 - f)})\frac{\partial}{\partial p}(P_0(x,p,t) + P_1(x,p,t))$$  (5.40)

Equations 5.39-5.40 can be solved via a surface hopping procedure as well. As compared with the surface hopping procedure described in Sec. 5.3, the hopping rates now depend on both position and momentum, and we also find additional force and momentum jumps.
Of course, one might wonder: why not apply Eqs. 5.39-5.40 more generally, instead of Eqs. 5.23-5.24, if one wants to correctly extrapolate between the small and large $\Gamma$ limits? To answer this question, we note that the new momentum jump terms are proportional to $(D - (1 - f)f)/f$ (or $(D - (1 - f)f)/(1 - f)$). These factors will be unstable in practice when $(D - (1 - f)f) > 0$. Because of this practical limitation, if one requires the correctly broadened electronic friction, we propose switching between Eqs. 5.39-5.40 and Eqs. 5.23-5.24. We have found empirically that such a combination works very well.

We may now sum up this final SH algorithm:

1. Initialize all positions, momenta and active potential surfaces for all trajectories.

2. For each trajectory, if we suppose the active potential surface is 0 [or 1], we compare $D$ with $(1 - f)f$.

3. If $(D - (1 - f)f) > 0$, we compare $\Gamma f dt$ [or $\Gamma(1 - f)dt$] with a random number $\xi$ in the range [0, 1].

   • If $\xi > \Gamma f dt$ [$\xi > \Gamma(1 - f)dt$], the oscillator continues to move along potential surface 0 [surface 1] for a time step $dt$. In addition to the mean force $F_0$ [$F_1$], the oscillator feels an extra frictional damping $\frac{2g^2}{\hbar} \frac{\omega}{kT}(D - (1 - f)f)$ and an extra random force. The mean force $F_0$ and $F_1$ are defined as,

   $F_0 = -\hbar\omega x - \sqrt{2}g(n - f)f,$ \hspace{1cm} (5.41)

   $F_1 = -\hbar\omega(x - x_1) - \sqrt{2}g(n - f)f.$ \hspace{1cm} (5.42)

   And the random force is chosen from a Gaussian distribution with variance $\sigma^2 = \frac{2g^2}{\hbar}(D - (1 - f)f)/dt$.

   • Otherwise, the oscillator jumps to potential surface 1 [surface 0], with the same position, and the momentum is adjusted by $-\sqrt{2}g(n - f)/\Gamma$. Thereafter, the oscillator moves for a time step $dt$ with the mean force $F_1$ [$F_0$], extra frictional
damping \( \frac{2g^2}{\Gamma} \frac{\omega}{kT} (D - (1 - f)f) \) and an extra random force. Again, the random force is chosen from a Gaussian distribution with variance \( \sigma^2 = \frac{2g^2}{\Gamma} (D - (1 - f)f) / dt \).

4. If \( (D - (1 - f)f) < 0 \), we compare \( \tilde{\gamma}_{0 \rightarrow 1} dt [\tilde{\gamma}_{1 \rightarrow 0} dt] \) with a random number \( \xi \) in the range \([0, 1]\), where

\[
\tilde{\gamma}_{0 \rightarrow 1} = \Gamma f + \sqrt{2g} \frac{\hbar \omega}{kT} (D - f(1 - f))p, \quad (5.43)
\]

\[
\tilde{\gamma}_{1 \rightarrow 0} = \Gamma (1 - f) - \sqrt{2g} \frac{\hbar \omega}{kT} (D - f(1 - f))p. \quad (5.44)
\]

- If \( \xi > \tilde{\gamma}_{0 \rightarrow 1} dt [\xi > \tilde{\gamma}_{1 \rightarrow 0} dt] \), the oscillator continues moving along potential surface 0 [surface 1] for a time step \( dt \) with the force \( \bar{F}_0 [\bar{F}_1] \), where

\[
\bar{F}_0 = -\hbar \omega x - \sqrt{2g} (n - f)(1 - f) + \sqrt{2g} (D - f(1 - f)), \quad (5.45)
\]

\[
\bar{F}_1 = -\hbar \omega (x - x_1) - \sqrt{2g} (n - f)f - \sqrt{2g} (D - f(1 - f)). \quad (5.46)
\]

- Otherwise, the oscillator jumps to surface 1 [surface 0] with the same position but the momentum is adjusted by \( \Delta p_{0 \rightarrow 1} [\Delta p_{1 \rightarrow 0}] \), where

\[
\Delta p_{0 \rightarrow 1} = -\sqrt{2g} \frac{\Gamma}{\Gamma} ((n - f)f - D + f(1 - f)) / f, \quad (5.47)
\]

\[
\Delta p_{1 \rightarrow 0} = -\sqrt{2g} \frac{\Gamma}{\Gamma} ((n - f)(1 - f) + D - f(1 - f)) / (1 - f). \quad (5.48)
\]

Thereafter, the oscillator moves for a time step \( dt \) with the force \( \bar{F}_1 [\bar{F}_0] \).

5. Repeat steps 2-4 for all trajectories until one reaches the desired final time.
5.6.2. Multiple Nuclear Degrees of Freedom, Beyond the Harmonic Approximation

The Hamiltonian for the case of multiple, arbitrary nuclear degrees of freedom is:

\[ H = H_s + H_b + H_c, \]  

\[ H_s = E(X) \frac{p^2}{2m_i} + U_0(X), \]  

\[ H_b = \sum_k (\epsilon_k - \mu) c_k^+ c_k, \]  

\[ H_c = \sum_k V_k (c_k^+ d + d^+ c_k). \]  

For such a Hamiltonian, the CME is

\[ \frac{\partial P_0(X,P,t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial P_0(X,P,t)}{\partial X_i} + \sum_i \frac{\partial U_0(X)}{\partial X_i} \frac{\partial P_0(X,P,t)}{\partial P_i} \]

\[ - \frac{\Gamma}{\hbar} f(E) P_0(X,P,t) + \frac{\Gamma}{\hbar} (1 - f(E)) P_1(X,P,t), \]  

\[ \frac{\partial P_1(X,P,t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial P_1(X,P,t)}{\partial X_i} + \sum_i \left( \frac{\partial E(X)}{\partial X_i} + \frac{\partial U_0(X)}{\partial X_i} \right) \frac{\partial P_1(X,P,t)}{\partial P_i} \]

\[ + \frac{\Gamma}{\hbar} f(E) P_0(X,P,t) - \frac{\Gamma}{\hbar} (1 - f(E)) P_1(X,P,t) \]  

where \( f(E) \) is the Fermi function \( f(E) = \frac{1}{e^{E(X)/kT} + 1} \). As above, we define new densities \( A(X,P,t) \) and \( B(X,P,t) \),

\[ P_0(X,P,t) = (1 - f(E)) A(X,P,t) + B(X,P,t) \]  

\[ P_1(X,P,t) = f(E) A(X,P,t) - B(X,P,t) \]  

Following the same procedures as we described in Sec. 5.2, after incorporating level broadening for the potential of mean force, we arrive at a BFP equation:

\[ \frac{\partial A(X,P,t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial A(X,P,t)}{\partial X_i} + \sum_i \frac{\partial U(X)}{\partial X_i} \frac{\partial A(X,P,t)}{\partial P_i} \]

\[ + \sum_{ij} \gamma_{ij} \frac{\partial}{\partial P_i} (P_j A(X,P,t)) + kT \sum_{ij} \gamma_{ij} \frac{\partial^2 A(X,P,t)}{\partial P_i \partial P_j}, \]  
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Here $U(X)$ is the potential of mean force,

$$\frac{\partial U(X)}{\partial X_i} = \frac{\partial U_0(X)}{\partial X_i} + n(E) \frac{\partial E(X)}{\partial X_i}$$  \hspace{1cm} (5.58)

where $n(Z)$ is defined as

$$n(Z) = \int \frac{de}{2\pi \left(\epsilon - Z\right)^2 + \left(\Gamma/2\right)^2} f(\epsilon)$$  \hspace{1cm} (5.59)

$\gamma_{ij}$ is the frictional damping coefficient

$$\gamma_{ij} = \frac{h}{\Gamma} \frac{1}{kT} f(E)(1 - f(E)) \frac{dE(X)}{dX_j} \frac{dE(X)}{dX_i}$$  \hspace{1cm} (5.60)

Finally, we transform back to the original variables $P_0$ and $P_1$ and we find:

$$\frac{\partial P_0(X, P, t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial P_0(X, P, t)}{\partial X_i} + \sum_i \frac{\partial U_0(X)}{\partial X_i} \frac{\partial P_0(X, P, t)}{\partial P_i}$$

$$-\frac{\Gamma}{h} f(E)P_0(X, P, t) + \frac{\Gamma}{h} (1 - f(E))P_1(X, P, t),$$

$$+(n(E) - f(E))(1 - f(E)) \sum_i \frac{\partial E(X)}{\partial X_i} \frac{\partial (P_0(X, P, t) + P_1(X, P, t))}{\partial P_i}$$  \hspace{1cm} (5.61)

$$\frac{\partial P_1(X, P, t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial P_1(X, P, t)}{\partial X_i} + \sum_i \left(\frac{\partial E(X)}{\partial X_i} \frac{\partial P_1(X, P, t)}{\partial P_i} + \frac{\partial U_0(X)}{\partial X_i} \frac{\partial P_1(X, P, t)}{\partial P_i}\right)$$

$$+\frac{\Gamma}{h} f(E)P_0(X, P, t) - \frac{\Gamma}{h} (1 - f(E))P_1(X, P, t)$$

$$+(n(E) - f(E)) f(E) \sum_i \frac{\partial E(X)}{\partial X_i} \frac{\partial (P_0(X, P, t) + P_1(X, P, t))}{\partial P_i}$$  \hspace{1cm} (5.62)
5.6.3. A Correction for Electronic Friction

At this point, we remind the reader that Eq. 5.60 does not incorporate broadening correctly. The correct friction should read:

\[
\gamma_{ij} = \frac{\hbar}{kT} D(E) \frac{dE(X)}{dX_i} \frac{dE(X)}{dX_j}
\]  \hspace{1cm} (5.63)

where \( D(Z) \) is

\[
D(Z) \equiv \Gamma \int \frac{d\epsilon}{\pi} \left( \frac{\Gamma/2}{(\epsilon - Z)^2 + (\Gamma/2)^2} \right)^2 f(\epsilon)(1 - f(\epsilon))
\]  \hspace{1cm} (5.64)

If we want to use the prescription discussed above in Appendix 5.6.1 to correctly broaden the electronic friction, the corresponding CME becomes:

\[
\frac{\partial P_0(X, P, t)}{\partial t} = -\sum_i P_i \frac{\partial P_0(X, P, t)}{\partial X_i} + \sum_i \frac{\partial U_0(X)}{\partial X_i} \frac{\partial P_0(X, P, t)}{\partial P_i}
\]

\[
- \frac{\Gamma}{\hbar} f(E)P_0(X, P, t) + \frac{\Gamma}{\hbar} (1 - f(E))P_1(X, P, t),
\]

\[
+ (n(E) - f(E))(1 - f(E)) \sum_i \frac{\partial E(X)}{\partial X_i} \frac{\partial (P_0(X, P, t) + P_1(X, P, t))}{\partial P_i}
\]

\[
- \sum_i \frac{1}{kT} (D(E) - f(E)(1 - f(E))) \frac{\partial E(X)}{\partial X_i} \frac{P_i}{m_i} (P_0(X, P, t) + P_1(X, P, t))
\]

\[
- \sum_i (D(E) - f(E)(1 - f(E))) \frac{\partial E(X)}{\partial X_i} \frac{\partial (P_0(X, P, t) + P_1(X, P, t))}{\partial P_i}
\]  \hspace{1cm} (5.65)
\[
\frac{\partial P_1(\mathbf{X}, \mathbf{P}, t)}{\partial t} = -\sum_i \frac{P_i}{m_i} \frac{\partial P_1(\mathbf{X}, \mathbf{P}, t)}{\partial X_i} + \sum_i \left( \frac{\partial E(\mathbf{X})}{\partial X_i} \frac{\partial U_0(\mathbf{X})}{\partial X_i} + \frac{\partial P_1(\mathbf{X}, \mathbf{P}, t)}{\partial P_i} \right) \\
+ \frac{\Gamma}{\hbar} f(E) P_0(\mathbf{X}, \mathbf{P}, t) - \frac{\Gamma}{\hbar} (1 - f(E)) P_1(\mathbf{X}, \mathbf{P}, t) \\
+(n(E) - f(E)) f(E) \sum_i \frac{\partial E(\mathbf{X})}{\partial X_i} \frac{\partial (P_0(\mathbf{X}, \mathbf{P}, t) + P_1(\mathbf{X}, \mathbf{P}, t))}{\partial P_i} \\
+ \sum_i \frac{1}{kT} (D(E) - f(E)(1 - f(E))) \frac{\partial E(\mathbf{X})}{\partial X_i} \frac{P_i}{m_i} (P_0(\mathbf{X}, \mathbf{P}, t) + P_1(\mathbf{X}, \mathbf{P}, t)) \\
+ \sum_i (D(E) - f(E)(1 - f(E))) \frac{\partial E(\mathbf{X})}{\partial X_i} \frac{\partial (P_0(\mathbf{X}, \mathbf{P}, t) + P_1(\mathbf{X}, \mathbf{P}, t))}{\partial P_i} 
\]

(5.66)

The surface hopping procedure for solving Eqs. 5.61-5.62 or Eqs. 5.65-5.66 are effectively the same as the one phonon case described in Sec. 5.3 and Appendix 5.6.1. For brevity, we do not repeat the algorithm here.
CHAPTER 6 : A broadened classical master equation approach for treating
electron-nuclear coupling in non-equilibrium transport

This chapter was adapted from Ref. [127]

6.1. Introduction

Single-molecule junctions have gained a lot of interest over the past few decades [120,128,129] where many interesting phenomena have been found, such as Coulomb blockades [130–133], Kondo effects [97,134–137], and Franck-Condon blockades [27,29,138]. It is now well known that electron-nuclear couplings can play an important role in many molecular junction transport processes [139,140], leading to heating [20,31,141,142], nonadiabatic effects [143–146], enhanced current fluctuations [147–149], hysteresis or switching [150,153], negative differential resistance [79,154–157], and current induced chemistry [158–162]. To understand these phenomena, theoretical insight can be gained from a non-equilibrium Green’s function (NEGF) [78,80,144,163–170] formalism, the quantum master equation (QME) [52,67,103,172], and semiclassical methods [81,173,174]. At the same time, numerically exact methods including numerical renormalization group (NRG) theory [175], quantum Monte Carlo (QMC) [111,170,177], the multilayer multiconfiguration time-dependent Hartree (ML-MCTDH) approach [178,179] and the hierarchical quantum master equation (HQME) [180,182] allow one to benchmark the former approximate tools.

For the most part, in order to model a realistic molecule present in a junction or near metal surfaces, many nuclear degrees of freedom (DoFs) are involved, such that a quantum treatment of all of the nuclear motion is challenging. That being said, a semiclassical treatment is possible for a large number of low frequency modes at relatively high temperature. Motivated by such a consideration, over the past two years, two of us have investigated a classical master equation (CME) approach to describe the semiclassical dynamics of coupled electron-nuclear motion for molecules near metal surfaces. [28,34,183] Because it is based on perturbation theory, a straightforward, undressed CME works well only for weak molecule-
metal couplings. However, this CME can successfully be then mapped onto a Fokker-Planck (FP) equation through an adiabatic transformation[6]. By comparing the resulting FP equation against the standard form of Langevin dynamics produced by a non-equilibrium Green’s function (NEGF) expansion (which is based on the idea of small nuclear velocities)[80], it has been previously demonstrated that, for the case of a single metal surface, one can modify the potential energy surfaces to incorporate broadening effects in an ad hoc manner. The resulting broadened CME successfully extrapolates between both weak and strong molecule-metal couplings.[119]

In the present paper, we now extend the previous results to the case of two electrodes so that we may calculate non-equilibrium transport properties. Following a similar procedure as for the case of one electrode, a Fokker-Planck equation will be obtained via an adiabatic approximation. The corresponding friction and random force agree with previously published results,[80] provided broadening can be disregarded. Note that, in the non-equilibrium case, i.e. the case of two different Fermi levels on the different metals, the friction and random force will not obey the second fluctuation-dissipation theorem, resulting in heating of the nuclear modes. A simple broadening scheme is introduced to calculate transport properties. Finally and most importantly, we will benchmark our results against numerically exact results from HQME, and demonstrate strong agreement across nonadiabatic and adiabatic regimes (as long as the nuclei are classical).

Lastly, to address the low temperature (quantum) limit, a similar (and simple) broadening scheme for the QME is introduced (which we will denote as a bQME). The results from the bQME recover bCME results at relatively high temperature and agree well with numerically exact HQME solutions at fairly low temperature. That being said, however, in the case of very low temperature, both the bCME and the bQME show deviations from the exact HQME results.

We organize our paper as follows. In Sec. 6.2 we review our CME and introduce the bCME. In Sec. 6.3 we briefly review the QME and introduce the bQME. In Sec. 6.4 we
discuss the numerical exact solutions from HQME. We plot results in Sec. 6.5 and conclude in Sec. 6.6.

6.2. Broadened classical master equation (BCME)

6.2.1. The Anderson-Holstein (AH) model

The model we study in this paper is the generalized spinless Anderson-Holstein (AH) model, where one level $d$ (with creation/annihilation operator $\hat{d}^{\dagger}/\hat{d}$) couples both to a manifold of electronic levels indexed by $k$ (with creation/annihilation operator $\hat{c}_{k}^{\dagger}/\hat{c}_{k}$) and to a nuclear degree of freedom (DoF, with position/momentum operator $\hat{x}/\hat{p}$),

$$\hat{H} = \hbar \hat{x} \hat{d}^{\dagger} \hat{d} + U_{0}(\hat{x}) + \frac{\hat{p}^{2}}{2m} + \sum_{k \in L,R} V_{k}(\hat{c}_{k}^{\dagger} \hat{d} + \hat{d}^{\dagger} \hat{c}_{k}) + \sum_{k \in L,R} \epsilon_{k} \hat{c}_{k}^{\dagger} \hat{c}_{k} \quad (6.1)$$

For such a model, we can define the hybridization function due to coupling to the left and right lead,

$$\Gamma^{K}(\epsilon) \equiv 2\pi \sum_{k \in K} V_{k}^{2} \delta(\epsilon - \epsilon_{k}) \quad (6.2)$$

We have introduced the lead index $K = L, R$ (i.e. left and right). Below, we will assume the wide band approximation, such that $\Gamma^{K}$ is independent of energy. For convenience, we will further define

$$\Gamma \equiv \Gamma^{L} + \Gamma^{R} \quad (6.3)$$

6.2.2. Classical master equation

In the high temperature limit, i.e. $k_{B}T > \hbar \omega$ ($\omega$ is the typical frequency of the nuclear motion) and $k_{B}T > \Gamma$, as shown in Refs. [38] and [33], we can use a classical master
equation (CME) to describe the dynamics

\[
\frac{\partial}{\partial t}\rho_0(x,p,t) = -\frac{p}{m} \frac{\partial \rho_0}{\partial x} + \frac{\partial U_0}{\partial x} \frac{\partial \rho_0}{\partial p} - \frac{\Gamma}{\hbar} \bar{f}(h)\rho_0 + \frac{\Gamma}{\hbar} (1 - \bar{f}(h))\rho_1 \tag{6.4a}
\]
\[
\frac{\partial}{\partial t}\rho_1(x,p,t) = -\frac{p}{m} \frac{\partial \rho_1}{\partial x} + \frac{\partial U_1}{\partial x} \frac{\partial \rho_1}{\partial p} + \frac{\Gamma}{\hbar} \bar{f}(h)\rho_0 - \frac{\Gamma}{\hbar} (1 - \bar{f}(h))\rho_1 \tag{6.4b}
\]

where \(\rho_0(x,p)\) (\(\rho_1(x,p)\)) is the probability density for the nuclei to be located in phase space at \((x,p)\) with energy level \(d\) being unoccupied (occupied). In the above equations, we have defined

\[
U_1(x) = U_0(x) + h(x), \tag{6.5a}
\]
\[
\bar{f}(h) = \frac{1}{\Gamma} (\Gamma f^L(h) + \Gamma f^R(h)) \tag{6.5b}
\]

where \(f^K(h) = (e^{(h(x) - \mu_K)/k_B T} + 1)^{-1}\) is the Fermi function of lead \(K\) (\(\mu_K\) is the corresponding chemical potential). Below, for brevity, we will abbreviate \(\bar{f}(h)\) as \(\bar{\bar{f}}\). Physically, if there is no nuclear motion, \(\bar{\bar{f}}(h)\) would be the equilibrium population of the level at position \(x\).

Note that the CME (Eq. 6.4) is valid in the high temperature limit: 1) \(k_B T > \hbar \omega\), such that a classical treatment of the nuclei with the CME is feasible; 2) \(k_B T > \Gamma\), such that all broadening effects can be disregarded. Below, similar to Ref. \([119, 184]\), we will modify our CME to partially incorporate broadening effects. To achieve such a modification, we require an adiabatic transformation.
6.2.3. Adiabatic transformation and Fokker-Planck equation

We start our adiabatic transformation by defining new density probabilities $A(x,p,t)$ and $B(x,p,t)$:

\[
\rho_0(x,p,t) \equiv (1 - \bar{f})A(x,p,t) + B(x,p,t) \tag{6.6a}
\]

\[
\rho_1(x,p,t) \equiv \bar{f}A(x,p,t) - B(x,p,t) \tag{6.6b}
\]

These new definitions imply that $A(x,p) \equiv \rho_0(x,p) + \rho_1(x,p)$ is the total probability density at $(x,p)$ and $B \equiv \bar{f}\rho_0 - (1 - \bar{f})\rho_1$ are the fluctuations from equilibrium. Together with the CME (Eq. 6.4), we can easily recover the EOM for $A$ and $B$,

\[
\frac{\partial}{\partial t} A(x,p,t) = -\frac{p}{m} \frac{\partial A}{\partial x} + \left( \frac{\partial U_0}{\partial x} + \bar{f} \frac{\partial h}{\partial x} \right) \frac{\partial A}{\partial p} - \frac{\partial h}{\partial x} \frac{\partial B}{\partial p} \tag{6.7a}
\]

\[
\frac{\partial}{\partial t} B(x,p,t) = -\frac{p}{m} \frac{\partial B}{\partial x} + \left( \frac{\partial U_0}{\partial x} + \left(1 - \bar{f}\right) \frac{\partial h}{\partial x} \right) \frac{\partial B}{\partial p} + \frac{p}{m} A \frac{\partial \bar{f}}{\partial x} - \bar{f}(1 - \bar{f}) \frac{\partial h}{\partial x} \frac{\partial A}{\partial p} - \frac{\Gamma}{\hbar} B \tag{6.7b}
\]

As argued in Refs. [6, 119, 185], in the adiabatic limit, i.e., when the nuclear motion is slow compared with electronic transition ($\Gamma > \hbar \omega$), we approximate Eq. 6.7b as

\[
\frac{\Gamma}{\hbar} B \approx \frac{p}{m} A \frac{\partial \bar{f}}{\partial x} - \bar{f}(1 - \bar{f}) \frac{\partial h}{\partial x} \frac{\partial A}{\partial p} \tag{6.8}
\]

When plugging the above equation into Eq. 6.7a we get a closed EOM for $A$,

\[
\frac{\partial}{\partial t} A(x,p,t) = -\frac{p}{m} \frac{\partial A}{\partial x} - F_{pmf}(x) \frac{\partial A}{\partial p} + \gamma_e(x) \frac{\partial}{\partial p} \left( \frac{p}{m} A \right) + D_e(x) \frac{\partial^2 A}{\partial p^2} \tag{6.9}
\]

We remind the reader that Eq. 6.9 is a Fokker-Planck equation for the total density probability $A$ (i.e., $A \equiv \rho_0 + \rho_1$ is the density for both electronic states combined). The corresponding mean force $F_{pmf}$, electronic friction $\gamma_e$ and correlation of the random force $D_e$
are given by

\[ F_{\text{pm}f}(x) = -\frac{\partial U_0}{\partial x} - \frac{\partial h}{\partial x} \tilde{f} \]  

(6.10a)

\[ \gamma_e(x) = -\frac{\hbar}{\Gamma} \frac{\partial \tilde{f}}{\partial x} \frac{\partial h}{\partial x} \]  

(6.10b)

\[ D_e(x) = \frac{\hbar}{\Gamma} \tilde{f}(1 - \tilde{f}) \left( \frac{\partial h}{\partial x} \right)^2 \]  

(6.10c)

We note that, if \( \mu_L = \mu_R \), then we have \( \frac{\partial f}{\partial x} = -\beta \tilde{f}(1 - \tilde{f}) \frac{\partial h}{\partial x} \), such that \( D_e = k_B T \gamma_e \), i.e. the second fluctuation-dissipation theorem is satisfied. By contrast, when a voltage is applied to the leads, such that \( \mu_L \neq \mu_R \), \( D_e = k_B T \gamma_e \) does not hold any longer. Note also that Eqs. 6.10 agree with other previously published results (for example, Ref. [80]), when level broadening can be disregarded (i.e. \( k_B T > \Gamma \)).

6.2.4. Incorporating broadening effects

In Ref. [80], using a velocity expansion, the NEGF formalism gives a slightly different mean force (versus Eq. 6.10a):

\[ F_{\text{pm}f}(x) = -\frac{\partial U_0}{\partial x} - \frac{\partial h}{\partial x} \bar{n}(h) \]  

(6.11)

where we have defined

\[ \bar{n}(h) = \int \frac{d\epsilon}{2\pi} \frac{\Gamma}{(\Gamma/2)^2 + (\epsilon - h(x))^2} \tilde{f}(\epsilon) \]  

(6.12)

(Again, we will abbreviate \( \bar{n}(h) \) as \( \bar{n} \).)

We emphasize that Eq. 6.11 includes broadening effects. To incorporate such effects into our EOM, we must replace the mean force \( F_{\text{pm}f} \) (in Eq. 6.10a) by the broadened mean force \( \tilde{F}_{\text{pm}f} \),

\[ \frac{\partial}{\partial t} A(x,p,t) = -\frac{p}{m} \frac{\partial A}{\partial x} + \left( \frac{\partial U_0}{\partial x} + \bar{n} \frac{\partial h}{\partial x} \right) \frac{\partial A}{\partial p} - \frac{\partial h}{\partial x} \frac{\partial B}{\partial p} \]  

(6.13)
Now, the key issue becomes if and how to modify the mean force for $B$. In Ref. [119], the mean force for $B$ was not altered. In Ref. [184], in order to make the final bCME simpler (as shown below), we modify the mean force for $B$ as follows:

$$\frac{\partial}{\partial t}B(x,p,t) = -\frac{p}{m} \frac{\partial B}{\partial x} + \left( \frac{\partial U_0}{\partial x} + (1 + \bar{n} - 2\bar{f}) \frac{\partial h}{\partial x} \right) \frac{\partial B}{\partial p} + \frac{p}{m} A \frac{\partial \bar{f}}{\partial x} - \bar{f}(1 - \bar{f}) \frac{\partial h}{\partial x} \frac{\partial A}{\partial p} - \frac{\Gamma}{\hbar} B$$

(6.14)

Empirically, Eq. 6.7b and Eq. 6.14 (together with Eq. 6.13) give almost identical results for a large regime of parameters. Hence, for simplicity, we will use Eq. 6.14 instead of Eq. 6.7b.

Finally, using the modified EOM for $A$ and $B$ (Eqs. 6.13, 6.14), together with the definitions in Eq. 6.6, we arrive at a broadened CME (bCME) for $\rho_0$ and $\rho_1$

$$\frac{\partial}{\partial t}\rho_0(x,p,t) = -\frac{p}{m} \frac{\partial \rho_0}{\partial x} + \frac{\partial \tilde{U}_0}{\partial x} \frac{\partial \rho_0}{\partial p} - \frac{\Gamma}{\hbar} \tilde{f}\rho_0 + \frac{\Gamma}{\hbar} (1 - \tilde{f})\rho_1$$

(6.15a)

$$\frac{\partial}{\partial t}\rho_1(x,p,t) = -\frac{p}{m} \frac{\partial \rho_1}{\partial x} + \frac{\partial \tilde{U}_1}{\partial x} \frac{\partial \rho_1}{\partial p} + \frac{\Gamma}{\hbar} \tilde{f}\rho_0 - \frac{\Gamma}{\hbar} (1 - \tilde{f})\rho_1$$

(6.15b)

where $\tilde{U}_0$ and $\tilde{U}_1$ are broadened diabatic surfaces defined as

$$\frac{\partial \tilde{U}_0}{\partial x} = \frac{\partial U_0}{\partial x} + (\bar{n} - \bar{f}) \frac{\partial h}{\partial x}$$

(6.16a)

$$\frac{\partial \tilde{U}_1}{\partial x} = \frac{\partial U_1}{\partial x} + (\bar{n} - \bar{f}) \frac{\partial h}{\partial x}$$

(6.16b)

In this paper, our goal is to benchmark Eq. 6.15. Note the simplicity of these equations: Such simple equations would not have resulted if our extrapolation had joined Eq. 6.13 and Eq. 6.7b together.

The bCME (Eq. 6.15) or the CME (Eq. 6.4) can be easily solved using surface hopping procedures: a swarm of trajectories running on the two potential energy surface with stochastic hopping between the two surfaces. Details of the surface hopping algorithm can be found
6.2.5. Observables

Below, we will compare steady state current-voltage characteristics (I-V curves) and phonon excitation for the bCME/CME against exact HQME results. A few words are appropriate regarding how we extract observables.

I-V Curves

For the CME, in the spirit of a master equation, the current is given by

\[ I = \frac{e}{\hbar} \int dx dp \left( \Gamma^L f^L(h(x)) \rho_0(x,p) - \Gamma^L (1 - f^L(h)) \rho_1(x,p) \right) \]  

(6.17)

For the bCME, to incorporate broadening effects into the current, we first define the local Landauer current,

\[ I_{loc}(x) \equiv \frac{e}{\hbar} \int \frac{d\epsilon}{2\pi} \frac{\Gamma^L \Gamma^R}{(\epsilon - h(x))^2 + (\Gamma/2)^2} (f^L(\epsilon) - f^R(\epsilon)) \]  

(6.18)

The final current is then given by averaging over the phase space distribution,

\[ I = \int dx dp I_{loc}(x) A(x,p) \]  

(6.19)

Again, \( A(x,p) \equiv \rho_0(x,p) + \rho_1(x,p) \).

Phonon Excitation

Below, we will assume the nuclear motion is harmonic, i.e. \( U_0(x) = \frac{1}{2} m \omega^2 x^2 \), such that we can compare the average phonon excitation \( \langle \hat{a}^\dagger \hat{a} \rangle \). By definition, \( \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2}) = \frac{1}{2} m \omega^2 \hat{x}^2 + \)}
\( \frac{p^2}{2m} \), so that we may calculate average phonon excitations in the classical regime as follows:

\[
\langle \hat{a} \dagger \hat{a} \rangle = \frac{m \omega}{2 \hbar} \langle x^2 \rangle + \frac{\langle p^2 \rangle}{2m \omega \hbar} - \frac{1}{2} \tag{6.20}
\]

In the CME or bCME, \( \langle x^2 \rangle \) and \( \langle p^2 \rangle \) are given by averaging phase space distribution,

\[
\langle x^2 \rangle = \int dx dp x^2 A(x, p) \tag{6.21a}
\]
\[
\langle p^2 \rangle = \int dx dp p^2 A(x, p) \tag{6.21b}
\]

6.3. QME and bQME

For the bCME or CME, the nuclear potential \( U_0(x) \) and electron-nuclear coupling \( h(x) \) are general, but results hold only at reasonably large temperature. To be able to push our results into the quantum (low temperature) limit, we will restrict ourselves to the case of harmonic oscillator and linear coupling, such that \( U_0 = \frac{1}{2} m \omega^2 x^2 \) and \( h(x) = E_d + g \sqrt{\frac{2m \omega}{\hbar}} x \).

Now we rewrite the Hamiltonian (in Eq. 6.1) in terms of raising and lowering operators (\( \hat{a} \dagger \) and \( \hat{a} \)) instead of position and momentum operators (\( \hat{x} \) and \( \hat{p} \)) and perform a system bath partitioning,

\[
\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{SB} \tag{6.22}
\]

with

\[
\hat{H}_S = \hat{d} \dagger \hat{d} \hat{H}_0 + \hat{d} \dagger \hat{d} \hat{H}_1, \tag{6.23a}
\]
\[
\hat{H}_B = \sum_{k \in \mathbb{L}, \mathbb{R}} \epsilon_k c_{k}^\dagger c_k, \tag{6.23b}
\]
\[
\hat{H}_{SB} = \sum_{k \in \mathbb{L}, \mathbb{R}} (V_k c_{k}^\dagger \hat{d} + \text{h.c.}), \tag{6.23c}
\]
where
\[
\hat{H}_0 = \hbar \omega (\hat{a} \hat{a}^\dagger + \frac{1}{2}),
\]
\[
\hat{H}_1 = \hbar \omega (\hat{a} \hat{a}^\dagger + \frac{1}{2}) + \hat{g} (\hat{a}^\dagger + \hat{a}) + E_d.
\]

In such a case, assuming \( \Gamma < k_B T \), it is straightforward to derive a quantum master equation for the reduced density matrix \( \hat{\rho}_0 \) and \( \hat{\rho}_1 \),

\[
\frac{\partial \hat{\rho}_0}{\partial t} = -\frac{i}{\hbar} [\hat{H}_0, \hat{\rho}_0] - \sum_K \sum_{k \in K} \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{i\epsilon_k \tau / \hbar} f \rho^K (\epsilon_k) e^{-i \hat{H}_1 \tau / \hbar} e^{i \hat{H}_0 \tau / \hbar} \hat{\rho}_0 \\
- e^{i \epsilon_k \tau / \hbar} (1 - f \rho^K (\epsilon_k)) \hat{\rho}_1 e^{-i \hat{H}_1 \tau / \hbar} e^{i \hat{H}_0 \tau / \hbar} + \text{h.c.}
\]
\[
\frac{\partial \hat{\rho}_1}{\partial t} = -\frac{i}{\hbar} [\hat{H}_1, \hat{\rho}_1] - \sum_K \sum_{k \in K} \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{-i \epsilon_k \tau / \hbar} (1 - f \rho^K (\epsilon_k)) e^{-i \hat{H}_1 \tau / \hbar} e^{i \hat{H}_0 \tau / \hbar} \hat{\rho}_1 \\
- e^{-i \epsilon_k \tau / \hbar} f \rho^K (\epsilon_k) \hat{\rho}_0 e^{-i \hat{H}_0 \tau / \hbar} e^{i \hat{H}_1 \tau / \hbar} + \text{h.c.}
\]

To include broadening within the QME, similar to the bCME, we replace \( \hat{H}_0/\hat{H}_1 \) by the corresponding broadened \( \hat{\hat{H}}_0/\hat{\hat{H}}_1 \) in Eq. 6.25

\[
\frac{\partial \hat{\rho}_0}{\partial t} = -\frac{i}{\hbar} [\hat{\hat{H}}_0, \hat{\hat{\rho}}_0] - \sum_K \sum_{k \in K} \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{i\epsilon_k \tau / \hbar} f \rho^K (\epsilon_k) e^{-i \hat{\hat{H}}_1 \tau / \hbar} e^{i \hat{\hat{H}}_0 \tau / \hbar} \hat{\hat{\rho}}_0 \\
- e^{i \epsilon_k \tau / \hbar} (1 - f \rho^K (\epsilon_k)) \hat{\hat{\rho}}_1 e^{-i \hat{\hat{H}}_1 \tau / \hbar} e^{i \hat{\hat{H}}_0 \tau / \hbar} + \text{h.c.}
\]
\[
\frac{\partial \hat{\rho}_1}{\partial t} = -\frac{i}{\hbar} [\hat{\hat{H}}_1, \hat{\hat{\rho}}_1] - \sum_K \sum_{k \in K} \frac{|V_k|^2}{\hbar^2} \int_0^\infty d\tau e^{-i \epsilon_k \tau / \hbar} (1 - f \rho^K (\epsilon_k)) e^{-i \hat{\hat{H}}_1 \tau / \hbar} e^{i \hat{\hat{H}}_0 \tau / \hbar} \hat{\hat{\rho}}_1 \\
- e^{-i \epsilon_k \tau / \hbar} f \rho^K (\epsilon_k) \hat{\hat{\rho}}_0 e^{-i \hat{\hat{H}}_0 \tau / \hbar} e^{i \hat{\hat{H}}_1 \tau / \hbar} + \text{h.c.}
\]

Here \( \hat{\hat{H}}_0 = \hat{H}_0 + \Delta U (x) \) and \( \hat{\hat{H}}_1 = \hat{H}_1 + \Delta U (x) \), where \( \Delta U (x) \) is the shift of the two PESs,

\[
\Delta U (x) = \int_{x_0}^x dx' \left( \bar{n} (h(x')) - \bar{f} (h(x')) \frac{\partial}{\partial x'} h(x') \right)
\]

(6.27)

where \( x_0 \) is some reference point.
Both the bQME and QME can be further simplified using the eigenbasis of the vibrational states. In Appendix 6.7.1, we show how to solve these equations and calculate the observables in practice.

6.4. Hierarchical Quantum Master Equation (HQME)

In the following, we provide some details regarding the numerically exact HQME approach which will be used to benchmark the results of our newly developed methods. The HQME approach (also known as hierachical equation of motion (HEOM) approach) was originally proposed in the context of relaxation dynamics \cite{186,187} and later on applied to charge transport. \cite{180–182} We closely follow Ref. \cite{182}, where the HQME approach for a numerically exact treatment of vibrationally coupled transport was introduced.

Based on the system-bath partitioning in Eq. (6.22), it is numerically expedient (see supplementary material of Ref. \cite{182} for details) to diagonalize the Hamiltonian of the reduced system $\hat{H}_S$ by employing a small polaron transformation, $\hat{H} = \hat{S}\hat{H}\hat{S}^{\dagger}$ with $\hat{S} = \exp \left((g/\hbar\omega)(\hat{a}^{\dagger} - \hat{a})\hat{d}^{\dagger}\hat{d}\right)$. The resulting Hamiltonian is given by

$$\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{SB} \tag{6.28}$$

with

$$\hat{H}_S = \hat{E}_d\hat{d}^{\dagger}\hat{d} + \hbar\omega \left(\hat{a}^{\dagger}\hat{a} + \frac{1}{2}\right), \tag{6.29a}$$

$$\hat{H}_{SB} = \sum_{k \in \text{L,R}} (V_k \hat{X} \hat{c}_k^{\dagger}\hat{d} + \text{h.c.}). \tag{6.29b}$$

The small polaron transformation leads to a renormalization of the energy of the electronic state $\hat{E}_d = E_d - g^2/(\hbar\omega)$ and the molecule-lead coupling term is dressed by the shift operator $\hat{X} = \exp\{(g/\hbar\omega)(\hat{a} - \hat{a}^{\dagger})\}$. 
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Employing a bath interaction picture, the bath coupling operators are defined by

$$
\hat{b}_K^\sigma(t) = \exp \left( i \hat{H}_B t / \hbar \right) \left( \sum_{k \in K} V_k \hat{c}_k^{\sigma} \right) \exp \left( -i \hat{H}_B t / \hbar \right)
$$

(6.30)

with $\sigma = \pm$, $\hat{c}_k^- \equiv \hat{c}_k$ and $\hat{c}_k^+ \equiv \hat{c}_k^\dagger$. As these operators obey Gaussian statistics, all information about system-bath coupling is encoded in the two-time correlation function of the free bath $C_\sigma^K(t - \tau) = \langle \hat{b}_K^\sigma(t) \hat{b}_K^\bar{\sigma}(\tau) \rangle_B$ where $\bar{\sigma} \equiv -\sigma$. Via Fourier transformation

$$
C_\sigma^K(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\epsilon \, e^{\sigma i \epsilon t / \hbar} \Gamma^K(\epsilon) f[\epsilon - \mu_K],
$$

(6.31)

$C_\sigma^K(t)$ is related to the spectral density in the leads $\Gamma^K(\epsilon)$ and the Fermi-Dirac distribution $f(\epsilon) = \left( \exp (\epsilon / k_B T) + 1 \right)^{-1}$. To derive a closed set of EOMs within the HQME method, $C_\sigma^K(t)$ is expressed by a sum over exponentials,

$$
C_\sigma^K(t) = \sum_{l=0}^{l_{\max}} \eta_{K,l} e^{-\gamma_{K,\sigma,l} t}. \tag{6.32}
$$

To this end, the Fermi distribution is represented by a sum-over-poles scheme employing a Pade decomposition and the spectral density of the leads is assumed to be a single Lorentzian $\Gamma^K(\epsilon) = \frac{1}{2} \frac{W^2}{(\epsilon - \mu_K)^2 + W^2}$. The band width $W$ is set to be $10^6$ times larger than $\Gamma$ to effectively describe the leads in the wide-band limit, which implies that the overall molecule-lead coupling strength is independent of energy and symmetric, $\Gamma_L = \Gamma_R = \frac{1}{2} \Gamma$.

The HQMEs for vibrationally coupled transport are given by

$$
\frac{\partial}{\partial t} \hat{\rho}_j^{(n)} = - \left( \frac{i}{\hbar} \hat{L}_S + \sum_{m=1}^{n} \gamma_{jm} \right) \hat{\rho}_j^{(n)} - \frac{i}{\hbar^2} \sum_j \hat{A}^\sigma \hat{\rho}_j^{(n+1)} - \frac{i}{\hbar^2} \sum_{m=1}^{n} (-)^{n-m} \hat{\mu}_{jm} \hat{\rho}_j^{(n-1)}, \tag{6.32}
$$

with the multi-index $j = (K, \sigma, l)$ and $\hat{L}_S \hat{O} = [\hat{H}_S, \hat{O}]$. Here, $\hat{\rho}^{(0)} \equiv \hat{\rho}$ stands for the reduced density matrix and $\hat{\rho}_j^{(n)} (n > 0)$ denote auxiliary density operators, which describe bath-
related observables such as, e.g., the current

$$\langle \hat{I}_K(t) \rangle = \frac{i}{\hbar} \sum_l \text{Tr}_S \{ \hat{d} \hat{X} \hat{\rho}_{K,+,l}^{(1)}(t) - \text{h.c.} \}.$$  \hspace{1cm} (6.33)

The superoperators $\hat{A}$ and $\hat{C}$ read

$$\hat{A}^\sigma \hat{\rho}^{(n)} = \hat{d}^\sigma \hat{X}^\sigma \hat{\rho}^{(n)} + (-)^n \hat{\rho}^{(n)} \hat{d}^\sigma \hat{X}^\sigma, \hspace{1cm} (6.34a)$$

$$\hat{C}_{K,\sigma,l} \hat{\rho}^{(n)} = \eta_{K,l} \hat{d}^\sigma \hat{X}^\sigma \hat{\rho}^{(n)} - (-)^n \eta_{K,l}^* \hat{\rho}^{(n)} \hat{d}^\sigma \hat{X}^\sigma. \hspace{1cm} (6.34b)$$

Note that, above, $\hat{d}^-$ and $\hat{d}^+$ are dressed by $\hat{X}^-$ and $\hat{X}^+$ due to the small polaron transformation. According to system-bath interaction, the superoperator $\hat{A}$ ($\hat{C}$) couples the $n$th-level of the hierarchy to the $(n+1)$th ($(n-1)$th) level. The coupled set of equations is solved directly for the steady state by setting $\hat{\rho}^{(n)}_{j_n ... j_1}(t = \infty) = 0 \ (n \geq 0)$. In the calculations presented below, the results are quantitatively converged for a truncation of the hierarchy at level $n = 3$.

The coupled set of HQMEs in Eq. (6.32) is evaluated in the electronic-vibrational product basis, $\langle b | \langle i_0 | \hat{\rho}^{(n)}_{j_n ... j_1} | i_0' \rangle | b' \rangle$, where $| b \rangle \in \{ |0\rangle, |1\rangle \}$ and $| i_0 \rangle$ denote eigenstates of $\hat{d}^\dagger \hat{d}$ and $\hat{H}_0$ (defined in Eq. 6.24a), respectively, with $b \in \{0, 1\}$ and $i_0 \in \{0, ..., i_0^{\text{max}}\}$. Without performing the small polaron transformation, an identical set of EOMs can be obtained if the HQMEs are evaluated in the eigenstate-basis of $\hat{H}_S$. This basis set is given by the product states $|0\rangle | i_0 \rangle$ and $|1\rangle | i_1 \rangle$ where $| i_1 \rangle$ with $i_1 \in \{0, ..., i_1^{\text{max}}\}$ denotes the eigenstates of $\hat{H}_1$ (cf. Eq. 6.24b).

The results presented in Figs. 35 and 36 are obtained by the HQME approach outlined above. For the results shown in Figs. 33 and 34 an alternative HQME approach is applied where the vibration is treated as part of the bath subspace. Due to the high average vibrational excitation in the systems considered in Figs. 33 and 34 a treatment of the vibrational mode as part of the reduced system would require a huge vibrational basis set $\{0, ..., i_0^{\text{max}}\}$ which is computationally not feasible.
6.5. Results

Below, we will restrict ourselves to the symmetric case with voltage $\mu_L = -\mu_R = \Phi/2$, $\Gamma_L = \Gamma_R = \frac{1}{2}\Gamma$ and reorganized energy level $\tilde{E}_d \equiv E_d - \frac{g^2}{(\hbar\omega)} = 0$.

6.5.1. Classical regime

In this subsection, we look at the classical regime, where $k_B T > \hbar\omega$, such that a classical treatment of the nuclear motion is feasible.

For the I-V curves, as shown in Fig. 33, the bCME agrees almost perfectly with numerically exact results from HQME, regardless of whether we look at the adiabatic limit $\Gamma > \hbar\omega$ or the nonadiabatic limit $\Gamma < \hbar\omega$. Not surprisingly, if we do not incorporate broadening, in the limit that $\Gamma > k_B T$, both the CME and the QME fail to recover the correct I-V results. In this limit ($k_B T > \hbar\omega$), the quantum treatment (the QME) completely agrees with a classical treatment (i.e. the CME).

In Fig. 34, we show the results for phonon excitation, which is a property of the nuclear distribution. The agreement between the bCME and HQME indicates that, in the limit of large $\Gamma$, the potential surface has to be broadened in order to recover the correct phonon distribution. Again, the (b)QME and (b)CME are completely identical.

To understand why the bCME can capture broadening effects correctly in the classical limit ($k_B T > \hbar\omega$), we note that broadening is important only when $\Gamma > k_B T$, which automatically implies that we are in the adiabatic regime $\Gamma > \hbar\omega$. Furthermore, in such an adiabatic regime, the bCME reduces to a Fokker-Planck equation with the correct potential of mean force (Eq. 6.11) and a roughly correct friction tensor. Thus, the bCME should be quite valid. That being said, as shown below, such a broadening scheme will not work perfectly in the quantum and nonadiabatic regimes, where $\hbar\omega > \Gamma > k_B T$, especially when $k_B T$ is very low.
Figure 33: I-V curves in the classical limit: $k_B T = 0.01$, $\hbar \omega = 0.003$. The bQME and bCME agree with HQME almost exactly, whereas the QME and CME fail in the limit of large $\Gamma$. Other parameters: $g = 0.0075$, $E_d = 0$. $\mu_L = -\mu_R = \Phi/2$, $\Gamma_L = \Gamma_R = \Gamma/2$. 
Figure 34: Phonon excitation-voltage curves in the classical limit: $k_B T = 0.01$, $\hbar \omega = 0.003$. bQME and bCME agree with HQME almost exactly, whereas QME and CME fail in the limit of large $\Gamma$. Other parameters: $g = 0.0075$, $E_d = 0$. $\mu_L = -\mu_R = \Phi / 2$, $\Gamma_L = \Gamma_R = \Gamma / 2$. 
6.5.2. Quantum regime

In the highly quantum regime, where $\hbar \omega > k_B T$, Fig. 35 starts to show differences between the (b)QME with (b)CME. A classical treatment fails in this limit, whereas the bQME agrees with the numerically exact solution very well. Straightforward QME shows deviations from the HQME in the limit of larger $\Gamma$.

Overall, the results in Fig. 35 give us a great deal of confidence that the bQME should work well both in the high temperature ($k_B T \gg \hbar \omega$) and intermediate temperature regimes ($k_B T = \hbar \omega$); by contrast, the bCME can be valid only in the high temperature limit. As discussed above, for broadening to be important, $\Gamma$ must be larger than $k_B T$ ($\Gamma > k_B T$), which again brings us back to the adiabatic regime ($\Gamma > \hbar \omega$), where the bQME should be valid. As shown in Fig. 35 the bQME works well even for the nonadiabatic and quantum regime, $\hbar \omega > \Gamma > k_B T$, provided that $k_B T$ is not very small compared to $\hbar \omega$.

Finally, in the nonadiabatic and quantum regime ($\hbar \omega > \Gamma > k_B T$), provided $\hbar \omega \gg k_B T$, in Fig. 36 the I-V curves show step-like features. Compared with numerically exact results, the QME shows very sharp step features, which is a signature of the fact that the QME lacks broadening. By contrast, the bQME shows a less obvious step feature, though the results are not perfect. Looking forward, we cannot be sure our techniques to incorporate broadening are optimal at very low temperatures, and the data in Fig. 36 provide one set of benchmarks for further improvement of semiclassical methods. That being said, we are also not sure whether such an improved broadening technique exists given the ad hoc nature of our correction. For the moment, however, we are reasonably confident that the bCME/bQME are reliable at reasonable large temperatures. The next step will be to benchmark these techniques with more than one orbital in the system, so that these techniques can be applied to realistic molecules near surfaces. This work is ongoing.
Figure 35: Quantum regime: $k_B T = 0.005$, $\hbar \omega = 0.02$. In this limit, a classical treatment fails. Overall the bQME performs well. Other parameters: $g = 0.03$, $\tilde{E}_d = 0$. $\mu_L = -\mu_R = \Phi/2$, $\Gamma_L = \Gamma_R = \Gamma/2$. 
6.6. Conclusions

In this paper, the broadened classical master equation (bCME) introduced previously\cite{119} to treat coupled electron-nuclear motions at molecule-metal interfaces has been extended to the non-equilibrium case, whereby two electrodes surround the molecule and a bias voltage is applied. The bCME algorithm agrees with the numerical exact solution almost perfectly in the limit of $k_B T > \hbar \omega$. In the quantum limit, $k_B T < \hbar \omega$, an analogous broadening strategy is suggested for the QME, and the resulting bQME strategy works fairly well. That being said, at very low temperature, the I-V curves produced by the bQME yield step features that are too soft compared with exact HQME data, reminding us that there are clear limits to the validity of semiclassical approaches. Looking forward, we hope soon to test both the bCME and bQME for larger Hamiltonians with anharmonic surfaces and multiple system orbitals (beyond the limit of wide-band coupling), and thus learn much more about when semiclassical dynamics can or cannot be used safely for realistic systems.
6.7. Appendix

6.7.1. The QME and bQME

Here we provide details for solving the bQME set of equations. We first express the operators

\[ \hat{H}_0 = \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2}) \] (6.35a)
\[ \hat{H}_1 = \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2}) + g(\hat{a}^\dagger + \hat{a}) + E_d \] (6.35b)

in the basis of eigenstates of \( \hat{a}^\dagger \hat{a} \) (referred to as boson basis), where

\[
\hat{a}^\dagger \hat{a} = \begin{bmatrix}
0 \\
1 \\
2 \\
\vdots
\end{bmatrix},
\hat{a} + \hat{a}^\dagger = \begin{bmatrix}
0 & 1 & \sqrt{2} & \sqrt{3} \\
1 & 0 & \sqrt{2} & 0 \\
\sqrt{2} & 0 & \sqrt{3} & \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{bmatrix}
\] (6.36)

To build matrices for \( \hat{H}_0 \) and \( \hat{H}_1 \), we need to express \( \Delta U(\hat{x}) \) (Eq. 6.27) in the boson basis (since \( \hat{H}_0 = \hat{H}_0 + \Delta U(\hat{x}) \) and \( \hat{H}_1 = \hat{H}_1 + \Delta U(\hat{x}) \)). To do so, we diagonalize the position operator \( \hat{x} = \sqrt{\frac{\hbar}{2m\omega}} (\hat{a} + \hat{a}^\dagger) \), such that \( \hat{x}|x_i\rangle = x_i|x_i\rangle \), where in such a basis, \( \langle x_i|U(\hat{x})|x_j\rangle = U(x_i)\delta_{ij} \). We then transform \( U(\hat{x}) \) back to the boson basis.

We next express the bQME (Eq. 6.26) in the respective eigenbases of \( \hat{H}_0 \) and \( \hat{H}_1 \)

\[ \hat{H}_0|\psi_0\rangle = E_{\psi_0}|\psi_0\rangle \] (6.37a)
\[ \hat{H}_1|\psi_1\rangle = E_{\psi_1}|\psi_1\rangle \] (6.37b)
After a secular approximation, the bQME reads

\[ \dot{\rho}_0(i_0) = -\sum_{i_0,K} W_{i_0 \rightarrow i_1}^{0 \rightarrow 1,K} \rho_0(i_0) + \sum_{i_1,K} W_{i_1 \rightarrow i_0}^{1 \rightarrow 0,K} \rho_1(i_1) \] (6.38a)

\[ \dot{\rho}_1(i_1) = \sum_{i_0,K} W_{i_0 \rightarrow i_1}^{0 \rightarrow 1,K} \rho_0(i_0) - \sum_{i_0,K} W_{i_1 \rightarrow i_0}^{1 \rightarrow 0,K} \rho_1(i_1) \] (6.38b)

where

\[ W_{i_0 \rightarrow i_1}^{0 \rightarrow 1,K} = |\langle i_1 | i_0 \rangle|^2 \frac{\Gamma^K}{\hbar} f^K(E_{i_1} - E_{i_0}) \] (6.39a)

\[ W_{i_1 \rightarrow i_0}^{1 \rightarrow 0,K} = |\langle i_1 | i_0 \rangle|^2 \frac{\Gamma^K}{\hbar} (1 - f^K(E_{i_1} - E_{i_0})) \] (6.39b)

The steady state solution of the above equation is the nontrivial solution that satisfies \( \dot{\rho}_0 = 0, \dot{\rho}_1 = 0 \) When calculating the current, we use the expression

\[ I = \frac{e}{\hbar} \sum_{i_0, i_1} |\langle i_1 | i_0 \rangle|^2 \int d\epsilon \frac{\Gamma^L \Gamma^R}{(\epsilon - (E_{i_1} - E_{i_0}))^2 + \Gamma^2} (f^L(\epsilon) - f^R(\epsilon))(\rho_0(i_0) + \rho_1(i_1)) \] (6.40)

For the unbroadened QME, we calculate the current by

\[ I = e \sum_{i_0, i_1} W_{i_0 \rightarrow i_1}^{0 \rightarrow 1,L} \rho_0(i_0) - W_{i_1 \rightarrow i_0}^{1 \rightarrow 0,L} \rho_1(i_1) \] (6.41)

Finally, for calculating phonon excitations \( \langle \hat{a}^\dagger \hat{a} \rangle \) within both QME and bQME, we set

\[ \langle \hat{a}^\dagger \hat{a} \rangle = \sum_{i_0} \langle i_0 | \hat{a}^\dagger \hat{a} | i_0 \rangle \rho_0(i_0) + \sum_{i_1} \langle i_1 | \hat{a}^\dagger \hat{a} | i_1 \rangle \rho_1(i_1) \] (6.42)

The number of phonon basis states is truncated once the final results have converged.
CHAPTER 7: A generalized surface hopping algorithm to model non-adiabatic dynamics near metal surfaces: The case of multiple electronic orbitals

This chapter was adapted from Ref. [183]

7.1. Introduction

Non-adiabatic dynamics near metal surfaces has gained wide interest across the areas of electrochemistry [25,34,120,191], molecular junctions [78,128,139] and surface scattering [12,24,72,192]. For example, in the area of molecular junctions, coupled electron-nuclear motion has been found to account for a variety of phenomena, including heating or cooling [30,86,193], hysteresis [79,151,152], instability or bistability [194]. Numerically exact solutions do exist, including numerical renormalization group (NRG) techniques [4,93], multi-configuration time dependent Hartree (MC-TDH) [99], quantum Monte Carlo (QMC) [1], and the hierarchical quantum master equation (HQME) [182]. However, due to the large number of degrees of freedom (DoFs) needed to model a metal, exact methods are limited to relatively small systems. New, inexpensive tools are needed.

To motivate the approach below, on the one hand, consider a molecule (or molecules) which is out of equilibrium in the absence of a metal. For such a problem, a lot of semiclassical methods have been developed to model the non-adiabatic dynamics in the gas phase or solution, including multiple spawning [195], frozen gaussian dynamics [196,197], mean-field dynamics [44,198], and semiclassical initial value dynamics [199–201], partially linearized density matrix dynamics [22], generalized quantum master equations [202,203], and exact factorization dynamics [204]. Tully’s fewest switch surface hopping (FSSH) [16] is one other important tool for propagating such dynamics, and has been successfully applied to many systems, including electron transfer [23], photochemistry [60,63], and proton transfer [11]. FSSH was introduced originally by ansatz alone, and recent work has shown a connection between FSSH and the quantum-classical Liouville equation (QCLE) [17,18,21]. Meanwhile, a lot of work has been done over the years to improve decoherence within FSSH [19,20,21,22]
Now on the other hand, consider the simplest molecule possible, a one-level system, near a metal surface. Recently, for such a case, a classical master equation (CME) was derived to model the coupled electron-nuclear motion \[38,83\]. Just as above, this CME can be solved with a surface hopping (SH) algorithm, i.e. classical motion on two different PESs with stochastic hops between the PESs. \[38,95\] The main differences between CME-SH and Tully’s FSSH are that: 1) our CME-SH does not propagate a density matrix, hence we do not have any coherence/decoherence problems; 2) no momentum adjustment has been introduced for CME-SH because there are open electronic boundary conditions; 3) our CME-SH results recover the correct detailed balance, with the fluctuation-dissipation theorem satisfied exactly, whereas Tully’s FSSH recovers detailed balance approximately \[84,85\]. For completeness, note that Ref. \[6\] shows that the CME can be mapped onto a Fokker-Planck equation with explicit forms for the friction and random force, and the resulting friction agrees with the Head-Gordon/Tully result as well as other previously published results. \[6,80,82,184\] In Ref. \[119\], we also suggested a simple way to incorporate the effects of level broadening, such that we could extrapolate from the limits of small to large metal-molecule couplings.

Finally, let us return to the case of a realistic molecule on a metal surface. With more than one orbital on the molecule, we can embed the quantum-classical Liouville equation (QCLE) inside a CME (QCLE-CME) to account for both intramolecular and metal-molecule interactions. In Ref. \[185\], we previously analyzed the natural friction from this QCLE-CME in the adiabatic limit. In this paper, we will now go beyond the adiabatic limit and propose a surface hopping algorithm to approximately solve the full QCLE-CME over a broad range of parameter space, that includes the adiabatic and diabatic limits. We will not address broadening in this paper; that topic will be treated in a forthcoming publication. This surface hopping scheme extends FSSH naturally to the case of a dissipative electronic bath, by connecting FSSH with CME-SH dynamics. As described below, to address decoherence, we will further propose an augmented surface hopping (A-SH) algorithm, which works well across a large range of parameter regimes. We expect this final algorithm (A-SH) will be very useful for modeling realistic systems.
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We organize the paper as follows: in Sec. 7.2 we briefly introduce the QCLE-CME. In Sec. 7.3 we propose a couple of different surface hopping algorithms to solve the QCLE-CME. We discuss our results in Sec. 7.4 and conclude in Sec. 7.5.

**Notation.** Below we will use a “hat”, e.g. \( \hat{O} \), to denote an operator, either for nuclei and electrons (or both). The subscript “el”, e.g. \( \hat{\rho}_{el}(\mathbf{R}, \mathbf{P}) \), indicates that the nuclear DoFs are classical (i.e. parameters instead of operators). \( \alpha, \beta \) index nuclear vectors (e.g. \( \mathbf{R}^\alpha \)). Small Roman letters \( (n, m, k) \) exclusively index electronic orbitals. Capital Roman letters \( (I, J, K, L) \) index electronic states.

### 7.2. Equation of motion

To be self-consistent, we briefly introduce the QCLE-CME for the coupled electron-nuclear dynamics near metal surfaces. For more details, see Ref. [185]. We divide the total Hamiltonian \( \hat{H} \) into three parts: the system \( \hat{H}_s \), the bath \( \hat{H}_b \), and the system-bath coupling \( \hat{H}_c \),

\[
\hat{H} = \hat{H}_s + \hat{H}_b + \hat{H}_c. \tag{7.1}
\]

\( \hat{H}_s \) describes a molecule with electronic orbitals with corresponding creation (annihilation) \( \hat{d}_n^+ (\hat{d}_m) \) operators plus nuclear degrees of freedom (DoFs, with position operator \( \hat{R}^\alpha \) and momentum operators \( \hat{P}^\alpha \)):

\[
\hat{H}_s = \sum_{mn} h_{mn}(\mathbf{R}) \hat{d}_m^+ \hat{d}_n + U(\mathbf{R}) + \sum_{\alpha} \frac{\hat{p}_{\alpha}^2}{2M^\alpha}. \tag{7.2}
\]

\( \hat{H}_b \) describes a metal consisting of a manifold of non-interacting electrons \( \hat{c}_k^+ (\hat{c}_k) \):

\[
\hat{H}_b = \sum_k \epsilon_k \hat{c}_k^+ \hat{c}_k. \tag{7.3}
\]
The coupling between the system and bath $\hat{H}_c$ is bilinear

$$\hat{H}_c = \sum_{nk} V_{nk} (\hat{d}_n^+ \hat{c}_k + \hat{c}_k^+ \hat{d}_n). \quad (7.4)$$

For the system-bath coupling, we will assume the wide band approximation, i.e. the hybridization function $\Gamma_{mn}(\epsilon)$ is independent of $\epsilon$,

$$\Gamma_{mn}(\epsilon) = 2\pi \sum_k V_{mk} V_{nk} \delta(\epsilon - \epsilon_k) = \Gamma_{mn}. \quad (7.5)$$

Following Ref. [185], assuming weak system-bath coupling, we apply Redfield theory to describe the equation of motion (EOM) for the density matrix of the molecule $\hat{\rho}$,

$$\frac{\partial}{\partial t} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}_s, \hat{\rho}] - \hat{\mathcal{L}}_{bs} \hat{\rho}$$ \quad (7.6)

Here, $[\cdot, \cdot]$ is the canonical commutator, and the superoperator $\hat{\mathcal{L}}_{bs}$ is

$$\hat{\mathcal{L}}_{bs} \hat{\rho} = \frac{1}{\hbar^2} \int_0^\infty d\tau e^{-i\hat{H}_s \tau/\hbar} \text{Tr}_b \left( \left[ \hat{H}_c(t), \left[ \hat{H}_c(t - \tau), e^{i\hat{H}_s \tau/\hbar} \hat{\rho}(t)e^{-i\hat{H}_s \tau/\hbar} \otimes \hat{\rho}_b^{eq} \right] \right] \right) e^{i\hat{H}_s \tau/\hbar}. \quad (7.7)$$

In the above equation, $\hat{\rho}_b^{eq}$ is the equilibrium density of states for the electronic bath, $\text{Tr}_b$ means treating the DoFs in the bath. $\hat{H}_c(t)$ in Eq. (7.7) is written in the interaction picture $\hat{H}_c(t) = e^{i(\hat{H}_b + \hat{H}_s)t} \hat{H}_c e^{-i(\hat{H}_b + \hat{H}_s)t}$. We refer to Eq. (7.6) as a quantum master equation (QME).

We then proceed to perform a partial Wigner transformation for the density operator $\hat{\rho}$ ($N_\alpha$ is the total number of nuclear DoFs),

$$\hat{\rho}_{\text{el}}(\mathbf{R}, \mathbf{P}) \equiv (2\pi\hbar)^{-N_\alpha} \int d\mathbf{X} \langle \mathbf{R} - \mathbf{X}/2 | \hat{\rho} | \mathbf{R} + \mathbf{X}/2 \rangle e^{i\mathbf{P} \cdot \mathbf{X}/\hbar}. \quad (7.8)$$
In the above equation, \( R \) and \( P \) in \( \hat{\rho}_{el}(R, P) \) are now interpreted as position and momentum vectors instead of operators.

After performing a partial Wigner transformation for Eq. 7.6 and making the approximation for the classical nuclei (details can be found in Ref. [185]), we arrive at a quantum-classical Liouville equation-classical master equation (QCLE-CME),

\[
\frac{\partial}{\partial t} \hat{\rho}_{el}(R, P, t) = \frac{1}{2} \{ \hat{H}_{el}^{cl}(R, P), \hat{\rho}_{el} \} - \frac{1}{2} \{ \hat{\rho}_{el}, \hat{H}_{el}^{cl}(R, P) \} - \frac{i}{\hbar} [ \hat{H}_{el}^{cl}, \hat{\rho}_{el} ] - \hat{\mathcal{L}}_{bs}(R) \hat{\rho}_{el}(t). \tag{7.9}
\]

Here, \( \{ \cdot, \cdot \} \) is Poisson bracket,

\[
\{ A, B \} = \sum_{\alpha} \left( \frac{\partial A}{\partial R^{\alpha}} \frac{\partial B}{\partial P^{\alpha}} - \frac{\partial A}{\partial P^{\alpha}} \frac{\partial B}{\partial R^{\alpha}} \right). \tag{7.10}
\]

and \( \hat{H}_{el}^{cl} \) is the partial Wigner transformation of \( \hat{H}_{s} \)

\[
\hat{H}_{el}^{cl}(R, P) = \sum_{mn} h_{mn}(R) \hat{d}_{m}^{\dagger} \hat{d}_{n} + U(R) + \sum_{\alpha} \frac{p_{\alpha}^{2}}{2M^{\alpha}}
\equiv \hat{V}(R) + \sum_{\alpha} \frac{p_{\alpha}^{2}}{2M^{\alpha}} \tag{7.11}
\]

The superoperator \( \hat{\mathcal{L}}_{bs}(R) \) in Eq. 7.9 is now,

\[
\hat{\mathcal{L}}_{bs}(R) \hat{\rho}_{el}(R, P, t) = \frac{1}{\hbar^{2}} \int_{0}^{\infty} d\tau e^{-i\hat{H}_{s}^{cl}t/\hbar} \text{tr}_{b} \left( [\hat{H}_{Ic}(t), [\hat{H}_{Ic}(t - \tau), e^{i\hat{H}_{s}^{cl}t/\hbar} \hat{\rho}_{el}(t)e^{-i\hat{H}_{s}^{cl}t/\hbar} \otimes \hat{\rho}_{eq}]] \right) e^{i\hat{H}_{s}^{cl}t/\hbar}, \tag{7.12}
\]

In the above equation, \( \hat{H}_{Ic}(t) = e^{i(\hat{H}_{b} + \hat{H}_{s}^{cl})t} \hat{H}_{Ic} e^{-i(\hat{H}_{b} + \hat{H}_{s}^{cl})t} \). We give a simplified form for the Redfield operator \( \hat{\mathcal{L}}_{bs}(R) \) in Appendix 7.6.1.

Eq. 7.9 reads naturally in a diabatic basis. For surface hopping, however, it is useful to
express the QCLE-CME in an adiabatic basis $|\Psi_{I}^{ad}(R)\rangle$, where

$$
\hat{V}(R)|\Psi_{I}^{ad}(R)\rangle = E_{I}^{ad}(R)|\Psi_{I}^{ad}(R)\rangle
$$

(7.13)

In such an adiabatic basis, the QCLE-CME (Eq. 7.9) can be written as

$$
\frac{\partial}{\partial t}\rho_{IJ}^{ad,el}(R, P, t) = -\frac{i}{\hbar}(E_{I}^{ad}(R) - E_{J}^{ad}(R))\rho_{IJ}^{ad,el}
- \sum_{\alpha K} \frac{P_{\alpha}}{M_{\alpha}} (d_{IK}^{\alpha}(R)\rho_{KJ}^{ad,el} - \rho_{IK}^{ad,el}d_{KJ}^{\alpha}(R))
- \frac{1}{2} \sum_{\alpha K} \left( F_{IK}^{\alpha}(R) \frac{\partial \rho_{KJ}^{ad,el}}{\partial P_{\alpha}} + \frac{\partial \rho_{IK}^{ad,el}}{\partial P_{\alpha}} F_{KJ}^{\alpha}(R) \right)
- \sum_{\alpha} \frac{P_{\alpha}}{M_{\alpha}} \frac{\partial \rho_{IJ}^{el}}{\partial R_{\alpha}} - \sum_{KL} \mathcal{L}_{IJ,KL}^{ad,el,bs}(R)\rho_{KL}^{ad,el}(t).
$$

(7.14)

Here we have defined the force $F_{IJ}^{\alpha} \equiv -\langle \Psi_{I}^{ad}|\frac{\partial H_{el}}{\partial R_{\alpha}}|\Psi_{J}^{ad}\rangle$, and the derivative coupling $d_{IJ}^{\alpha} \equiv F_{IJ}^{\alpha}/(E_{I}^{ad} - E_{J}^{ad})$. In Appendix 7.6.1 we give an explicit form for the Redfield operator $\hat{\mathcal{L}}_{bs}^{ad,el}$ in an adiabatic basis.

Notice that the only difference between the QCLE-CME and the usual QCLE is the Redfield operator ($\hat{\mathcal{L}}_{bs}^{el}$) in the latter which exchanges electrons between the molecule and the metal. Because the electron number in the molecule is not conserved, the QCLE-CME must be solved in a many-body (Fock) basis. Below we will use trajectory-based algorithms to solve the QCLE-CME approximately.

### Surface hopping algorithms

Here we propose a surface hopping algorithm to solve the QCLE-CME approximately. This surface hopping algorithm is a natural extension of Tully’s FSSH such that we now incorporate the exchange of electrons between molecule and metal. Just as FSSH represents a very approximate solutions to the QCLE[17], this surface hopping algorithm represents a very approximate solution to the QCLE-CME.
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Similar to FSSH, for each trajectory, we propagate the density matrix $\hat{\sigma}$ according to

$$
\dot{\sigma}_{IJ}^{ad} = -\sum_{\alpha K} \frac{P_{\alpha}}{M_{\alpha}} (d_{IK}^p(R)\sigma_{KJ}^{ad} - \sigma_{IK}^{ad}d_{KJ}^p(R))
- \frac{i}{\hbar} (E_{IJ}^{ad}(R) - E_{JI}^{ad}(R))\sigma_{IJ}^{ad} - \sum_{KL} L_{IJ,KL}^{ad,el,bs}(R)\sigma_{KL}^{ad}
$$

(7.15)

as well as position and momentum ($R$ and $P$) on the active potential surface (donated as $\lambda$),

$$
\dot{R}_\alpha = \frac{P_\alpha}{M_\alpha},
$$

(7.16)

$$
\dot{P}_\alpha = F_{\lambda\lambda}^{\alpha}.
$$

(7.17)

Now we have to decide the hopping rates between PES’s. In the spirit of Tully’s surface hopping, the nuclei hop from population to population. The total change of the population on state $J$ is

$$
\dot{\sigma}_{JJ}^{ad} = -\sum_{\alpha f} \frac{P_{\alpha}}{M_{\alpha}} (d_{fJ}^p(R)\sigma_{JJ}^{ad} - \sigma_{fJ}^{ad}d_{fJ}^p(R)) - \sum_{KL} L_{JJ,KL}^{ad,el,bs}(R)\sigma_{KL}^{ad}
$$

(7.18)

The first term on the right hand side (RHS) of the above equation indicates hopping due to derivative coupling $d_{fJ}^p$. Following FSSH, we define the hopping rate from $I$ to $J$ to be

$$
K_{I \rightarrow J}^{d} = \Theta \left( -2\text{Re}\left\{ \sum_{\alpha} \frac{P_{\alpha}}{M_{\alpha}} d_{JI}^p \sigma_{IJ}^{ad} \right\} \right).
$$

(7.19)

Here the $\Theta$ function is defined as

$$
\Theta(x) = \begin{cases} 
x, & \text{if } x \geq 0 \\
0, & \text{if } x < 0
\end{cases}
$$

(7.20)

The second term on the RHS of Eq. 7.18 gives an extra hopping due to molecule-metal
interaction. This term can be divided into diagonal and off-diagonal contributions:

\[- \sum_{KL} \mathcal{L}^{ad,el,bs}_{J,L,K,L} \sigma_{ad}^{KL} = - \sum_{I} \mathcal{L}^{ad,el,bs}_{J,I,I} \sigma_{II}^{ad} - \sum_{K \neq L} \mathcal{L}^{ad,el,bs}_{J,K,L} \sigma_{KL}^{ad} \]  

(7.21)

Just as in any master equation, the diagonal contribution implies a hopping rate from population $I$ to $J$ of the form

\[ k^{on}_{I \rightarrow J} = - \mathcal{L}^{ad,el,bs}_{J,I,I} \]  

(7.22)

To deal with the off-diagonal contribution in Eq. (7.21), we will apply a global flux surface hopping (GFSH) scheme,\textsuperscript{[208]} where we denote

\[ b_{JJ} = - \sum_{K \neq L} \mathcal{L}^{ad,el,bs}_{J,I,K,L} \sigma_{KL}^{ad} \]  

(7.23)

such that the hopping rate from $I$ to $J$ is given by

\[ k^{off}_{I \rightarrow J} = \begin{cases} \frac{-b_{II} b_{JJ}}{\sigma_{II}^{ad} \sum_{K} \Theta(b_{KK})}, & \text{if } b_{JJ} > 0 \text{ and } b_{II} < 0 \\ 0, & \text{otherwise} \end{cases} \]  

(7.24)

Again, the definition of $\Theta$ function is given in Eq. (7.20). The need for a GFSH hopping rate might well appear superfluous and unjustified here. To that end, we emphasize that there are many other possible rates for the hopping rate here beyond GFSH. In other words, since $\sum_{J} b_{J,I} = 0$, the best approach would really be to investigate the functional form of $\mathcal{L}^{ad,el,bs}_{J,I,K,L}$ and pair up all hopping terms so that final sum vanishes. With such a pairing in hand, one could construct more natural hopping rates accordingly. However, constructing such positive and negative pairs is tedious; see, e.g. Eqs. (7.54)-(7.57) in Appendix 7.6.2 and now imagine we had $N \gg 4$ possible charge states and $M \gg 2$ orbitals! Furthermore, in model problems studied thus far, we find that implementing a more rigorous hopping rate yields nearly identical results as the GFSH rates. Thus, for now, we simply use the GFSH
rates to hop between surfaces.

Finally, combining the diagonal and off-diagonal contributions, we find the hopping rate induced by $\hat{L}_{bs}$ is then

$$k_{I \rightarrow J}^L = k_{I \rightarrow J}^{on} + k_{I \rightarrow J}^{off}$$  \hspace{1cm} (7.25)

For convenience, we define the total hopping rate

$$k_{I \rightarrow J}^{total} = k_{I \rightarrow J}^d + k_{I \rightarrow J}^L.$$  \hspace{1cm} (7.26)

In Eq. 7.26, we add up hopping rates as induced by the derivate coupling operator ($k^d$) and the Redfield operator ($k^L$). Just as in the CME [38], when hop occurs due to $k^L$, we postulate that there should be no momentum adjustment. However, if hop occurs due to $k^d$, we rescale momenta on the direction of the derivative coupling to conserve energy, just as in FSSH [17]. As such, one has constructed a SH scheme that reduces correctly to both FSSH and CME-SH respectively.

Now we can formalize our protocol explicitly:

1. Prepare the initial $\hat{\sigma}$, $\mathbf{R}$, and $\mathbf{P}$. Choose the active PES (say $\lambda = I$).

2. Evolve $\hat{\sigma}$, $\mathbf{R}$ and $\mathbf{P}$ according to Eqs. 7.15–7.17 for a time interval $\Delta t$ on the active PES ($\lambda = I$).

3. Calculate the hopping rate $k_{I \rightarrow K}^d$ and $k_{I \rightarrow K}^L$ for all $K$, according to Eq. 7.19 Eq. 7.25 (Eq. 7.22 plus Eq. 7.24). Generate a random number $\xi \in [0,1]$. We now define $S_{I}^J = \sum_{K=1}^{J} k_{I \rightarrow K}^{total}$

   - If $\xi > S_{I}^N \Delta t$ (here $N$ is the total number of PESs), the nuclei remain on surface $I$.

   - Else if $S_{I}^{J-1} \Delta t < \xi < (S_{I}^{J-1} + k_{I \rightarrow J}^L) \Delta t$, the nuclei hop to surface $J$ ($\lambda = J$),
without momentum rescaling.

- Else if $(S_{I}^f - 1 + k_{f}^{L_{-I}}) \Delta t < \xi < S_{I}^f \Delta t$, the nuclei hops to PES $J$ ($\lambda = J$), with momentum rescaling along the direction of the derivative coupling:

$$\mathbf{P}^{\text{new}} = \mathbf{P} + \kappa \mathbf{d}_{I,J} / |\mathbf{d}_{I,J}|$$

which satisfies

$$\sum_{\alpha} \left( \frac{P_{\alpha}^{\text{old,new}}}{2M_{\alpha}} \right)^2 + E_{f}^{ad}(\mathbf{R}) = \sum_{\alpha} \left( \frac{P_{\alpha}}{2M_{\alpha}} \right)^2 + E_{I}^{ad}(\mathbf{R})$$

Among the two roots satisfying Eq. 7.28, the root with smaller $|\kappa|$ is chosen.

4. Repeat step 2 and 3 for the desired number of time steps.

7.3.1. Secular surface hopping (sec-SH)

The scheme above can be simplified through a secular approximation. In a sec-SH, the GFSH is turned off, i.e. $k^{\text{off}} = 0$ in Eq. 7.24. Otherwise, the SH algorithm above is unchanged. To motivate why a secular approximation is appealing, consider the long time dynamics of a master equation. Without any nuclear motion, it is well known that secular master equations must recover the correct equilibrium long time populations \[110\].

To understand this unique long-time equilibrium feature of secular master equations, note secular master equations set all coherences to zero (in an adiabatic basis) and thus can be written down in a Lindblad form \[209\]. By contrast, for a nonsecular master equation, in the adiabatic basis, the correct equilibrium distribution can achieved only if the coherence vanishes naturally at long times; in other words, a non-secular master equation can behave correctly at long times only if decoherence is treated properly. Thus, there is a natural tradeoff. On the one hand, the secular approximation can recover the correct equilibrium, but gives the wrong short time dynamics. On the other hand, the non secular approximation gives the correct short time dynamics, but achieving the correct equilibrium
is not guaranteed.

Now, we have shown previously that, for the specific Hamiltonian in Eqs. \[185\] without any nuclear motion, both the nonsecular and secular approximation recover the correct equilibrium populations. Unfortunately, as will be shown below, this feature disappears when nuclear motion is introduced, and only the secular approximation succeeds for long time populations. In particular, with nuclear motion, we will show that the off-diagonal matrix elements do not always decohere to zero according to nonsecular trajectories, and hence the latter can destroy the long-time equilibrium density matrix.

### 7.3.2. Augmented surface hopping (A-SH)

Because nuclear motion can destroy the long time population of an electronic master equation, below, it will be useful to introduce an augmented surface hopping (A-SH) scheme that interpolates between the usual SH and sec-SH approach. That is, at short times, A-SH should recover SH, while at longer times, A-SH should reduce to sec-SH. To connect these two limits, we will hypothesize that the timescale for turning off GFSH is the decoherence rate, i.e. the rate of coherence loss lifetime of electronic states as dictated by nuclear motion. Thus, for A-SH, similar to the A-FSSH algorithm in Ref. [210], we propagate moments $\delta \hat{R}$ and $\delta \hat{P}$,

\[
\frac{\partial}{\partial t} \delta R_{IJ}^\alpha = \frac{\delta P_{IJ}^\alpha}{M^\alpha} - \sum_{\alpha K} \frac{P_{IJ}^\alpha}{M^\alpha} (d_{IK}^\alpha(R) \delta R_{KJ}^\alpha - \delta R_{IK}^\alpha d_{KJ}^\alpha(R)) \\
- \frac{i}{\hbar} (E_{I}^{ad}(R) - E_{J}^{ad}(R)) \delta R_{IJ}^\alpha \tag{7.29}
\]

\[
\frac{\partial}{\partial t} \delta P_{IJ}^\alpha = \frac{1}{2} \sum_{K} \left( \delta F_{IK}^\alpha \sigma_{KJ}^{ad} + \sigma_{IK}^{ad} \delta F_{KJ}^\alpha \right) - \frac{i}{\hbar} (E_{I}^{ad}(R) - E_{J}^{ad}(R)) \delta P_{IJ}^\alpha \nonumber \\
- \sum_{\alpha K} \frac{P_{IJ}^\alpha}{M^\alpha} (d_{IK}^\alpha(R) \delta P_{KJ}^\alpha - \delta P_{IK}^\alpha d_{KJ}^\alpha(R)) \tag{7.30}
\]
We have defined \( \delta F^{\alpha}_{KJ} = F^{\alpha}_{KJ} - F^{\alpha}_{\lambda,\lambda} \delta_{KJ} \). Then, the final decoherence rate is defined as (just as in Ref. [17]),

\[
\frac{1}{\tau(K,L)} = \frac{1}{2} \sum_{\alpha} (F^{\alpha}_{KK} - F^{\alpha}_{LL})(\delta R^{\alpha}_{KK} - \delta R^{\alpha}_{LL})
\] (7.31)

In A-SH, Eq. 7.31 is used to turn off the GFSH hopping contributed from off-diagonal matrix element of \( K, L \). To be explicit, we define

\[
\tilde{b}_{JJ} = - \sum_{K \neq L} C^{ad,el,bs}_{JJ,KL} \sigma^{ad}_{KL} \zeta_{K,L}
\] (7.32)

Here \( \zeta_{K,L} \) is either 0 or 1. The hopping rate from off-diagonal matrix elements is

\[
\tilde{k}^{off}_{I \rightarrow J} = \begin{cases} \frac{-b_{II}b_{JJ}}{\sigma^{ad}_{II} \sum_{K} \Theta(b_{KK})}, & \text{if } \tilde{b}_{JJ} > 0 \text{ and } \tilde{b}_{II} < 0 \\ 0, & \text{otherwise} \end{cases}
\] (7.33)

If \( \zeta_{K,L} = 1 \) for all \( K \neq L \), \( \tilde{k}^{off}_{I \rightarrow J} = k^{off}_{I \rightarrow J} \) (Eq. 7.24), such that A-SH recovers SH. If \( \zeta_{K,L} = 0 \) for all \( K \neq L \), \( \tilde{k}^{off}_{I \rightarrow J} = 0 \), A-SH reduces to the sec-SH.

For convenience, we denote

\[
\tilde{k}^{C}_{I \rightarrow J} = k^{on}_{I \rightarrow J} + \tilde{k}^{off}_{I \rightarrow J}
\] (7.34)

\[
\tilde{k}^{total}_{I \rightarrow J} = k^{d}_{I \rightarrow J} + \tilde{k}^{C}_{I \rightarrow J}
\] (7.35)

We are now prepared to formalize the A-SH protocol. Note that the interpolation in Eqs. 7.31-7.33 is rather ad hoc for now. Our rational for invoking a A-SH decoherence rate will be partially explained below. Our A-SH algorithm is as follows.

1. Prepare initial \( \hat{\sigma}, \hat{R}, \hat{P} \). Choose active potential surface (say \( \lambda = I \)). Set \( \delta \hat{R} = 0, \delta \hat{P} = 0, \zeta^{K,L} = 1 \) (for all \( K \neq L \))
2. Evolve $\hat{\sigma}$, $\hat{R}$ and $\hat{P}$ according to Eqs. (7.15)-(7.17) for a time interval $\Delta t$ on the active potential surface. For any $K \neq L$, if $\zeta^{K,L} = 1$, propagate $\delta\hat{R}$ and $\delta\hat{P}$ according to Eq. (7.29) and Eq. (7.30).

3. Calculate the hopping rate $k_{I \rightarrow J}^d$ and $\tilde{k}_{I \rightarrow J}^\ell$ according to Eq. (7.19) and Eq. (7.34) (Eq. (7.22) plus Eq. (7.33)). Generate a random number $\xi \in [0, 1]$. Define $\tilde{S}_I^J = \sum_{K=1}^{J} \tilde{k}_{I \rightarrow K}^\text{total}$.

- If $\xi > \tilde{S}_I^N \Delta t$ (here $N$ is the total number of PESs), the nuclei remain on surface $I$.
- Else if $\tilde{S}_I^{J-1} \Delta t < \xi < (\tilde{S}_I^{J-1} + \tilde{k}_{I \rightarrow J}^\ell) \Delta t$, the nuclei hops to surface $J$, without momentum rescaling. Set $\delta\hat{P} = 0$.
- Else if $(\tilde{S}_I^{J-1} + \tilde{k}_{I \rightarrow J}^\ell) \Delta t < \xi < \tilde{S}_I^J \Delta t$, the nuclei hops to PES $J$, with momentum rescaling along the direction of the derivative coupling.

\[
P_{\text{new}} = P + \kappa d_{I,J}/|d_{I,J}| \quad (7.36)
\]

\[
\sum_{\alpha} \frac{(P_{\alpha,\text{new}})^2}{2M^\alpha} + E_{J}^{\text{ad}}(\hat{R}) = \sum_{\alpha} \frac{(P_{\alpha})^2}{2M^\alpha} + E_{I}^{\text{ad}}(\hat{R}) \quad (7.37)
\]

Among the two roots satisfying Eq. (7.37) the root with smaller $|\kappa|$ is chosen. Set $\delta\hat{P} = 0$, $\delta\hat{R} = 0$.

4. For all $K \neq L$, if $\zeta^{K,L} = 1$, calculate the decoherence rates $\frac{1}{\tau_{K,L}}$, and generate a new random number $\xi \in [0, 1]$. If $\frac{\Delta t}{\tau_{K,L}} > \xi$, set $\zeta^{K,L} = 0$, and set (for all $J = 1, ..., N$)

\[
\delta\hat{R}_{K,J} = \delta\hat{P}_{K,J} = 0, \quad (7.38)
\]

\[
\delta\hat{R}_{J,K} = \delta\hat{P}_{J,K} = 0, \quad (7.39)
\]

\[
\delta\hat{R}_{L,J} = \delta\hat{P}_{L,J} = 0, \quad (7.40)
\]

\[
\delta\hat{R}_{J,L} = \delta\hat{P}_{J,L} = 0. \quad (7.41)
\]

5. Repeat step 2 through 5 for the desired number of time steps.
7.3.3. Electronic friction-Langevin dynamics (EF-LD)

In the adiabatic limit, which nuclear motion is slow relative to electron transfer, the QCLE-CME can be mapped onto an electronic friction-Langevin dynamics (EF-LD) \[185\],

\[
M^\alpha \ddot{R}^\alpha = F^\alpha (R) - \sum_\beta \gamma_\alpha^\beta (R) \dot{R}^\beta + \delta F^\alpha (t). \tag{7.42}
\]

Here the mean force and electronic friction are given by

\[
F^\alpha (R) = - \text{tr}_e \left( \frac{\partial \hat{H}_s^{el}}{\partial R^\alpha} \hat{\sigma}_{eq} \right) \tag{7.43}
\]

\[
\gamma_\alpha^\beta (R) = - \text{tr}_e \left( \frac{\partial \hat{H}_s^{el}}{\partial R^\alpha} \hat{L}_{el}^{-1} \frac{\partial \hat{\sigma}_{eq}}{\partial R^\beta} \right) \tag{7.44}
\]

In the above equations, \( \text{tr}_e \) implies a trace over the electronic DoFs in the molecule, and \( \hat{\sigma}_{eq} = \frac{1}{Z} e^{-\hat{H}^{el}/kT} (Z = \text{tr}_e e^{-\hat{H}^{el}/kT}) \). \( \hat{L}_{el}^{-1} \) is inverse of \( \hat{L}_{el} \), which is defined as \( \hat{L}_{el} (\cdot) \equiv \hat{L}_{ba} (\cdot) + \frac{i}{\hbar} [\hat{H}_s^{el}, \cdot] \). \( \delta F^\alpha \) is a random force with a correlation function that is Markovian:

\[
\langle \delta F^\alpha (t) \delta F^\beta (t') \rangle = 2D^{\alpha\beta} (R) \delta (t - t'). \tag{7.45}
\]

where the correlation function is

\[
D^{\alpha\beta} (R) = \frac{1}{2} \text{tr}_e \left( \frac{\partial \hat{H}_s^{el}}{\partial R^\alpha} \hat{L}_{el}^{-1} \left( \frac{\partial \hat{H}_s^{el}}{\partial R^\beta} \hat{\sigma}_{eq} + \hat{\sigma}_{eq} \frac{\partial \hat{H}_s^{el}}{\partial R^\beta} - 2 \text{tr}_e \left( \frac{\partial \hat{H}_s^{el}}{\partial R^\beta} \hat{\sigma}_{eq} \right) \hat{\sigma}_{eq} \right) \right) \tag{7.46}
\]

Note that the friction (plus random force) given in Eq. 7.44 (plus Eq. 7.46) is not exactly equal to the standard form of electronic friction by von Oppen et al. \[80\]. The difference between our friction here and the results from von Oppen \[80\] is that we do not take level broadening into account in Eq. 7.44 due to our approach based on a perturbative treatment of the system-bath coupling. That being said, we have shown previously, \[185\] the difference between the QCLE-CME friction (in Eq. 7.44) and the friction in Ref. 80 is small for the
case of not very strong system-bath coupling and high temperature, such that the two sets of Langevin dynamics should be very similar. For very large system-bath couplings, one must invoke the von Oppen results [80] which are accurate to infinite order in the system-bath coupling parameter. See also Appendix 7.6.4.

7.4. Results and Discussion

To test our SH algorithms above, we use a donor-acceptor-metal model. The system Hamiltonian is,

\[
\hat{H}_s^{\text{el}}(x) = E_D(x)\hat{d}_D^+\hat{d}_D + E_A(x)\hat{d}_A^+\hat{d}_A + W(\hat{d}_D^+\hat{d}_A + \hat{d}_A^+\hat{d}_D) + \frac{1}{2}m\omega^2x^2 + \frac{p^2}{2m} \tag{7.47}
\]

In the donor-acceptor-metal model, we have

\[
\Gamma_{AA} = \Gamma, \Gamma_{DD} = \Gamma_{DA} = \Gamma_{AD} = 0 \tag{7.48}
\]

We will further set \(E_D(x) = \sqrt{2}gx + \epsilon_D\), \(E_A(x) = 0\).

In Appendix 7.6.2, we express the Redfield operator explicitly in the adiabatic basis for this two-level model. We prepare the nuclei with a Boltzmann distribution on the donor (i.e. the acceptor is empty). We use the scheme in Ref. [211] to convert between the diabatic and adiabatic states. In Appendix 7.6.3, we show how to calculate the diabatic population \(\langle \hat{d}_D^+\hat{d}_D \rangle\) for SHs and EF-LD. We will compare our results against the QME (see Appendix 7.6.4).

In Fig. 37, we work in the regime where \(W\) is relatively large than \(\Gamma\). We see good agreement between the QME and all SH algorithms (SH, sec-SH and A-SH), for both diabatic population and kinetic energy. When \(W\) and \(\Gamma\) are both large (which is the adiabatic limit, \(W = 0.04\), \(\Gamma = 0.01\)), EF-LD works well for longer dynamics, yet fails to recover the correct initial conditions for diabatic population. This failure arises because, according to EF-LD, we assume local equilibrium for electronic states; the transformation for calculating diabatic
populations is provided in Appendix 7.6.3. In the non-adiabatic limit (smaller $\Gamma$), EF-LD fails completely.

![Diagram](image)

**Figure 37:** Diabatic electronic population on the donor ($\langle \hat{d}_D^{\dagger} \hat{d}_D \rangle$) and the kinetic energy ($E_k$) as a function of time. The QME results can be considered nearly exact (see Appendix 7.6.4). All the SH algorithms (SH, sec-SH, A-SH) agree well with the QME. In the adiabatic limit (large $W$ and $\Gamma$), EF-LD works for long-time dynamics.

Now we turn to the decoherence issue as implemented in A-SH, and to which we alluded above in Sec. 7.3.2. In Fig. 38 we plot results for the case that $W$ is relatively small compared with $\Gamma$. Now we see differences in the performances of the different SH protocols. Standard SH works well for short time dynamics, yet fails to recover the correct equilibrium (either for the diabatic population or the kinetic energy). In fact, the system reaches a different temperature from the bath (as shown by the kinetic energy in Fig. 38). Vice versa, sec-SH fails at short times but does recover the correct equilibrium at long times. Overall, A-SH agrees best with the QME. Again, EF-LD works best in the adiabatic limit (when $W$ and $\Gamma$ are both large).
Figure 38: Diabatic electronic population on the donor ($\langle \hat{d}_D^+ \hat{d}_D \rangle$) and the kinetic energy ($E_k$) as a function of time. SH fails to recover the correct equilibrium. Sec-SH does recover the correct equilibrium but fails for early dynamics. Overall, A-SH performs the best among different SH methods. $kT = 0.01$, $\hbar \omega = 0.003$, $g = 0.0075$, $\epsilon_D = 2E_r$, $E_r = g^2/\hbar \omega$. 
To understand the origin of this behavior (especially for surface hopping), note that in this parameter regime, the GFSH hopping rate (which accounts for the off-diagonal elements of the electronic density matrix $\hat{\sigma}$) is rather large. Now, according to Eq. 7.59, if all matrix elements of $\Gamma_{pq}$ and if all of the Fermi functions do not fluctuate, it follows at long times that, $\sigma_{KL} \rightarrow 0$ ($K \neq L$). See the discussion below Eq. 7.59. That being said, however, these matrix elements will fluctuate because of nuclear motion, and thus, in practice, we may not find that $\sigma_{KL} \rightarrow 0$. And thus, the large GFSH rate can destroy long time detailed balance because of an inexact treatment of the coherence in $\hat{\sigma}$.

To address this deficiency, we have hypothesized in this paper that, just as the FSSH algorithm lacks decoherence and cannot properly follow the QCLE without a decoherence correction, so too the FSSH-CME-SH algorithm lacks some decoherence and cannot follow the QCLE-CME. Because this decoherence is necessarily tied to the effect of nuclear motion on electronic dynamics, we therefore propagate nuclear moments (just as in A-FSSH) and turn off GFSH accordingly. Empirically, in Figs. 37-38, we find that the resulting A-SH algorithm yields very strong results, as A-SH recovers relatively accurate short time dynamics and finds the correct detailed balance at longer times.

That being said, the A-SH algorithm we introduced in Sec. 7.3.2 is only a preliminary algorithm, and it is very possible that further improvements can and will be made; in particular, our understanding of decoherence at a metal surface is not yet fully clear or complete (unlike the case in solution). Future work is required to test and improve the A-SH algorithm across many model problems, especially for the case of more than two molecular orbitals in the molecule (where electronic coherence terms can be coupled with each other).

Finally, in the future, it will also be very interesting to test the SH algorithms in an environment where extra phonon friction appears and the correct temperature is maintained: how will A-SH, SH and sec-SH compare with each other?
7.5. Conclusions

We have proposed several efficient algorithms to solve the QCLE-CME, which models the non-adiabatic dynamics for a molecule near a metal surface. These algorithms (i) generalize Tully’s FSSH to incorporate the exchange of electrons between molecule and metal, and also (ii) generalize the CME-SH to the case of multiple levels in the molecule. Among all the surface hopping algorithms tested here, an augmented surface hopping (A-SH) thus far performs best in most regimes. Further research must strenuously test the algorithms in the condensed phase, especially when extra friction is presented from phonons. The role of decoherence also requires further investigation in the QCLE-CME. Overall, we expect this surface hopping algorithm or variants thereof to be very useful for modeling realistic electrochemical systems and non-adiabatic scattering of molecules off metal surfaces.

7.6. Appendix

7.6.1. The Redfield Operator

In the Appendix of Ref. [185], we have written the Redfield operator in the diabatic basis,

\[
\hat{L}_{bs}^{\text{el}} \hat{\rho}_{el} = \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m^{+} \hat{S}_n \hat{S}_n^{+} \hat{\rho}_{el}(t) + \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m \hat{S}_n \hat{S}_n^{+} \hat{\rho}_{el}(t) + \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m^{+} \hat{\rho}_{el}(t) \hat{S}_n \hat{S}_n^{+} - \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m \hat{\rho}_{el}(t) \hat{S}_n \hat{S}_n^{+} + h.c. \quad (7.49)
\]

Here \( \hat{S} \) is the matrix that diagonalizes the system Hamiltonian \( \hat{H}_s^{\text{el}} \), with adiabatic PESs \( E_I^{\text{ad}}, I = 1, ..., N \) (\( N \) is total number of PESs). We have defined \((\tilde{D}_n)_{IJ} \equiv (\hat{S}^{+} \hat{d}_n \hat{S})_{IJ} (1 - f(E_J^{\text{ad}} - E_I^{\text{ad}})), (\bar{D}_n)_{IJ} \equiv (\hat{S}^{+} \hat{d}_n \hat{S})_{IJ} f(E_J^{\text{ad}} - E_I^{\text{ad}})) \). \( f(E) = 1/(e^{E/kT} + 1) \) is a Fermi function. \( \tilde{D}_n / \bar{D}_n^{+} \) is the Hermitian conjugate of \( \tilde{D}_n / D_n^{+} \).
The above equation can be rewritten in an adiabatic basis (noting $\hat{\rho}_{ad}^{el} = \hat{S}^+ \hat{\rho}_{el} \hat{S}$),

$$\hat{L}_{bs}^{ad,el} \hat{\rho}_{el}^{ad} = \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{S}^+ \hat{d}_m \hat{D}_n \hat{\rho}_{el}^{ad}(t) + \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{S}^+ \hat{d}_m \hat{D}_n \hat{\rho}_{el}^{ad}(t)$$

$$- \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{S}^+ \hat{d}_m \hat{D}_n \hat{\rho}_{el}^{ad}(t) \hat{D}_n^+ - \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{S}^+ \hat{d}_m \hat{D}_n \hat{\rho}_{el}^{ad}(t) + h.c. \quad (7.50)$$

7.6.2. The Redfield Operator for donor-acceptor metal model

Now we apply the results above to the two-level model in Sec. 7.4. We write the diabatic system Hamiltonian in a Fock space,

$$\hat{H}_{el}^{s} = \begin{pmatrix} 0 & E_D & W \\ E_D & W & E_A \\ W & E_A & E_D + E_A \end{pmatrix} + \left( \frac{1}{2} m \omega^2 x^2 + \frac{p^2}{2m} \right) \hat{I}_{el} \quad (7.51)$$

Here $\hat{I}_{el}$ is an (electronic) identity matrix. The annihilation operators $\hat{d}_D$ and $\hat{d}_A$ are,

$$\hat{d}_D = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \hat{d}_A = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad (7.52)$$

The $\hat{S}$ matrix that diagonalizes $\hat{H}_{el}^{s}$ takes the form

$$\hat{S} = \begin{pmatrix} 1 \\ \cos \theta \sin \theta \\ -\sin \theta \cos \theta \\ 1 \end{pmatrix} \quad (7.53)$$
For simplicity, below we denote \( f(E_{ad}^I - E_{ad}^J) = f_{IJ} \) \( (I,J=1,\ldots,4) \). We further denote \( \Gamma_{aa} = \Gamma \sin^2 \theta \), \( \Gamma_{bb} = \Gamma \cos^2 \theta \), \( \Gamma_{ab} = -\Gamma \cos \theta \sin \theta \). Now we can write the Redfield operator explicitly for the two-level system in the adiabatic basis,

\[
-\left( \mathcal{L}_{bs} \rho_{el} \right)_{11} = -\left( \frac{\hbar}{\gamma_{aa}} f_{21} + \frac{\hbar}{\gamma_{bb}} f_{31} \right) \rho_{11} + \frac{\gamma_{aa}}{\hbar} f_{12} \rho_{22} + \frac{\gamma_{bb}}{\hbar} f_{13} \rho_{33}
\]

\[
-\frac{\gamma_{ab}}{2\hbar} (f_{12} + f_{13}) (\rho_{32} + \rho_{23}), \quad (7.54)
\]

\[
-\left( \mathcal{L}_{bs} \rho_{el} \right)_{22} = -\left( \frac{\hbar}{\gamma_{aa}} f_{12} + \frac{\hbar}{\gamma_{bb}} f_{42} \right) \rho_{22} + \frac{\gamma_{aa}}{\hbar} f_{21} \rho_{11} + \frac{\gamma_{bb}}{\hbar} f_{24} \rho_{44}
\]

\[
-\left( \mathcal{L}_{bs} \rho_{el} \right)_{33} = -\left( \frac{\hbar}{\gamma_{aa}} f_{13} + \frac{\hbar}{\gamma_{bb}} f_{43} \right) \rho_{33} + \frac{\gamma_{aa}}{\hbar} f_{34} \rho_{44} + \frac{\gamma_{bb}}{\hbar} f_{31} \rho_{11}
\]

\[
-\frac{\gamma_{ab}}{2\hbar} (f_{12} - f_{42}) (\rho_{32} + \rho_{23}), \quad (7.55)
\]

\[
-\left( \mathcal{L}_{bs} \rho_{el} \right)_{44} = -\left( \frac{\hbar}{\gamma_{aa}} f_{34} + \frac{\hbar}{\gamma_{bb}} f_{24} \right) \rho_{44} + \frac{\gamma_{aa}}{\hbar} f_{43} \rho_{33} + \frac{\gamma_{bb}}{\hbar} f_{42} \rho_{22}
\]

\[
-\frac{\gamma_{ab}}{2\hbar} (f_{42} + f_{43}) (\rho_{32} + \rho_{23}). \quad (7.56)
\]

The coherence term is:

\[
-\left( \mathcal{L}_{bs} \rho_{el} \right)_{23} = \chi(\varrho) - \frac{1}{2\hbar} \left( \gamma_{aa} f_{12} + \gamma_{bb} f_{13} + \gamma_{bb} f_{42} + \gamma_{aa} f_{43} \right) \rho_{23} \quad (7.57)
\]

with the complex conjugate \( \left( \mathcal{L}_{bs} \rho_{el} \right)_{32} = \left( \mathcal{L}_{bs} \rho_{el} \right)_{23}^* \). The second term on the RHS of Eq. 7.58 is a natural decoherence term. We have defined \( \chi(\varrho) \) in Eq. 7.58 as

\[
\chi(\varrho) = \frac{\gamma_{ab}}{2\hbar} \left( (f_{31} + f_{21}) \rho_{11}^{ad,el} - (f_{12} - f_{42}) \rho_{22}^{ad,el}
\right.

\[
\left. - (f_{13} - f_{43}) \rho_{33}^{ad,el} - (f_{24} + f_{34}) \rho_{44}^{ad,el} \right) \quad (7.59)
\]

If \( \gamma_{pq} (p,q = a,b) \) and the Fermi function \( f_{IJ} \) do not fluctuate, Eqs. 7.54 to 7.58 have a simple steady states solution, \( \rho_{IJ}^{ad,el} = \frac{1}{Z} e^{-E_{ad}^I/kT} \) \( (Z \) is the normalization factor). We note that, at steady states, \( \chi(\varrho) = 0 \) as well as \( \rho_{23}^{ad,el} = 0 \).
7.6.3. Diabatic population

In a surface hopping scheme, when calculating the diabatic population, we must transform from the adiabatic basis to a diabatic basis. Following Ref. [211], the diabatic population $\langle \hat{d}_D^+ \hat{d}_D \rangle$ is given

$$
\langle \hat{d}_D^+ \hat{d}_D \rangle = \frac{1}{N_{tra}} \sum_{l=1}^{N_{tra}} \left( \cos^2 \theta_l \delta_{2,\lambda_l} + \sin^2 \theta_l \delta_{3,\lambda_l} + 2 \sin \theta_l \cos \theta_l \Re \left\{ (\sigma_{l,23}^{ad,el}) + \delta_{4,\lambda_l} \right\} \right)
$$

(7.60)

Here, $l$ is an index for trajectories, $N_{tra}$ is total number of trajectories, and $\lambda$ is the active potential energy surface. The only difference between Eq. 7.60 and Eq. 11 in Ref. [211] is that, whereas Ref. [211] treats a two-state system, formally we are now treating a four-state system in Fock space. Furthermore, note that for state 4, both donor and acceptor are occupied (see the system Hamiltonian, Eq. 7.51). As a result, we include the term $\delta_{4,\lambda_l}$ on the right-hand side of Eq. 7.60.

In a EF-LD, $\langle \hat{d}_D^+ \hat{d}_D \rangle$ is given by averaging local equilibrium population:

$$
\langle \hat{d}_D^+ \hat{d}_D \rangle = \frac{1}{N_{tra}} \sum_{l=1}^{N_{tra}} \text{tr}_e(\hat{\sigma}_{eq}(R_l) \hat{d}_D^+ \hat{d}_D) \tag{7.61}
$$

7.6.4. Details for the QME calculations

We write the QME again,

$$
\frac{\partial}{\partial t} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}_s, \hat{\rho}] - \hat{L}_{bs} \hat{\rho} \tag{7.62}
$$

For the model we chose in Sec. 7.4 (Eq. 7.47), the corresponding system Hamiltonian with
quantum nuclear DoFs is

\[ \hat{H}_s = \epsilon_D \hat{d}_D^+ \hat{d}_D + \epsilon_A \hat{d}_A^+ \hat{d}_A + W (\hat{d}_D^+ \hat{d}_A + \hat{d}_A^+ \hat{d}_D) \]

\[ + \, h\omega (\hat{a}^+ \hat{a} + \frac{1}{2}) + g(\hat{a}^+ + \hat{a}) \hat{d}_D^+ \hat{d}_D \]

\[
(7.63) \\
(7.64)
\]

In the exciton basis, we can express the system Hamiltonian as

\[ \hat{H}_s = \begin{bmatrix}
\hat{H}_{11} & \hat{H}_{22} & \hat{H}_{23} \\
\hat{H}_{32} & \hat{H}_{33} & \hat{H}_{34} \\
\hat{H}_{43} & \hat{H}_{44} & \hat{H}_{44}
\end{bmatrix} 
\]

\[
(7.65)
\]

where

\[ \hat{H}_{11} = h\omega (\hat{a}^+ \hat{a} + \frac{1}{2}) \]

\[ \hat{H}_{22} = h\omega (\hat{a}^+ \hat{a} + \frac{1}{2}) + g(\hat{a}^+ + \hat{a}) + \epsilon_D \]

\[ \hat{H}_{33} = h\omega (\hat{a}^+ \hat{a} + \frac{1}{2}) + \epsilon_A \]

\[ \hat{H}_{44} = h\omega (\hat{a}^+ \hat{a} + \frac{1}{2}) + g(\hat{a}^+ + \hat{a}) + \epsilon_D + \epsilon_A \]

\[
(7.66) \\
(7.67) \\
(7.68) \\
(7.69)
\]

and

\[ \hat{H}_{23} = \hat{H}_{32} = W \hat{I}_n \]

\[
(7.70)
\]

\[ \hat{I}_n \] is the nuclear identity operator. The phonon operator is given by

\[ \hat{a}^+ \hat{a} = \begin{bmatrix}
0 \\
1 \\
2 \\
\vdots
\end{bmatrix}, \hat{a} + \hat{a}^+ = \begin{bmatrix}
0 & 1 & \sqrt{2} & \sqrt{3} & \cdots \\
1 & 0 & \sqrt{2} & 0 & \cdots \\
2 & \sqrt{2} & 0 & \sqrt{3} & \cdots \\
\vdots & \vdots & \cdots & \cdots & \cdots
\end{bmatrix} \]

\[
(7.71)
\]
We will truncate the number of the dimension to \( N_{ph} \). For the parameters we used in the main body of the text, we found good converges with \( N_{ph} = 40 \).

The superoperator in Eq. 7.62 can be simplified after we diagonalize the system Hamiltonian \( \hat{H}_s \).

\[
\hat{L}_{bs}\hat{\rho} = \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m \hat{U}^n \hat{U}^+ \hat{\rho} + \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m \hat{U}^n \hat{T}^+_n \hat{U}^+ \hat{\rho} - \sum_{mn} \frac{\Gamma_{mn}}{2\hbar} \hat{d}_m \hat{\rho} \hat{U}^n \hat{T}^+_n \hat{U}^+ + \text{h.c.} \tag{7.72}
\]

where

\[
\hat{d}_D = \begin{bmatrix}
0 & \hat{I}_n & 0 & 0 \\
0 & 0 & \hat{I}_n & 0 \\
0 & 0 & 0 & \hat{I}_n \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad \hat{d}_A = \begin{bmatrix}
0 & 0 & \hat{I}_n & 0 \\
0 & 0 & 0 & \hat{I}_n \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \tag{7.73}
\]

Here \( \hat{U} \) is the matrix that diagonalizes the system Hamiltonian \( \hat{H}_s \), with energy levels \( \bar{\epsilon}_i \) \((i = 1, ..., 4N_{ph})\). We have defined \((\hat{T}_n)_{ij} \equiv (\hat{U}^+ \hat{d}_n \hat{U})_{ij}(1 - f(\bar{\epsilon}_j - \bar{\epsilon}_i))\), \((\hat{T}_n)_{ij} \equiv (\hat{U}^+ \hat{d}_n \hat{U})_{ij} f(\bar{\epsilon}_j - \bar{\epsilon}_i)\).

A few more words are appropriate regarding the validity of the QME. In the regime where the temperature is fairly large, QME dynamics should be relatively reliable, except for broadening effects. For the Donor-Acceptor-Metal model in Sec. 7.4 (Eqs. 7.47-7.48), we see that nuclear motion is coupled only to the donor, whereas any broadening effects on the donor should be relatively small (because the donor is coupled only indirectly to the continuum through the acceptor). Thus, overall, we expect the QME should be quantitively accurate. Furthermore, in the same vein, the electronic friction in Eq. 7.44 should also be accurate here, in complete agreement with the von Oppen friction.
CHAPTER 8: Born-Oppenheimer Dynamics, Electronic Friction, and the Inclusion of Electron-Electron Interactions

This chapter was adapted from Ref. [212]

8.1. Introduction

The Born-Oppenheimer (BO) approximation is probably the most important framework underlying modern physics and chemistry. According to the BO approximation, for a system of nuclei and electrons, we split up the total Hamiltonian into the nuclear kinetic energy ($\hat{T}_{\text{nuc}}$) and the electronic Hamiltonian $\hat{H}$:

\begin{equation}
\hat{H}_{\text{tot}} = \hat{T}_{\text{nuc}} + \hat{H}
\end{equation}

\begin{equation}
\hat{H} = \hat{T}_{e} + \hat{V}_{ee} + \hat{V}_{nn} + \hat{V}_{en}
\end{equation}

The electronic Hamiltonian $\hat{H}$ includes the electronic kinetic energy $\hat{T}_{e}$, electron-electron repulsion ($\hat{V}_{ee}$), nucleus-nucleus repulsion ($\hat{V}_{nn}$), and nucleus-electron attraction ($\hat{V}_{en}$). According to the BO approximation, we diagonalize $\hat{H}$ and propagate all nuclear motion along a single eigenvalue of $\hat{H}$, which is called an adiabatic state; for a large system in the condensed phase, that special state is usually chosen to be the ground state.

When applying the BO approximation, one must use caution because BO approximation is strictly valid only when nuclear motion is infinitesimally slow, and there are very well known instances where BO approximation breaks down: see, e.g., the recent work of Wodtke on vibrational relaxation and electron transfer at metal surfaces [24,26]. Furthermore, nonadiabatic effects in molecular electronics are known to account for a huge number of interesting phenomena including heating [30,86], instability [31,33], and inelastic scattering effects [78,139]. Thus, for many experiments, theory must go beyond the BO approximation.

The goal of the present paper is to show that, each and every time one invokes the BO approximation in the condensed phase – provided there is a continuous manifold of elec-
tronic states that relax quickly—there is a single, unique Fokker-Planck equation guiding the nuclear dynamics. In other words, if one is considering a system with a manifold of electronic states and one wishes to treat the nuclei classically, BO dynamics should always be propagated with a well-defined frictional damping term and corresponding random force. The universal expressions for such friction and random force are presented below and should be applicable to many dynamical scenarios: e.g., nuclei scattering off metal surfaces, atoms vibrating within metal surfaces, molecules relaxing when tethered to photo-excited metals, and molecules stretching and contracting when experiencing a current (and sitting between two metal contacts).

Previous Results.—The notion that the BO approximation can sometimes lead to friction is not new. In particular, such a friction was identified long ago in the context of molecular motion at metal surfaces, where a manifold of electronic states is clearly present and can lead to so-called “electronic friction.”

One early derivation of electronic friction is due to Head-Gordon and Tully (HGT), who followed the dynamics of electrons and nuclei with Ehrenfest dynamics. At zero temperature, and without any electron-electron interactions in the Hamiltonian, they derived the following functional form for the electronic friction:

$$\gamma_{\alpha \nu} = \pi \hbar \sum_{pq} \langle \phi_p | \partial_{\alpha} \hat{V}_{SCF} | \phi_q \rangle \langle \phi_q | \partial_{\nu} \hat{V}_{SCF} | \phi_p \rangle \times \delta(\epsilon_F - \epsilon_q) \delta(\epsilon_F - \epsilon_p)$$

(8.3)

Here $\epsilon_p$ and $\phi_p$ are, respectively, the energies and orbitals that diagonalize $\hat{V}_{SCF}$, the one-electron self-consistent potential. $\epsilon_F$ is the Fermi level, and $\alpha$ (or $\nu$) indices nuclear DoF's. To date, this mean-field form of electronic friction has been applied to many systems using ab initio electronic structure theory (e.g., DFT), and Langevin dynamics on a metal surface with DFT potentials has become a standard tool.

We emphasize, however, that Eq. 8.3 is based on the assumption of independent (either free...
or mean-field) electrons at equilibrium (i.e. with only one metallic lead). That being said, this form for electronic friction is consistent with the one-dimensional rates for vibrational relaxation previously published by Persson and Hellsing [224,225] and others [226,227]. Several other research groups have also identified the same effective friction tensor [6] using different methodologies, some using influence functionals [81] and some using non-equilibrium Green's functions (NEGF) [116,173]. The effects of non-Condon terms have also been considered [184,228,229] at finite temperature.

More recently, von Oppen and co-workers have provided an explicit form for the electronic friction using a non-equilibrium Green's function and scattering matrix approach [80] plus an explicit adiabatic expansion in terms of nuclear velocity. The resulting expression is valid both in and out of equilibrium, e.g. for a molecule sitting between two metals with a current running through it. However, again one must assume either a quadratic Hamiltonian without electron-electron repulsion [80] or a mean-field electronic Hamiltonian [7]. (In a forthcoming article, we will show that the von Oppen and HGT expressions are identical at equilibrium [230].)

In the end, many distinct approaches for electronic friction can be found in the literature, most assuming electrons at equilibrium and almost all assuming non-interacting electrons. However, for a realistic description of molecular electronic structure, even if we ignore the effects of an external voltage, it is well-known that one cannot waive away electron-electron interactions [231]. Despite decades of work on electronic friction, we believe the most general expression for electronic friction (that includes electron-electron correlation) arguably still belongs to Suhl and co-workers [232]. In Ref. [232], the authors conjectured (without proof) a form for electronic friction that does actually include electron-electron correlation (see below). A few years ago, Daligault and Mozyrsky [233] successfully derived Suhl’s conjecture at equilibrium with a proper random force for the first time, although they did not investigate electron-electron interactions explicitly. Most importantly, we emphasize that Refs. [232,233] are limited to an electronic system in equilibrium.
Outline.— Given (i) how many important effects break the BO approximation, (ii) how little attention has been paid to the effects of electron-electron correlation on the friction tensor, and (iii) how many experiments routinely apply voltages to metals with molecules nearby, the goal of the present letter is to derive one universal expression for electronic friction (with a random force) that is valid both with and without electron-electron interactions and in and out of equilibrium. We will also show that this universal friction reduces to the HGT model for the case of a quadratic Hamiltonian (i.e. free electrons) at equilibrium. At equilibrium, our final expression matches Suhl’s expression and can be understood easily through the lens of linear response and correlation functions. However, we emphasize that, in contrast with Refs., our derived Fokker-Planck equation is valid out of equilibrium so that the effects of non-equilibrium initial conditions can be analyzed. We will show that the second fluctuation-dissipation theorem is satisfied only at equilibrium.

Lastly, to demonstrate just why electron-electron interactions are so important for nonadiabatic effects, we will study the electronic friction tensor for the Anderson-Holstein model in the limit of reasonably large $U$. Here, we will show that a mean-field treatment of electron-electron interactions (as in Eq. 8.3) can yield a qualitatively incorrect picture of electronic friction. Given the current push to extend correlated electronic structure methods (beyond mean-field theory) to extended systems, the present letter should be immediately useful for describing coupled nuclear-electron motion in the condensed phase.

8.2. Theory

Consider the very general Hamiltonian in Eqs. and let us make a temperature-dependent BO approximation, whereby we assume that the nuclei are propagated along a Boltzmann average of the Born-Oppenheimer adiabatic surfaces:

$$ F_\alpha = -tr_e (\partial_\alpha \hat{H} \hat{\rho}_{ss}) $$  

(8.4)
Here, $\hat{\rho}_{ss}$ is a steady-state electronic density matrix. At equilibrium and in the limit of zero temperature, $\hat{\rho}_{ss} = |g\rangle \langle g|$ and the force $F_{\alpha}$ is simply the ground-state force, which is the more standard BO approximation. $tr_{e}$ implies tracing over all electronic DoF’s.

As shown in the Supplemental Material (SM, Sec. I) of Ref. [212], starting with the quantum-classical Liouville equation (QCLE) [18,19] and assuming that electronic motion is much faster than nuclear motion, we derive a Fokker-Planck equation for the nuclear motion in the same spirit as a Mori-Zwanzig projection [238–243]. We denote the nuclear phase space density as $A(R,P)$. The explicit Fokker-Planck equation reads:

$$\partial_{t}A = -\sum_{\alpha} \frac{P_{\alpha}}{m_{\alpha}} \partial_{\alpha}A - \sum_{\alpha} F_{\alpha} \frac{\partial A}{\partial P_{\alpha}} + \sum_{\alpha\nu} \gamma_{\alpha\nu} \frac{\partial}{\partial P_{\alpha}} \left( \frac{P_{\nu}}{m_{\nu}} A \right) + \sum_{\alpha\nu} \bar{D}^{S}_{\alpha\nu} \frac{\partial^{2} A}{\partial P_{\alpha} \partial P_{\nu}}$$

(8.5)

Thus, all BO trajectories should be Langevin dynamics with an electronic friction and a random force:

$$-m_{\alpha} \ddot{R}_{\alpha} = -F_{\alpha} + \sum_{\nu} \gamma_{\alpha\nu} \dot{R}_{\nu} - \zeta_{\alpha}$$

(8.6)

The electronic friction has the following simple form in the time domain (expressed in terms of correlation functions)

$$\gamma_{\alpha\nu} = -\int_{0}^{\infty} dt \, tr_{e} \left( \partial_{\alpha} \hat{H} e^{-i\hat{H}t/\hbar} \partial_{\nu} \hat{\rho}_{ss} e^{i\hat{H}t/\hbar} \right)$$

(8.7)

or the following form in the energy domain (expressed in terms of Greens functions)

$$\gamma_{\alpha\nu} = -\hbar \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi} \, tr_{e} \left( \partial_{\alpha} \hat{H} \hat{G}^{R}(\epsilon) \partial_{\nu} \hat{\rho}_{ss} \hat{G}^{A}(\epsilon) \right)$$

(8.8)

Here we have defined the many-body (as opposed to one-body) retarded and advanced Green’s functions $\hat{G}^{R/A}(\epsilon) = (\epsilon - \hat{H} \pm i\eta)^{-1}$. These expressions prove that the friction must
always be real, $\gamma_{\alpha\nu} = \gamma_{\nu\alpha}^\dagger$.

For the random force, at steady state and in the Markovian limit, we find:

\[
\bar{D}^S_{\alpha\nu} = \frac{1}{2} \int_0^\infty dt \text{tr}_e(e^{i\hat{H}t/\hbar}\delta\hat{F}_\alpha e^{-i\hat{H}t/\hbar}(\delta\hat{F}_\nu\hat{\rho}_{ss} + \hat{\rho}_{ss}\delta\hat{F}_\nu))
\]

\[
\delta\hat{F}_\alpha \equiv -\partial_\alpha\hat{H} + \text{tr}_e(\partial_\alpha\hat{H}\hat{\rho}_{ss})
\]

so that

\[
\frac{1}{2} \left( \langle \zeta_\alpha(t)\zeta_\nu(t') \rangle + \langle \zeta_\nu(t)\zeta_\alpha(t') \rangle \right) \equiv \bar{D}^S_{\alpha\nu} \delta(t - t')
\]

Note $\bar{D}^S_{\alpha\nu}$ is always real and symmetric. Here, we assume that the electronic Hamiltonian $\hat{H}$ is real-valued.

Eqs. 8.7-8.10 are completely general: they express the friction and random force that correspond to the BO approximation, in or out of equilibrium. Note that Eqs. 8.7-8.9 require taking a full electronic trace, whereas Eq. 8.3 is expressed in terms of single electronic orbitals. In the SM of Ref. [212], we prove that Eq. 8.7 in fact reduces to Tully’s expression (Eq. 8.3) at equilibrium if there are no electron-electron interactions. At this point, there is no simple relationship between $\gamma_{\alpha\nu}$ and $\bar{D}^S_{\alpha\nu}$.

Equilibrium, the second fluctuation-dissipation theorem and the symmetry of the friction.——

At equilibrium, the steady state electronic density matrix is $\hat{\rho}_{ss} = e^{-\hat{H}/k_B T}/Z$, where $Z$ is the corresponding normalization factor or partition function: $Z = \text{tr}_e(e^{-\hat{H}/k_B T})$. In the SM (Sec. II) of Ref. [212], we show that:

\[
\gamma_{\alpha\nu} = \frac{1}{k_B T} \bar{D}^S_{\alpha\nu}
\]

Thus, the second fluctuation-dissipation theorem is satisfied at equilibrium. Since $\bar{D}^S_{\alpha\nu}$ is symmetric, $\gamma_{\alpha\nu}$ is also symmetric along $\alpha$ and $\nu$ at equilibrium.
8.3. Anderson-Holstein model

To establish the importance of electron-electron interactions, we will now calculate the electronic friction for the Anderson-Holstein (AH) model,

\[ \hat{H}_{AH} = \hat{H}_A + \hat{H}_{osc} \]  

\[ \hat{H}_A = E(x) \sum_\sigma \hat{d}_\sigma^+ \hat{d}_\sigma + U \hat{n}_\uparrow \hat{n}_\downarrow + \sum_{k\sigma} \epsilon_k \hat{c}_{k\sigma}^+ \hat{c}_{k\sigma} \]  

\[ + \sum_{k\sigma} V_k ( \hat{d}_{\sigma}^+ \hat{c}_{k\sigma} + \hat{c}_{k\sigma}^+ \hat{d}_{\sigma} ) \]  

\[ \hat{H}_{osc} = \frac{1}{2} \hbar \omega (x^2 + p^2) \]

Physically, the AH model represents an electronic impurity $d$ sitting near a metal surface and coupled to a vibrating oscillator ($x$). The impurity can filled with an electron of up or down spin, and so $\sigma = \uparrow, \downarrow$ indicates spin. The oscillator is a vibrational degree of freedom and feels a different force depending on the occupation of the impurity, $E(x) \equiv E_d + \sqrt{2} g x$. Note we have defined $x$ and $p$ to be in dimensionless units.

To understand how the motion of the oscillator is perturbed by the fluctuating charge of the impurity, we will calculate the electronic friction. Of course, to apply Eq. 8.7, we must diagonalize $\hat{H}_A$, which will be done via a numerical renormalization group (NRG) calculation. We take the wide band approximation, such that the hybridization function $\Gamma \equiv 2\pi \sum_k V_k^2 \delta(\epsilon - \epsilon_k)$ is assumed to be independent of energy. We leave all details of the calculation to the SM (Sec. III and IV) of Ref. [212], and show results below.

In Fig. 39(a), we compare the electronic friction as calculated from NRG versus the electronic friction as calculated with mean-field theory (MFT), Eq. 8.3, which is commonly used to treat the Anderson model. We study the case of a large repulsion $U$. Whereas NRG predicts two peaks in the electronic friction – where there is a resonance of electron attachment/detachment with the Fermi level of the metal $\epsilon_F$ (i.e. $E_d + \sqrt{2} g x = 0$ and $E_d + \sqrt{2} g x + U = 0$, where we have set $\epsilon_F = 0$) – MFT predicts only a very broad plateau in
friction. We have attempted to reconstruct these two peaks by manipulating the multiple (broken-symmetry) mean-field solutions of the Anderson-Holstein model, but we have so far been unable to qualitatively match the correct answer.
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Figure 39: (a) Electronic friction as function of position $x$ according to both NRG and MFT\cite{18} calculations at temperature $T=0.005$. Note that MFT fails to recover two peaks in the friction. (b) Electronic friction according to NRG at low temperature; note that the two peaks in friction become four peaks in friction at low temperature. (c) The Kondo temperature $T_K(x)$ as a function of position and the physical temperature $T(x)$ for which find a peak in friction at position $x$. Note that these two temperatures are in rough agreement, as predicted by Langreth\cite{9}. (d) The height of the Kondo peak $\gamma_K(x)$ as a function of temperature; note that these peaks decrease exponentially and vanish at zero Kelvin, in disagreement with Ref.\cite{9}. Other parameters $U = 0.1$, $\Gamma = 0.01$, $E_d = -0.05$, $g = 0.0075$, bandwidth $D = 1$. We have set $k_B = \hbar = 1$.

Beyond the formation of two peaks, even more interesting feature arises from NRG at still lower temperatures, where Kondo physics now shows a signature. In Fig. 39(b), we now show that, below $T = 1 \times 10^{-4}$, the electronic friction exhibits two additional peaks for a total of four peaks. Previously, in Ref.\cite{9}, Plihal and Langreth argued that such new peaks might arise from Kondo resonances. In other words, we might expect to find peaks in electronic friction at those positions in space for which the Kondo temperature is equal to the system temperature. Here, we define the Kondo temperature to be: $T_K(x) =$
\[ D \exp(-2\pi|E(x)||E(x) + U/U/\Gamma), \] where \( D \) is the bandwidth. Thus, for Fig. 39(c), we plot both \( T_K(x) \) and the actual \( T(x) \), i.e. the temperature at which one finds (with NRG) a peak in friction at position \( x \). Note that, as the data shows, the relevant Kondo temperature \( T_K \) is close to the physical temperature \( T \), though the agreement is not perfect.

Let us now establish, however, that Ref. [9] (which is based on the non-crossing approximation (NCA) and the case of infinite \( U \)) may not be entirely applicable for our data. First, in contrast with Ref. [9], we observe that the width of the frictional Kondo peak does not decrease with the temperature. Second, again in contrast with Ref. [9], we find that the frictional peaks associated with a Kondo resonance disappear as the temperature decreases to zero (rather than increase). The height of these peaks is plotted in Fig. 39(d) and appears to decrease exponentially with temperature. Future pencil and paper work will be required to understand these features.

8.4. Conclusions

We have derived a universal expression for the electronic friction as experienced by a set of classical nuclear particles coupled to a manifold of quantum mechanical electronic DoF’s. The key equations are Eqs. 8.7, 8.8 and 8.9. The derivation is simple and, in the same spirit as a Mori-Zwanzig projection: Assuming all dynamics follow the quantum-classical Liouville equation, we simply make an adiabatic approximation and isolate fluctuations around a slow variable. Our final expression is quite general, insofar as it applies in/out of equilibrium and with an arbitrary electronic Hamiltonian; at equilibrium, our work validates the Suhl’s “bootstrap” conjecture [232].

Looking forward, Eq. 8.7 is demanding to apply because, without any further approximations, these equations require the full diagonalization the electronic Hamiltonian in terms of the many-body electronic states (much like the Meir-Wingreen formula [244]). However, using numerical renormalization group (NRG) theory, we have now shown how to calculate electronic friction tensors exactly for small model problems. Thus, extending the work of
von Oppen et al[80], one can now study model Hamiltonians and learn how nuclear motion near metal surfaces will be effected by electron-electron correlation, either with or without a current through the molecule. For example, in the present letter, we have studied the Anderson-Holstein model and shown that the usual electronic friction expression (with mean-field theory) yields qualitatively wrong features; when we account for electronic friction, we find multiple peaks, including two associated with Kondo physics. Beyond model problems, even if we cannot use NRG to diagonalize the Hamiltonian, there are currently several research groups that are seeking to calculate approximate energies for extended systems beyond mean-field theory (MFT). For instance, within the condensed matter world, there is currently a big push to calculate correlated electron attachment/detachment energies with GW[245] and optical excitations with the Bethe-Salper Equation, all for periodic systems[237,246]. Furthermore, within the chemistry world, there has been recent work to calculate ground state coupled-cluster (CC) and excited state equation of motion CC energies for periodic systems[236,247]. All of these methods can be used to calculate electronic friction through Eq. 8.8 going beyond MFT and thus improve our understanding of nuclear motion in the condensed phase.

Finally, one pressing question remains regarding the validity of electronic friction: just like the BO approximation, the adiabatic approximation that we make (in the SM of Ref. [212]) to move from Eq. 38 to Eq. 39 is uncontrolled and without a unique small parameter. On the one hand, Tully has argued that electronic friction fails for NO scattering off of gold[72]. On the other hand, while one would certainly expect electronic friction to fail in the nonadiabatic Marcus electron transfer regime, in fact we recently showed[218] that, with just a little bit of external nuclear friction, electronic friction recovers Marcus theory. From Ref. [218], the only lesson we have so far learned is that Langevin dynamics with electronic friction will fail if truly excited state dynamics appear. In this case, one possible path forward is to include memory effects with a non-Markovian Fokker-Planck equation[213] (see the SM of Ref. [212]); another approach is to employ surface hopping techniques that can include frictional effects[38,183,185]. In the future, it will be essential to further
investigate when and how such excited state dynamics occurs, and given how important are electronic-electronic interactions for identifying curve crossings, the present paper takes an important step forward by unambiguously identifying the correct, universal electronic friction tensor accompanying all Born-Oppenheimer dynamics.
CHAPTER 9: Universality of electronic friction I: the equivalence of von Oppen’s nonequilibrium Green’s function approach and the Head-Gordon–Tully model at equilibrium

This chapter was adapted from Ref. [230]

9.1. Introduction

The dynamics of molecules near metal surfaces underlie many interesting phenomena in the area of electrochemistry [35,36,124,191,192,249] and molecular electronics [1,30,31,78,128,129,151]. While these dynamics can be directly related to straightforward gas-molecule/metal scattering processes [24,218,221,250] and chemisorption/dissociation [26,251,252], one must always remember that these dynamics can also display surprising behavior. [27,152,194,235,253–255] Due to electron transfer processes between molecule and metal, the charge state of the molecule need not be static and thus the Born-Oppenheimer approximation can break down [1112]. Compared with more conventional nonadiabatic effects for molecules in the gas phase or solution [15,16,22,40,195,197,203,204,212], such non-adiabaticity at a metal surface is extremely challenging because the metal presents a continuous manifold of electron states (rather than a handful) [38,71,95,125,125,256].

The simplest way to model the non-adiabaticity at a metal surface is the electronic friction model. In the limit of fast electronic dynamics, where electron transfer occurs very quickly, the nuclei move effectively on an average PES while also experiencing friction and a fluctuating force. In the literature, quite a variety of friction models have been derived using different methods, some systematic and some ad hoc. Techniques for deriving friction include path integrals [245], non-equilibrium Green’s functions (NEGF) and scattering approaches [20,21,229], influence functionals [81,173], Meyer-Miller (MM) mappings [82,213], quantum-classical Liouville equation projections [212], as well as simple Fermi-Golden rule arguments [1112]. The final expression for electronic friction can also be expressed in a variety of different forms, i.e. in the time or energy domains [84,213], in terms of greens 165.
functions or scattering matrices, in diabatic or adiabatic basis representations (e.g. Kohn-Sham orbitals), or in the form of response/correlation functions or derivative couplings, etc.

Among these different forms for electronic friction, probably the mostly common used expression was given by Head-Gordon and Tully (HGT) in 1995. The HGT friction model has been successfully used to calculate the time scale for vibrational relaxation, and has been implemented in ab initio electronic structure theory. The original HGT model is based on a MM mapping in the adiabatic basis combined with Ehrenfest dynamics. While the original article was restricted to zero temperature, very recently, as argued in Ref. and confirmed in Ref., the fluctuating force and other finite temperature effects can also be included.

Apart from the HGT expression, another important (and very different) type of electronic friction has been given by von Oppen et al, using a NEGF and scattering matrix formalism. This approach has certain advantages relative to the HGT approach. In particular, through this approach Langevin dynamics are more rigorously derived with the proper random force; the approximation can also be systematically verified. Moreover, the friction can be applied to the non-equilibrium case, resulting in, for instance, current induced friction. However, the derivation is rather complicated for those without expertise in nonequilibrium field theory, especially when non-Condon effects are incorporated. Furthermore, both the HGT and von Oppen NEGF models effectively assume non-interacting electrons, where electron-electron (el-el) correlation is missing; el-el interactions can give very new and interesting physics at low temperature.

Finally, a third form for electronic friction can also be found in the literature: the friction can be expressed in terms of response/correlation functions. Indeed, the HGT form for electronic friction can be rewritten in the form of Fermi’s Golden rule rate, i.e. second order perturbation theory, which is equivalent to a correlation function expression. More generally, el-el interactions can also be incorporated into the friction tensor when expressed.
with correlation functions (as was argued by Suhl et al long ago\cite{232}).

Now, despite the presence of so many different approaches to electronic friction, to date, unfortunately, there have been very few studies comparing the different formal expressions. Furthermore, there has been no conclusion in the literature as to the differences between these friction tensors. For instance, on the one hand, are there perhaps different forms for electronic friction, just as there are many slightly different master equations\cite{6,212,241–243,257}? When studying rate crossings near a metal surface, Hynes et al derived a non-Markovian friction tensor and argued that this friction tensor was “quite distinct [from the HGT] Markovian electronic friction, acting on a particle impinging from the gas phase on a metallic surface.”\cite{213} Or perhaps, on the other hand, are the different forms for electronic friction just a matter of notation?

In a recent letter, we have argued that there is a unique, universal electronic friction tensor\cite{212} that is valid in and out of equilibrium, with or without el-el interactions:

\[ \gamma_{\alpha\nu}(R) = \int_0^\infty dt \, tr_e \left( \delta f_\alpha(R)e^{-i\hat{H}(R)t/\hbar}\partial_\nu\hat{\rho}_{ss}(R)e^{i\hat{H}(R)t/\hbar} \right) \]  

(9.1)

Here \( \delta f_\alpha = -\partial_\alpha \hat{H} + tr_e(\partial_\alpha \hat{H}\hat{\rho}_{ss}) \) is the random force, \( \hat{H} \) is the electronic Hamiltonian, and \( \hat{\rho}_{ss} \) is the steady state electronic density matrix (all parameterized at position \( R \)). \( tr_e \) implies tracing over the many-body electronic eigenstate states. At equilibrium, where \( \hat{\rho}_{ss} \) is a Boltzmann average \( \langle \hat{\rho}_{ss}(R) = e^{-\beta\hat{H}(R)}/Z \rangle \), Ref.\cite{212} proves that the friction tensor can be recast into the form of a correlation function of the random force:

\[ \gamma_{\alpha\nu} = \frac{\beta}{2} \int_0^\infty dt \, tr_e \left( \delta f_\alpha e^{-i\hat{H}t/\hbar}(\delta f_\nu\hat{\rho}_{ss} + \hat{\rho}_{ss}\delta f_\nu)e^{i\hat{H}t/\hbar} \right) \]  

(9.2)

Eq. 9.2 agrees with the results of Suhl\cite{232} and mozyrsky\cite{233} and co-workers. Furthermore, without el-el interaction, Ref.\cite{212} also demonstrates that Eq. 9.2 can be further reduced to the HGT model (Eq. 9.25).

With this background in mind, in the present article, our goal is to take one more step
forward towards consolidating electronic friction models. In particular, our goal is to prove that the electronic friction as calculated with NEGFs (following von Oppen et al.\cite{80}) is in complete agreement with the HGT model\cite{82} at equilibrium (which in turn agrees with the universal friction tensor in Ref.\cite{212}). Note that we do not consider electron-electron interactions in this paper (because von Oppen’s NEGF treatment assumes independent electrons). While we have previously shown agreement between von Oppen and HGT for a one-level problem\cite{184}, our earlier approach was not direct and could not be easily extended to the case of many system (molecular) orbitals with or without non-Condon effects. In the current paper, however, we claim that this agreement can be proven quite generally.

We organize this paper as follows. In Sec. 9.2 using a NEGF approach in order to connect with von Oppen’s formalism, we derive a Langevin equation for a non-interacting electronic system. In Sec. 9.3 we apply our results to a model of a molecule (system) with many orbitals in contact with a bath of metallic electrons at equilibrium. Here, we demonstrate that the NEGF formalism is entirely equivalent to the HGT model, even when we include non-Condon effects, whereby metal-molecule couplings may fluctuate with nuclear motion. In Sec. 9.4 we discuss a key nuance which must be properly addressed when performing an NEGF gradient expansion with non-Condon effects. We conclude in Sec. 9.5.

**Notations:** Below we use a hat to denote electronic operators. $\alpha$ and $\nu$ index nuclear degrees of freedom (DoFs) with position and momentum vectors $\mathbf{R}$ and $\mathbf{P}$. $p$ and $q$ index electronic orbitals in general. $m$ and $n$ index the electronic orbitals in the system (molecule), whereas $k$ and $k'$ index the orbitals in the bath (metal). $\hat{H}$ denotes the electronic Hamiltonian, including the pure nuclear potential $U_0(\mathbf{R})$. The total Hamiltonian is represented by $\hat{H}_{tot}$, i.e. the electronic Hamiltonian plus the nuclear kinetic energy.
9.2. Non-Equilibrium Green’s Function

9.2.1. Equation of motion

We consider coupled electron-nuclear motion, where the total Hamiltonian $\hat{H}_{\text{tot}}$ can be divided into the electronic Hamiltonian $\hat{H}$, and nuclear kinetic energy,

\[ \hat{H}_{\text{tot}} = \hat{H} + \sum_\alpha \frac{P_\alpha^2}{2m^\alpha} \]  

(9.3)

The electronic Hamiltonian $\hat{H}$ consists of a manifold of electrons that is quadratic (in electronic orbitals $p$, $q$) plus a nuclear potential energy $U_0(R)$:

\[ \hat{H} = \sum_{pq} \mathcal{H}_{pq}(R) \hat{d}_p \hat{d}_q + U_0(R) \]  

(9.4)

Without loss of generality, we restrict ourselves to the case of a real-valued $\mathcal{H}$ matrix below. Here, we re-emphasize that we are treating a non-interacting electronic (or Hartree-Fock or mean-field) Hamiltonian. (For a very general treatment that includes electron-electron interactions, see Ref. [212].)

We consider the classical dynamics of the nuclei, such that the equation of motion (EOM) for the nuclei is given by the Newtonian equation,

\[ m^\alpha \ddot{R}^\alpha = -\partial_\alpha \hat{H} = -\partial_\alpha U_0 - \sum_{pq} \partial_\alpha \mathcal{H}_{pq}(\hat{d}_p \hat{d}_q) + \delta \hat{f}_\alpha \]  

(9.5)

where we have defined the random force $\delta \hat{f}_\alpha$

\[ \delta \hat{f}_\alpha = -\sum_{pq} \partial_\alpha \mathcal{H}_{pq} \left( \hat{d}_p \hat{d}_q - \langle \hat{d}_p \hat{d}_q \rangle \right) \]  

(9.6)

Our goal is to transform Eq. (9.5) into a Langevin equation. To achieve this purpose, we
define the lesser and retarded Green’s functions (GFs) respectively,

\[ \tilde{G}_q^<(t_1, t_2) = \frac{i}{\hbar} \langle \hat{d}_p^\dagger(t_2) \hat{d}_q(t_1) \rangle_{R(t_1)} \] (9.7)

\[ \tilde{G}_q^R(t_1, t_2) = -\frac{i}{\hbar} \theta(t_1 - t_2) \langle \{\hat{d}_q(t_1), \hat{d}_p^\dagger(t_2)\} \rangle_{R(t_1)} \] (9.8)

Since the electronic Hamiltonian \(\hat{H}\) is quadratic, and the nuclei are prescribed by \(R(t_1)\) and not \(R(t_2)\), the equation of motion (EOM) for \(\tilde{G}^R\) is given by

\[-i\hbar \partial_{t_2} \tilde{G}^R(t_1, t_2) = \delta(t_1 - t_2) + \tilde{G}^R(t_1, t_2) \mathcal{H}.\] (9.9)

9.2.2. Gradient Expansion: mean force and friction

To proceed, it will be convenient to work in the Wigner representation, where the Wigner transformation is defined as,

\[ \tilde{G}^R(t, \epsilon) = \int d\tau e^{i\epsilon \tau/\hbar} \tilde{G}^R(t + \tau/2, t - \tau/2). \] (9.10)

For a convolution, \(D(t_1, t_2) = \int dt_3 B(t_1, t_3)C(t_3, t_2)\), the Wigner transformation can be expressed with a “Moyel operator” as:

\[ D^W(t, \epsilon) = \exp \left[ \frac{i\hbar}{2} \left( \partial_\epsilon A_\tau B - \partial_\tau B_\epsilon A \right) \right] B^W C^W \approx B^W C^W + \frac{i\hbar}{2} \partial_\epsilon B^W \partial_\tau C^W - \frac{i\hbar}{2} \partial_\tau C^W \partial_\epsilon B^W. \] (9.11)

The approximation made in the above equation is known as a gradient expansion in some fields of physics (and an \(\hbar\) expansion in others).

After applying the Wigner transform and the gradient expansion to the EOM of \(\tilde{G}^R(t_1, t_2)\) (Eq. 9.9), we find

\[ \tilde{G}^R(t, \epsilon) - \tilde{G}^R \mathcal{H} = 1 + \frac{i\hbar}{2} \partial_\epsilon \tilde{G}^R \partial_\tau \mathcal{H} + \frac{i\hbar}{2} \partial_\tau \tilde{G}^R. \] (9.12)
At this point, we note that we are looking for a general friction tensor, i.e. a tensor that multiplies the velocity \( \dot{\mathbf{R}} \). Because we will eventually replace \( \partial_t = \sum_{\nu} \dot{R}_\nu \partial_{\nu} \), it is clear that, for all terms where there is already one factor of \( \partial_t \), we may safely replace \( \tilde{G}^R \) with the frozen \( G^R \). We define the frozen GF,

\[
G^R(\mathbf{R}, \epsilon) = (\epsilon - \mathcal{H}(\mathbf{R}) + i\eta)^{-1}
\]  

(9.13)

Here \( G^R \) represents the responses of an electron achieving instantaneous equilibration with the electronic Hamiltonian \( \mathcal{H} \) (which will eventually be modulated by some nuclear motion). Substitution of the frozen Green’s function for the full Green’s function leads to

\[
\tilde{G}^R(G^R)^{-1} \approx 1 + \frac{i\hbar}{2} \partial_\epsilon G^R \partial_t \mathcal{H} + \frac{i\hbar}{2} \partial_t G^R.
\]  

(9.14)

Note that \( \partial_\epsilon G^R = -G^R G^R \), \( \partial_t G^R = G^R \partial_t \mathcal{H} G^R \), and also \( \partial_t \mathcal{H} = \sum_{\nu} \dot{R}_\nu \partial_{\nu} \mathcal{H} \). Therefore, Eq. (9.14) can be solved as

\[
\tilde{G}^R \approx G^R + \frac{i\hbar}{2} \sum_{\nu} \dot{R}_\nu (\partial_\epsilon G^R \partial_{\nu} \mathcal{H} G^R - G^R \partial_{\nu} \partial_\epsilon G^R)
\]  

(9.15)

At this point, we have a straightforward adiabatic first order correction to the frozen retarded GF. This correction can be transformed back into the time domain as follows:

\[
\tilde{G}^R(t_1, t_2) \approx \frac{i\hbar}{2} \sum_{\nu} \dot{R}_\nu \int dt_3 \partial_\epsilon G^R(t_1, t_3) \partial_{\nu} \mathcal{H} G^R(t_3, t_2) - \frac{i\hbar}{2} \sum_{\nu} \dot{R}_\nu \int dt_3 G^R(t_1, t_3) \partial_{\nu} \partial_\epsilon G^R(t_3, t_2)
\]  

(9.16)

Here we have used the backwards Wigner transformation. For instance, \( \partial_\epsilon G^R(t_1, t_2) \) is defined as

\[
\partial_\epsilon G^R(t_1, t_2) \equiv \int \frac{d\epsilon}{2\pi\hbar} e^{-i\epsilon(t_1-t_2)/\hbar} \partial_\epsilon G^R \left( \frac{t_1 + t_2}{2}, \epsilon \right)
\]  

(9.17)
Note that the correction of the full Green’s function takes the form of a time convolution in real time. If this convolution is extended to a convolution on the Keldysh contour, we may now reproject onto the real time domain for the lesser GF. Using the standard projection rules for NEGF, we find

\[
\tilde{G}^<(t_1, t_2) \approx G^<(t_1, t_2) \\
+ \frac{ih}{2} \sum_\nu \hat{R}_\nu \int dt_3 \partial_\epsilon G^<(t_1, t_3) \partial_\nu \mathcal{H} G^A(t_3, t_2) \\
+ \frac{ih}{2} \sum_\nu \hat{R}_\nu \int dt_3 \partial_\epsilon G^R(t_1, t_3) \partial_\nu \mathcal{H} G^<(t_3, t_2) \\
- \frac{ih}{2} \sum_\nu \hat{R}_\nu \int dt_3 G^<(t_1, t_3) \partial_\nu \mathcal{H} \partial_\epsilon G^A(t_3, t_2) \\
- \frac{ih}{2} \sum_\nu \hat{R}_\nu \int dt_3 G^R(t_1, t_3) \partial_\nu \mathcal{H} \partial_\epsilon G^<(t_3, t_2)
\] (9.18)

Finally, if we again perform a Wigner transformation, we recover,

\[
\tilde{G}^< \approx G^< + \frac{ih}{2} \sum_\nu \hat{R}_\nu (\partial_\epsilon G^< \partial_\nu \mathcal{H} G^A - G^R \partial_\nu \mathcal{H} \partial_\epsilon G^< + \partial_\nu G^R \partial_\nu \mathcal{H} G^< - G^< \partial_\nu \mathcal{H} \partial_\epsilon G^A)
\] (9.19)

Using Eq. 9.5, we can now identify the correct friction coefficient

\[
\gamma_{\alpha\nu} = \hbar \int \frac{de}{2\pi} tr (\partial_\alpha \mathcal{H} \partial_\epsilon G^< \partial_\nu \mathcal{H} G^A - \partial_\alpha \mathcal{H} G^R \partial_\nu \mathcal{H} \partial_\epsilon G^<)
\] (9.20)

as well as a mean force,

\[
F_\alpha = i \int \frac{de}{2\pi} tr (\partial_\alpha \mathcal{H} G^<)
\] (9.21)

Thus, we have derived several terms in the desired Langevin equation,

\[
m^\alpha \ddot{R}_\alpha = -\partial_\alpha U_0 + F_\alpha - \sum_\nu \gamma_{\alpha\nu} \dot{R}_\nu + \delta \dot{f}_\alpha
\] (9.22)
9.2.3. Equilibrium

Eq. [9.20] is a general form for friction valid in or out of equilibrium. At equilibrium, this expression can be simplified further using the following relationships:

\[ G_< = i 2 \pi \mathcal{P} f \]  
\[ \mathcal{P} = -\frac{1}{\pi} \text{Im} G^R = \delta(\epsilon - \mathcal{H}) \]  

Here \( f \) is the Fermi function, \( f(\epsilon) = (e^{\beta \epsilon} + 1)^{-1} \) \((1/\beta \equiv k_B T)\). We also have the universal relationship, \( G^A = (G^R)\dagger \). Using these relationships and integration by parts, Eq. [9.20] can be further rewritten as:

\[ \gamma_{\alpha\nu} = -\pi \hbar \int d\epsilon tr(\partial^\alpha \mathcal{H} \mathcal{P} \partial^\nu \mathcal{H} \mathcal{P}) \partial_\epsilon f \]  

The exact form of Eq. [9.25] was not derived by von Oppen et al, but this result does agree with the HGT model.\[82\] Similarly, the mean force at equilibrium reads:

\[ F_\alpha = -\int d\epsilon tr(\partial^\alpha \mathcal{H} \mathcal{P}) f \]

To make the Langevin equation (Eq. [9.22]) closed, we must now evaluate the correlation function of the random force \( \delta \hat{f}_\alpha \).

9.2.4. Correlation of the Random Force

We now evaluate the correlation of the random force. While Ref.\[212\] provides a complete non-Markovian correlation function, here we consider only the Markovian correlation function:

\[ \langle \delta \hat{f}_\alpha(t) \delta \hat{f}_\nu(t') \rangle = D_{\alpha\nu} \delta(t - t') \]  
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This Markovian assumption is consistent with an adiabatic approximation (where electrons move much faster than nuclei).

Since the electronic Hamiltonian $\hat{H}$ is quadratic, Wick’s theorem can be applied,

$$\langle \delta \hat{f}_\alpha(t) \delta \hat{f}_\nu(t') \rangle = \hbar^2 \sum_{p'q'pq} \partial_\alpha \mathcal{H}_{p'q'} \tilde{G}^>_{q'p}(t, t') \partial_\nu \mathcal{H}_{pq} \tilde{G}^<_{qp}(t', t) \tag{9.28}$$

In the limit of fast electronic motion and relaxation, we replace the adiabatic GF ($\tilde{G}$) by the corresponding frozen GF ($G$), such that

$$D_{\alpha\nu} = \hbar^2 \int d\tau \text{tr} (\partial_\alpha \mathcal{H} G^>(\tau) \partial_\nu \mathcal{H} G^<(-\tau))$$

$$= \hbar \int \frac{d\epsilon}{2\pi} \text{tr} \left( \partial_\alpha \mathcal{H} G^>(\epsilon) \partial_\nu \mathcal{H} G^<(-\epsilon) \right) \tag{9.29}$$

Eq. 9.29 is valid in or out of equilibrium. At equilibrium, similar to Eq. 9.23, we have

$$G^> = -i2\pi(1 - f)P \tag{9.30}$$

Now the correlation function of the random force reads

$$D_{\alpha\nu} = 2\pi \hbar \int d\epsilon \text{tr} (\partial_\alpha \mathcal{H} P \partial_\nu \mathcal{H} P) f(1 - f). \tag{9.31}$$

If we compare Eq. 9.31 with the friction in Eq. 9.25 and note that, at equilibrium $\partial_\epsilon f = -\beta f(1 - f)$, we see that the second fluctuation-dissipation theorem is satisfied ($D_{\alpha\nu} = 2k_B T \gamma_{\alpha\nu}$) at equilibrium. Therefore, after equilibration, the nuclei will always reach the same temperature as the (electronic) metal surface.

9.3. A model with system-bath separation

Eq. 9.25 and Eq. 9.31 are very general expressions which make no distinction between a system and bath, and thus might appear nonintuitive. To connect with more traditional
views of electronic friction, as in Ref. [80], we now separate the total system into a molecule with orbitals (index $m$ and $n$), and a metal with a manifold of electronic orbitals (index $k$). The system-bath (molecule-metal) coupling is taken to be linear:

$$\hat{H} = \hat{H}_s + \hat{H}_b + \hat{H}_c,$$

where

$$\hat{H}_s = \sum_{mn} h_{mn}(R) \hat{b}_m^\dagger \hat{b}_n + U_0(R),$$

$$\hat{H}_b = \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k,$$

$$\hat{H}_c = \sum_{km} V_{km}(R) (\hat{b}_m^\dagger \hat{c}_k + \hat{c}_k^\dagger \hat{b}_m).$$

Notice that, aside from the bare nuclear potential $U_0(R)$, the energy of the system $h_{mn}(R)$ and the system-bath coupling $V_{km}(R)$ also depend on nuclear position $R$.

Now, because all of the electronic terms are quadratic, we can apply Eq. 9.25 to evaluate

$$\text{tr}(\partial_\alpha \hat{H} \hat{P} \partial_\beta \hat{H} \hat{P})$$

$$= \frac{1}{\pi^2} \sum_{mnm'n'} \partial_\alpha h_{mn} \text{Im} G^{R}_{nm'} \partial_\beta h_{n'm'} \text{Im} G^{R}_{m'm}$$

$$+ \frac{2}{\pi^2} \sum_{mnkm'} \partial_\alpha h_{mn} \text{Im} G^{R}_{nk} \partial_\beta V_{km'} \text{Im} G^{R}_{m'm}$$

$$+ \frac{2}{\pi^2} \sum_{mnkm} \partial_\alpha V_{km} \text{Im} G^{R}_{mn} \partial_\beta h_{nm} \text{Im} G^{R}_{m'k}$$

$$+ \frac{2}{\pi^2} \sum_{mnkk'} \partial_\alpha V_{km} \text{Im} G^{R}_{mk} \partial_\beta V_{k'n} \text{Im} G^{R}_{nk}$$

$$+ \frac{2}{\pi^2} \sum_{mnkk'} \partial_\alpha V_{km} \text{Im} G^{R}_{mn} \partial_\beta V_{nk'} \text{Im} G^{R}_{k'k}.$$

Here, we have used the imaginary part of the retarded frozen GF to replace $\hat{P}$, since $\hat{P}(\epsilon) = -\frac{1}{\pi} \text{Im} G^{R}(\epsilon)$.

To proceed, for the non-interacting electrons, the following relationship can be applied
(because of the Dyson equation)

\[ G_{nk}^R = \sum_{n'} G_{nn'}^R V_{n'k} g_{k}^R \]  \hspace{1cm} (9.42)

\[ g_{k}^R \] is the retarded GF for the electron in the metal

\[ g_{k}^R = (\epsilon - \epsilon_k + i\eta)^{-1} \]  \hspace{1cm} (9.43)

so that

\[ \text{Im} \sum_k G_{nk}^R \partial_\alpha V_{km'} = \text{Im} \sum_{kn'} G_{nn'}^R V_{n'k} g_{k}^R \partial_\alpha V_{km'} \]  \hspace{1cm} (9.44)

We denote

\[ 2 \sum_k V_{n'k} g_{k}^R \partial_\alpha V_{km'} = \bar{\Sigma}_n^{\alpha} \]  \hspace{1cm} (9.45)

For \( G_{k'k}^R \), again from the Dyson equation,

\[ G_{k'k}^R = g_{k}^R \delta_{k'k} + \sum_{m'n'} g_{k'}^R V_{k'm'} G_{m'n'}^R V_{n'k} g_{k}^R \]  \hspace{1cm} (9.46)

We denote,

\[ \sum_k \partial_\nu V_{nk} g_{k}^R \partial_\alpha V_{km} = \frac{1}{4} \Sigma_{nm}^{\nu,\alpha} \]  \hspace{1cm} (9.47)

From Eq. 9.45 and Eq. 9.47, we now have,

\[ \text{Im} \sum_{kk'} \partial_\nu V_{nk'} G_{k'k}^R \partial_\alpha V_{km} = \frac{1}{4} \text{Im} \Sigma_{nm}^{\nu,\alpha} + \frac{1}{4} \text{Im} ((\Sigma')^T G_{s}^R \bar{\Sigma})_{nm} \]  \hspace{1cm} (9.48)
Thus, we find

\[
tr(\partial_\alpha \mathcal{H} P \partial_\beta \mathcal{H} P) = \frac{1}{\pi^2}tr_s \left( (\text{Im} G_s^R \partial_\alpha h + \text{Im}(G_s^R \Sigma^\alpha)) (\text{Im} G_s^R \partial_\nu h + \text{Im}(G_s^R \Sigma^\nu)) \right) \\
+ \frac{1}{2\pi^2}tr_s (\text{Im} G_s^R \text{Im} \Sigma^\nu,\alpha + \text{Im} G_s^R \text{Im}((\Sigma^\nu)^T G_s^R \Sigma^\alpha) - \text{Im}(G_s^R \Sigma^\alpha) \text{Im}(G_s^R \Sigma^\nu)) \tag{9.49}
\]

Here the trace \( tr_s \) implies a summation over only the system orbitals \((m, n)\), and \( G_s^R \) is the retarded GF for the system,

\[
G_s^R = (\epsilon - h - \Sigma)^{-1} \tag{9.50}
\]

\[
\Sigma_{mn} = \sum_k V_{mk} g_k^R V_{kn} \tag{9.51}
\]

We note that, from the definitions in Eq. 9.45 and Eq. 9.51, \( \partial_\alpha \Sigma_{mn} = \frac{1}{2}(\bar{\Sigma}_{mn}^\alpha + \Sigma_{mn}^\alpha) \). The final friction is then

\[
\gamma_{\alpha\nu} = -\hbar \int \frac{d\epsilon}{\pi} tr_s \left( (\text{Im} G_s^R \partial_\alpha h + \text{Im}(G_s^R \Sigma^\alpha)) (\text{Im} G_s^R \partial_\nu h + \text{Im}(G_s^R \Sigma^\nu)) \right) \partial_\epsilon f \\
- \hbar \int \frac{d\epsilon}{2\pi} tr_s (\text{Im} G_s^R \text{Im} \Sigma^\nu,\alpha + \text{Im} G_s^R \text{Im}((\Sigma^\nu)^T G_s^R \Sigma^\alpha) - \text{Im}(G_s^R \Sigma^\alpha) \text{Im}(G_s^R \Sigma^\nu)) \partial_\epsilon f \tag{9.52}
\]

For the case that \( \partial_\alpha V_{km} = 0 \) (which is known as the Condon approximation), Eq. 9.52 was derived previously by von Oppen et al. Here, however, we have shown that the von Oppen friction results are identical to the HGT friction results (Eq. 9.25). Furthermore, in the present manuscript, we have now extended von Oppen’s results to account for non-Condon effects, i.e. the fact that \( V_{km} \) should generally depend on \( \mathbf{R} \).

### 9.3.1 Wide-band limit

To better understand the implication of the non-Condon effects, we note that in the literature the wide-band approximation is often used, such that the following purely imaginary
quantities can be defined,

\[
\sum_k V_{n'k}g_k^R V_{km'} = -i\Gamma_{n'm'}/2 \tag{9.53}
\]

\[
2\sum_k V_{n'k}g_k^R \partial_\alpha V_{km'} = -i\bar{\Gamma}_\alpha^{n'm'}/2 \tag{9.54}
\]

Here \(\Gamma_{mn}\) is the lifetime or hybridization of molecular orbital \(m\) on the metal surface. By definition, we have \(\partial_\alpha \Gamma_{mn} = \frac{1}{2}(\bar{\Gamma}_\alpha^{nm} + \bar{\Gamma}_\alpha^{mn})\), and \(G_s^R = (\epsilon - \hbar + i\Gamma/2)^{-1}\).

If we further assume that \(V_{km}\) does not depend on \(k\) (\(V_{km} = V_m\)), the last term of the friction (Eq. 9.52) vanishes (see the Supplemental Material of Ref. [230]). Thus, the friction becomes:

\[
\gamma_{\alpha\nu} = -\hbar \int \frac{d\epsilon}{\pi} tr_s((\text{Im}G_s^R \partial_\alpha h - \frac{1}{2}\text{Re}G_s^R \bar{\Gamma}_\alpha)(\text{Im}G_s^R \partial_\nu h - \frac{1}{2}\text{Re}G_s^R \bar{\Gamma}_\nu))\partial_\epsilon f \tag{9.55}
\]

Thus, we see that non-Condon effects restructure the wide-band approximation so that the electronic friction will now depend on both the imaginary and real parts of the system Green’s function. In general, non-Condon effects can increase or decrease friction, depending on the relative signs of the two components in Eq. 9.55.

9.4. Discussion

The results above are fairly straightforward. We have shown (i) that an NEGF formalism recovers the exact same electronic friction as the Head-Gordon/Tully approach; this agreement confirms our earlier claim [212] there is only a single, universal electronic friction tensor that is relevant to semi-classical dynamics. We have also shown (ii) that non-Condon effects can be incorporated into the relevant electronic friction. In a previous paper, with only a single electronic orbital, we demonstrated that non-Condon contributions to the electronic friction can sometimes be significant [134].

At this point, before concluding, there is one key feature that ought to be addressed regarding formalisms. In the present article, our approach was to (i) perform a gradient
expansion of the full Green’s function (Sec. 9.2), and then (ii) project the full GF onto the system and system-bath coupling to learn about molecular motion on a surface. Through this procedure, we arrived at the relevant friction coefficient (Sec. 9.3) which satisfies the second fluctuation-dissipation theorem. Now, while the formalism just described might seem obvious enough, we must emphasize that the steps taken above are not standard at all. By contrast, the more typical approach would be the opposite: (i) first focus on the system coordinates and (ii) second apply a gradient expansion in the smaller space of (system) nuclear motion. For instance, in Ref. [80], von Oppen et al take the latter (not former) approach.

In our experience, we have found that these two approaches usually agree, but can disagree when non-Condon effects are present. Here, there are two data points worth mentioning. First, in Ref. [83], for the case of one system molecular orbital with non-Condon effects, we have previously performed a gradient expansion separately for the system and system-bath coupling GFs. In such a case, the resulting friction does agree with HGT model. However, second, although we do not reproduce the derivation here, for the case of multiple system orbitals in contact with a metal with non-Condon effects, one finds that the two approaches above do not agree. Instead, if one invokes a naive gradient expansion which separates the system and system-bath GFs, one will recover a different friction tensor that is clearly incorrect. This incorrect friction tensor does not agree with the HGT method and does not satisfy the second fluctuation-dissipation theorem. Furthermore, this incorrect friction tensor is not symmetric along nuclear DoFs at equilibrium (whereas the correct friction tensor in this manuscript [Eq. 9.25 or Eq. 9.55] is symmetric). Hence, by studying non-Condon effects, the present manuscript has clearly discerned how to perform a proper gradient expansion when system-bath couplings become complicated and position-dependent.

9.5. Conclusions

In conclusion, we have extended the non-equilibrium Green Function (NEGF) approach to deal with a very general Hamiltonian with many molecular orbitals sitting near a metal sur-
face. We have derived a general form of electronic friction as felt by the system nuclei, and we have included the effects of non-Condon terms in the Hamiltonian. At equilibrium, we have shown the equivalence between a NEGF approach and the Head-Gordon/Tully (HGT) model, providing strong evidence to back up our recent claim of a single, universal friction tensor arising from the Born-Oppenheimer approach. Future work will necessarily investigate the connection between Ref. 212, the HGT model and the NEGF formalism under out of equilibrium conditions, i.e. for a molecule sitting between two leads with a current running through it.
CHAPTER 10: The universality of electronic friction II: Equivalence of the quantum-classical Liouville equation approach with von Oppen’s nonequilibrium Green’s function methods out of equilibrium

This chapter was adapted from Ref. [259]

10.1. Introduction

The dynamics of molecules at molecule-metal interfaces often go beyond the Born-Oppenheimer approximation, where the interplay of electron and nuclei can give rise to a host of nonadiabatic effects. These nonadiabatic effects can be seen in many systems. For the case of a single metal surface at equilibrium, a simple scattering process can reveal unexpected vibrational or translational kinetic energy losses for the molecule due to electronic excitations in the metal as induced by nuclear movement. For the case of two or more metal surfaces out of equilibrium, e.g., a molecular junction, under an applied voltage bias with an electronic current running through the molecule, non-Born-Oppenheimer forces can result in heating, photo (or current) induced chemistry, Franck-Condon blockades, switching, instability, or pumping of the molecule.

Over the past several decades, in order to describe such nonadiabatic effects at molecule-metal interfaces, many researchers have adopted the idea of “electronic friction”, such that the nuclei move on a single potential of mean force, while experiencing a frictional force and a random force induced by electronic motion. In the literature, quite a few forms of electronic friction have been derived, using a variety of methodologies, with or without electron-electron (el-el) interactions, including or not including non-Condon effects, invoking a Markovian or non-Markovian frictional kernel, and addressing equilibrium or nonequilibrium scenarios (or both).

Electronic friction has been widely and successfully used to treat vibrational relaxation, chemisorption, and photo induced reaction et al at molecule-metal interfaces.
Now, in the equilibrium scenario, probably the most commonly used electronic friction was given by Head-Gordon and Tully (HGT) in 1995. Starting from Ehrenfest dynamics, the HGT friction was derived at zero temperature assuming no el-el interactions, and later extended to finite temperature by ansatz. At finite temperature, the second fluctuation-dissipation theorem was assumed rather than derived, i.e. a fluctuating force was added by hand to guarantee the nuclear degrees of freedom (DoFs) reach the same temperature with the electronic temperature. Besides Head-Gordon and Tully, many other researchers have also derived similar electronic friction tensors, including, for example, Suhl (Eq. 27 in Ref. 232), Galperin (Eq. 17 in Ref. 229), Brandbyge (Eq. A49 in Ref. 81), Persson (Eq. 32 in Ref. 228), and Hynes (non-Markovian kernel, Eq. 3.18 in Ref. 213). Of the list above, perhaps the most important contributions have been from Suhl (who first extrapolated that electronic friction should look like a force-force correlation function). A further advance was made by Daligault and mozyrsky who derived the random force for the HGT model at equilibrium for finite temperature.

As far as the nonequilibrium scenario is concerned, the situation becomes more complicated and there has been far less development. To our knowledge, the most general nonequilibrium, Markovian electronic friction tensor was given by von Oppen and coworkers, using a nonequilibrium Green’s function (NEGF) and a scattering matrix formalism. Quite different from the equilibrium case, where the electronic friction is a simple damping force, i.e. positive definite and symmetric along nuclear DoFs, the nonequilibrium electronic friction is no longer symmetric, and can be even negative. Furthermore, the second fluctuation-dissipation theorem breaks down, where the electronic current leads to the heating or pumping of the molecule. The von Oppen result should hold for small nuclear velocities assuming that there are no el-el interactions and that there are no non-Condon effects.

At this point in time, given the plethora of different results discussed above, one of our ongoing research goals has been to compare and connect different approaches for electronic friction and ascertain whether an unifying form exists. And in fact, recently, in Ref. 212,
we successfully derived a universal electronic friction from a quantum-classical Liouville equation (QCLE), that should be valid in and out of equilibrium, with or without el-el interactions:

\[
\gamma_{\mu\nu}(R) = -\int_0^\infty dt \text{tr}_e \left( \partial_\mu \hat{H}(R) e^{-i\hat{H}(R)t/\hbar} \partial_\nu \hat{\rho}_{ss}(R) e^{i\hat{H}(R)t/\hbar} \right),
\]

where \( \mu \) and \( \nu \) are nuclear DoFs, and \( \hat{H}(R) \) is the electronic Hamiltonian, \( \hat{\rho}_{ss}(R) \) is the steady states electronic density matrix. \( \text{tr}_e \) implies tracing over many-body electronic states.

Thus far, we have shown (i) that Eq. 10.1 reduces to Suhl’s results as well as the HGT model at equilibrium (without el-el interactions). Furthermore (ii), Ref. [184] shows that, at equilibrium, the HGT model is comparable with the results of Brandbyge and Galperin. Moreover (iii), Ref. [230] demonstrates that the generalized NEGF electronic friction agrees with HGT model at equilibrium. Thus, altogether, we have been able to connect the QCLE, NEGF, and HGT friction at equilibrium. Finally, we have also shown that the non-Markovian friction suggested by Hynes has a natural QCLE expression.

In all of the comparative work above, however, one essential element has been missing. While we have proven that all of the Markovian results of mozyrsky, Suhl, Persson, Galperin, Hynes, Brandbyge, HGT, and von Oppen reduce to Eq. 10.1 at equilibrium, no further consideration has yet been established for the out of equilibrium scenario. Thus, in this article, we will take one step further, and prove that, without el-el interactions, indeed the QCLE friction (Eq. 10.1) reduces to von Oppen’s generalized NEGF friction in case of two metals out of equilibrium. This agreement greatly strengthens our claim that there is only one, unique electronic friction associated with the Born-Oppenheimer approximation.

In what follows, we will also provide an explicit, very general formula for calculating that friction tensor in the limit of no el-el interactions; our work will include non-Condon effects and thus go beyond von Oppen’s results.

We organize the structure of the paper as follows. In Sec. 10.2, we explain our model and provide important relationships that will be used later on. In Sec. 10.3, we demonstrate the
agreement between QCLE friction and NEGF friction. In Sec. 10.4, we adopt the commonly
used molecule-metal Hamiltonian and evaluate the nonequilibrium electronic friction tensor
while accounting for non-Condon effects. We conclude in Sec. 10.5.

Regarding the notation, we use \( p \) and \( q \) to denote electronic orbitals in general, \( m \) and \( n \)
for the electronic orbitals in a molecule (dots), and \( k \) and \( k' \) for the electronic orbitals in a
metal (lead). We further use \( \alpha = L, R \) to signify the left or right metal. \( G \) will denote the
total system (dots plus leads) steady-state non-equilibrium Green’s functions, and \( G' \) will
denote the dots’ (i.e. molecules’) steady-state non-equilibrium Green’s functions. We use \( \mu \)
(or \( \nu \)) to denote nuclear degrees of freedom (DoFs), and we use \( \mu_L \) (and \( \mu_R \)) to denote the
Fermi level of the left (and right) metal.

10.2. Quadratic Hamiltonian

We consider a total Hamiltonian \( \hat{H}_{\text{tot}} \) which can be divided into an electronic Hamiltonian
\( \hat{H} \) and a nuclear kinetic energy operator:

\[
\hat{H}_{\text{tot}} = \hat{H} + \sum_{\mu} \frac{P_\mu^2}{2m_\mu}.
\] (10.2)

The electronic Hamiltonian \( \hat{H} \) consists of a manifold of electrons that is quadratic (in
electronic orbitals \( p, q \)) plus a pure nuclear potential energy \( U_0(R) \):

\[
\hat{H} = \sum_{pq} \mathcal{H}_{pq}(R) \hat{d}_p^\dagger \hat{d}_q + U_0(R).
\] (10.3)

For such an electronic Hamiltonian (Eq. 10.3, without el-el interaction), the general form
of the electronic friction (Eq. 10.1) can be recast into the single particle basis (as shown in
Appendix 10.6.1),

\[
\gamma_{\mu\nu} = -\hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_{\mu} \hat{R}(\epsilon) \partial_\nu \sigma_{ss} \hat{G}^A(\epsilon) \right).
\] (10.4)
Here

\[ G_{R/A}(\epsilon) = \frac{1}{\epsilon - H \pm i\eta} \]  

(10.5)

are retarded and advanced Green’s function of the electrons respectively (\( \eta \) is a positive infinitesimal). Thus, for the NEGFs, one can easily establish the following identities,

\[ \partial_\nu G_R(\epsilon') = G_R(\epsilon') \partial_\nu H, \quad \partial_\nu G_A(\epsilon') = G_A(\epsilon') \partial_\nu H, \]  

(10.6)

\[ \partial_\nu G^R(\epsilon') = G^R(\epsilon') \partial_\nu H G^R(\epsilon'), \quad \partial_\nu G^A(\epsilon') = G^A(\epsilon') \partial_\nu H G^A(\epsilon'), \]  

(10.7)

Besides the retarded and advanced GFs, we also find in Eq. 10.4 the steady-state electronic population matrix \( \sigma_{ss}^{qp} = \text{tr}(\hat{\rho}_{ss} \hat{d}_p \hat{d}_q) \). \( \sigma_{ss} \) is usually expressed in terms of the lesser NEGF \( G^< \),

\[ \sigma_{ss} = \int \frac{d\epsilon'}{2\pi i} G^<(\epsilon'), \]  

(10.8)

where \( G^<(\epsilon') \) is the Fourier transform of \( G^>(t_1, t_2) \). In turn, the lesser nonequilibrium Green’s function (NEGF) \( G^<(t_1, t_2) \) is defined as

\[ G^<_{qp}(t_1, t_2) = \frac{i}{\hbar} \text{tr}_e(\hat{\rho}_{ss} \hat{d}_p(t_2) \hat{d}_q(t_1)), \]  

(10.9)

where the electronic operators are written in the Heisenberg picture \( \hat{d}_p(t) \equiv e^{i\hat{H}t/\hbar} \hat{d}_p e^{-i\hat{H}t/\hbar} \) (and \( \hat{d}_q(t) \equiv e^{i\hat{H}t/\hbar} \hat{d}_q e^{-i\hat{H}t/\hbar} \)). Note that, in the single particle basis, \( \text{Tr} \) implies summing over the electronic orbitals (\( p \) and \( q \)); vice versa, in the many-particle basis, \( \text{tr} \) implies a trace of all many-body electronic states.

In order to evaluate \( \sigma_{ss} \) in Eq. 10.8 we must first evaluate the lesser NEGF \( G^< \) and the derivative \( \partial_\nu G^< \). To do so, we invoke the Keldysh equation,

\[ G^<(\epsilon') = G^R(\epsilon') \Pi^< G^A(\epsilon'), \]  

(10.10)
where $\Pi^<$ is the total electronic lesser self-energy.

Below we will adopt a dot-lead (system-bath) separation (Eqs. 10.21-10.24), such that $\Pi^<$ can be written explicitly (Eq. 10.52 in Appendix 10.6.2). That being said, we emphasize that all of the results below do not depend on the exact value of $\Pi^<$. We require only that $\Pi^<$ does not depend on energy ($\epsilon'$) or position ($\mathbf{R}$). As outlined in Eq. 10.52 these assumptions about $\Pi^<$ follow because the bath Hamiltonian does not depend on $\mathbf{R}$.

Since $\Pi^<$ does not depend on position ($\mathbf{R}$), together with the Keldysh equation (Eq. 10.10) and the identities in Eqs. 10.6-10.7, it is straightforward to show that

$$\partial_\nu \mathcal{G}^< = \mathcal{G}^R \partial_\nu \mathcal{H} \mathcal{G}^R \Pi^< \mathcal{G}^A + \mathcal{G}^R \Pi^< \partial_\nu \mathcal{H} \mathcal{G}^A \mathcal{G}^R = \mathcal{G}^R \partial_\nu \mathcal{H} \mathcal{G}^< + \mathcal{G}^< \partial_\nu \mathcal{H} \partial_\nu \mathcal{G}^A. \quad (10.11)$$

With the above identities (Eqs. 10.10-10.11), below we will show that Eq. 10.4 reduces to the following NEGF result (derived in Ref. [230]),

$$\gamma_{\mu\nu} = \hbar \int \frac{d\epsilon}{2\pi} Tr_m \left( \partial_\mu \mathcal{H} \partial_\nu \mathcal{G}^R(\epsilon) \partial_\nu \mathcal{H} \mathcal{G}^< (\epsilon) - \partial_\mu \mathcal{H} \mathcal{G}^< (\epsilon) \partial_\nu \mathcal{H} \partial_\nu \mathcal{G}^A(\epsilon) \right). \quad (10.12)$$

10.3. Agreement of QCLE friction and NEGF friction

To prove the equivalence between Eq. 10.4 and Eq. 10.12, we use the eigenbasis of the electronic Hamiltonian $\mathcal{H}$, $\mathcal{H} | m \rangle = \epsilon_m | m \rangle$, such that Eq. 10.4 can be expressed as

$$\gamma_{\mu\nu} = -\hbar \sum_{mn} \frac{d\epsilon}{2\pi} \langle n | \partial_\mu \mathcal{H} | m \rangle \frac{1}{\epsilon - \epsilon_m + i\eta} \langle m | \partial_\nu \sigma_{ss} | n \rangle \frac{1}{\epsilon - \epsilon_n - i\eta}$$

$$= -i\hbar \sum_{mn} \langle n | \partial_\mu \mathcal{H} | m \rangle \frac{1}{\epsilon_n - \epsilon_m + 2i\eta} \langle m | \partial_\nu \sigma_{ss} | n \rangle. \quad (10.13)$$
In the above equation, we have used the residue theorem for contour integration. Using Eq. 10.8 and Eq. 10.11, \( \langle m | \partial_\nu \sigma_{ss} | n \rangle \) in Eq. 10.13 can be rewritten as

\[
\langle m | \partial_\nu \sigma_{ss} | n \rangle = \int \frac{d\epsilon'}{2\pi i} \langle m | G^R(\epsilon') \partial_\nu H G^<(\epsilon') + G^<(\epsilon') \partial_\nu H G^A(\epsilon') | n \rangle .
\] (10.14)

Note that the second term in Eq. 10.14 is the Hermitian conjugate of the first term. We now evaluate the first term of Eq. 10.14. In the eigenbasis of the electronic Hamiltonian, with the definition of \( G^R/A \) and the Keldysh equation (Eq. 10.10), we have

\[
\int \frac{d\epsilon'}{2\pi i} \langle m | G^R(\epsilon') \partial_\nu H G^<(\epsilon') | n \rangle = \sum_{m'} \int \frac{d\epsilon'}{2\pi i} \frac{1}{\epsilon' - \epsilon_m + i\eta} \langle m | \partial_\nu H | m' \rangle \frac{1}{\epsilon' - \epsilon_{m'} + i\eta} \langle m' | \Pi^< | n \rangle \frac{1}{\epsilon' - \epsilon_n + i\eta} .
\] (10.15)

As stated before, \( \Pi^< \) does not depend on energy \( \epsilon' \), such that we can apply the residue theorem to the above equation,

\[
\int \frac{d\epsilon'}{2\pi i} \langle m | G^R(\epsilon') \partial_\nu H G^<(\epsilon') | n \rangle = \sum_{m'} \frac{1}{\epsilon_n - \epsilon_m + 2i\eta} \langle m | \partial_\nu H | m' \rangle \frac{1}{\epsilon_n - \epsilon_{m'} + 2i\eta} \langle m' | \Pi^< | n \rangle .
\] (10.16)

A similar analysis applies to the second term of Eq. 10.14.

At this point, we consider the first term of Eq. 10.12. Again, using the definition of \( G^R/A \)
as well as the Keldysh equation, and applying the residue theorem, we find

\[- \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H \partial_\nu G^R(\epsilon) \partial_\nu H G^< (\epsilon) \right) \]

\[= \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H G^R(\epsilon) G^R(\epsilon) \partial_\nu H G^R(\epsilon) \Pi^< G^A(\epsilon) \right) \]

\[= \sum_{mm'} \int \frac{d\epsilon}{2\pi} \left\langle n \mid \partial_\mu H \mid m \right\rangle \frac{1}{(\epsilon - \epsilon_m + i\eta)^2} \left\langle m \mid \partial_\nu H \mid m' \right\rangle \frac{1}{\epsilon - \epsilon_{m'} + i\eta} \left\langle m' \right\rangle \Pi^< \left\langle n \right\rangle \frac{1}{\epsilon - \epsilon_n - i\eta} \]

\[= i \sum_{mm'} \left\langle n \mid \partial_\mu H \mid m \right\rangle \frac{1}{(\epsilon_n - \epsilon_{m'} + 2i\eta)^2} \left\langle m \mid \partial_\nu H \mid m' \right\rangle \frac{1}{\epsilon_n - \epsilon_{m'} + 2i\eta} \left\langle m' \right\rangle \Pi^< \left\langle n \right\rangle . \quad (10.17)\]

Comparing the above equation with Eq. 10.16, we have the following identity:

\[\int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H \partial_\nu G^R(\epsilon) \partial_\nu H G^< (\epsilon) \right) \]

\[= -i \sum_{mm} \left\langle n \mid \partial_\mu H \mid m \right\rangle \frac{1}{\epsilon_n - \epsilon_m + 2i\eta} \int \frac{d\epsilon'}{2\pi i} \left\langle m \mid G^R(\epsilon') \partial_\nu H G^< (\epsilon') \mid n \right\rangle . \quad (10.18)\]

Similarly, we can show

\[- \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H G^< (\epsilon) \partial_\nu H \partial_\nu G^A(\epsilon) \right) \]

\[= -i \sum_{mm} \left\langle n \mid \partial_\mu H \mid m \right\rangle \frac{1}{\epsilon_n - \epsilon_m + 2i\eta} \int \frac{d\epsilon'}{2\pi i} \left\langle m \mid G^< (\epsilon') \partial_\nu H G^A (\epsilon') \mid n \right\rangle . \quad (10.19)\]

Note that Eq. 10.19 is the Hermitian conjugate of Eq. 10.18.

Finally, if we put Eq. 10.14 back into Eq. 10.13, together with the relationships shown in Eq. 10.18 and Eq. 10.19, we recover

\[\gamma_{\mu\nu} = -\hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H G^R(\epsilon) \partial_\nu \sigma_{ss} G^A(\epsilon) \right) \]

\[= \hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu H \partial_\nu G^R(\epsilon) \partial_\nu H G^< (\epsilon) - \partial_\mu H G^< (\epsilon) \partial_\nu H \partial_\nu G^A(\epsilon) \right) . \quad (10.20)\]

Thus, we have proven our claim that QCLE friction (Eq. 10.4) agrees with NEGF friction (Eq. 10.12). Note that Eq. 10.1 is much more general than any of these expressions since el-el interactions are allowed in Eq. 10.1, whereas el-el interactions are absent from Eq. 188.
10.4. System-bath separation and Non-Condon effects

The results in Eq. 10.4 are very general and are applicable for any quadratic Hamiltonian without el-el interactions. To investigate non-Condon effects, we now adopt the standard dot-lead separation, such that the total electronic Hamiltonian \( \hat{H} \) can be divided into system \( \hat{H}_s \) and bath \( \hat{H}_b \), as well as system-bath coupling \( \hat{H}_c \),

\[
\hat{H} = \hat{H}_s + \hat{H}_b + \hat{H}_c ,
\]

\[
\hat{H}_s = \sum_{mn} h_{mn}(R) \hat{b}^\dagger_m \hat{b}_n + U_0(R),
\]

\[
\hat{H}_b = \sum_{\kappa\alpha} \epsilon_{\kappa\alpha} \hat{c}^\dagger_{\kappa\alpha} \hat{c}_{\kappa\alpha},
\]

\[
\hat{H}_c = \sum_{m,\kappa\alpha} V_{m,\kappa\alpha}(R) \hat{b}^\dagger_m \hat{c}_{\kappa\alpha} + V_{\kappa\alpha,m}(R) \hat{c}^\dagger_{\kappa\alpha} \hat{b}_m.
\]

Here \( m, n \) are orbitals in the molecule, and \( \alpha = L, R \) indicates left and right leads, which linearly couple to the molecule through \( \hat{H}_c \). We remind the reader that the total Hamiltonian \( \hat{H}_{tot} \) still is a combination of the electronic Hamiltonian \( \hat{H} \) with the nuclear kinetic energy, \( \hat{H}_{tot} = \hat{H} + \sum_{\alpha} \frac{P_{\alpha}^2}{2m_{\alpha}} \). Note also that the molecule-leads interactions \( V_{m,\kappa\alpha}(R) \) also depend on nuclear position \( R \), which will give rise to non-Condon effects.

To evaluate the electronic friction (Eq. 10.12) and connect to the results in Ref. [80], we first consider the case where \( V_{m,\kappa\alpha}(R) \) does not depend on \( R \). In such a case, only \( \hat{H}_s \) depends on \( R \), and therefore:

\[
Tr_m (\partial_\mu \hat{H} \partial_\nu \hat{G}^R \partial_\nu \hat{H} \hat{G}^<) = \sum_{mm'n'} \partial_\mu h_{mn} \partial_\nu G_{nm}^R \partial_\nu h_{m'n'} G_{n'm}^< = Tr_s (\partial_\mu h \partial_\nu G^R \partial_\nu h \hat{G}^<) .
\]

Here \( Tr_s \) implies summation over system orbitals (\( m \) and \( n \)), and \( G^R = (\epsilon - h - \Sigma^R)^{-1} \) is the system retarded GF. \( \Sigma_{mn}^R = \sum_{k\alpha} V_{m,k\alpha} g_{k\alpha}^R V_{k,n} \) is the system retarded self-energy; \( G^< \) is
the system lesser GF (see Appendix 10.6.2). Thus, without any non-Condon contributions, the nonequilibrium electronic friction is

\[ \gamma_{\mu\nu} = \hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_s(\partial_{\mu}\hbar\partial_{\epsilon}G^R\partial_{\nu}\hbar G^<) + \text{h.c.}, \] (10.26)

which reduces to von Oppen’s results in Ref. [80]. Here, h.c. denotes the Hermitian conjugate.

Second, for the case where \( V_{m,k\alpha}(R) \) does depend on \( R \), the results are much more complicated. However, in the wide-band approximation, as shown in the Supplemental Material of Ref. [259], the result can be simplified as

\[ \text{Tr}_m(\partial_{\mu}\mathcal{H}\partial_{\epsilon}G^R\partial_{\nu}\mathcal{H}G^<) = \text{Tr}_s\left( (\partial_{\mu}\hbar\partial_{\epsilon}G^R + \Sigma^R_{\mu}\partial_{\epsilon}G^R + \Sigma^A_{\mu}\partial_{\epsilon}G^R)(\partial_{\nu}\hbar G^< + \partial_{\nu}\Sigma^R G^< + \Sigma^<_{\nu}G^A) \right) \]

\[ + \text{Tr}_s(\Sigma^<_{\mu}\partial_{\epsilon}G^R(\partial_{\nu}\hbar + \partial_{\nu}\Sigma^R)G^R + \partial_{\nu}G^R\Sigma^<_{\nu,\mu}). \] (10.27)

Again, \( \text{Tr}_s \) implies summation over system orbitals (\( m \) and \( n \)). We have further defined the following quantities,

\[ \Sigma^R_{\mu,nn} = \sum_{k\alpha} \partial_{\mu}V_{m,k\alpha}g^r_{k\alpha}V_{k\alpha,n}, \] (10.28)

\[ \Sigma^A_{\mu,nn} = \sum_{k\alpha} V_{m,k\alpha}g^a_{k\alpha}\partial_{\mu}V_{k\alpha,n}, \] (10.29)

\[ \Sigma^<_{\mu,nn} = \sum_{k\alpha} V_{m,k\alpha}g^<_{k\alpha}\partial_{\mu}V_{k\alpha,n}, \] (10.30)

\[ \Sigma^<_{\nu,nn} = \sum_{k\alpha} \partial_{\nu}V_{m,k\alpha}g^<_{k\alpha}\partial_{\mu}V_{k\alpha,n}, \] (10.31)

\[ \Sigma^<_{\nu,nn} = \sum_{k\alpha} \partial_{\nu}V_{m,k\alpha}g^<_{k\alpha}\partial_{\mu}V_{k\alpha,n}. \] (10.32)

\( g^r_{k\alpha}, g^a_{k\alpha}, \) and \( g^<_{k\alpha} \) are the zero order retarded, advanced, and lesser Green’s functions respectively for the non-interacting leads. The explicit forms are given in Appendix 10.6.2. With
these definitions, the nonequilibrium and non-Condon electronic friction can be written as

\[
\gamma_{\mu\nu} = \hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_s \left( (\partial_\mu h \partial_\epsilon G^R + \tilde{\Sigma}_R^A \partial_\epsilon G^R)(\partial_\nu h G^< + \partial_\nu \Sigma R G^< + \tilde{\Sigma}^< G^A) \right) \\
+ \text{Tr}_s (\tilde{\Sigma}_R^< \partial_\epsilon G^R (\partial_\nu h + \partial_\nu \Sigma R) G^R + \partial_\nu G^R \Sigma^<_{\nu\mu}) + h.c. \tag{10.33}
\]

Again, in the Condon approximation, Eqs. 10.28–10.32 vanish, such that the above equation (Eq. 10.33) reduces to von Oppen’s result (Eq. 10.26).

10.4.1. A single level with a harmonic oscillator

We will now apply the results above to the case of a single level (i.e. a dot) coupled to a harmonic oscillator (nuclear DoF) and two metallic baths. The corresponding system Hamiltonian is

\[
\hat{H}_s = \epsilon_b(x) \hat{b}^\dagger \hat{b} + \frac{1}{2} m\omega^2 x^2, \tag{10.34}
\]

where we assume \(\epsilon_b(x)\) depends linearly on \(x\):

\[
\epsilon_b(x) = \epsilon_0 + \lambda x \sqrt{m\omega/\hbar}. \tag{10.35}
\]

The single level is coupled to the left and right leads through the following Hamiltonian:

\[
\hat{H}_c = \sum_{k\alpha} V_{k\alpha}(x) (\hat{b}^\dagger \hat{c}_{k\alpha} + \hat{c}_{k\alpha}^\dagger \hat{b}). \tag{10.36}
\]

Below we will apply the wide-band approximation, such that \(V_{k\alpha}(x)\) is independent of \(k\). We take \(V_{k\alpha}(x)\) to have the following form (as a function of \(x\)):

\[
V_{k\alpha}(x) = V_{\alpha} \sqrt{1 + z \exp(-m\omega x^2/\hbar)} \equiv V_{\alpha} Z(x). \tag{10.37}
\]

Note that if we take \(z = 0\) in the above equation, \(V_{k\alpha}(x)\) will be independent of \(x\), i.e. \(V_{k\alpha}(x)\) will satisfy the Condon approximation.
According to the wide-band approximation, the self-energy is purely imaginary and can be defined as

\[
\sum_{k\alpha} V_{k\alpha}^2(x) g_{k\alpha}^r = \sum_{k\alpha} V_{k\alpha}^2 \phi_{k\alpha} Z^2(x) = -\frac{i}{2}(\Gamma_0^L + \Gamma_0^R) Z^2(x), \quad (10.38)
\]

\[
\sum_{k\alpha} V_{k\alpha}^2(x) g_{k\alpha}^< = \sum_{k\alpha} V_{k\alpha}^2 \phi_{k\alpha} Z^2(x) = i(\Gamma_0^L f^L + \Gamma_0^R f^R) Z^2(x). \quad (10.39)
\]

Now we evaluate Eqs. 10.28-10.32 using the fact that all \( x \) dependence in Eqs. 10.28-10.32 is through the term \( Z(x) \) defined in Eq. 10.37. We sum up all of the relevant terms and calculate the electronic friction according to Eq. 10.33.

In Fig. 40 we plot the electronic friction as a function of \( x \). For the equilibrium case (i.e. no bias, \( eV = 0 \)), when the Condon approximation holds \( (z = 0, \text{such that } V_{k\alpha} \text{ is independent of } x) \), the electronic friction exhibits a peak corresponding to the resonance of the dot level with the Fermi level of the leads: \( \epsilon_b(x) = \mu_L = \mu_R \). With non-Condon effects \( (z = 1) \), the electronic friction exhibits a dip at the position \( x = 0 \), where \( V_{k\alpha}(x) \) is maximum. This change from one peak to effectively two peaks was observed previously (in Ref. 184) for the equilibrium case of one dot coupled to a single metal lead.

For the nonequilibrium case (i.e. \( eV \neq 0 \)), when the Condon approximation holds \( (z = 0) \), again one peak becomes two peaks, but now for a different reason: two peaks arise from a resonance of the dot level with the each of the two different Fermi levels for the left and right leads: \( \epsilon_b(x) = \mu_L \) and \( \epsilon_b(x) = \mu_R \). Interestingly, when non-Condon effects \( (z = 1) \) are included, the electronic friction again exhibits a dip at the position where \( V_{k\alpha}(x) \) is maximum, which now effectively results in three peaks. Such results demonstrate that, when molecule-metal interactions depend strongly on nuclear geometry, non-Condon effects can strongly influence the relevant nonadiabatic dynamics at metal surfaces.
10.5. Conclusions

In summary, we have shown that, in the absence of electron-electron interactions, the electronic friction from a quantum-classical Liouville equation (QCLE) reduces to the results from von Oppen’s nonequilibrium Green’s function (NEGF) method. This agreement holds in general, in or out of equilibrium, for the case of quadratic Hamiltonian. Furthermore, we have shown that non-Condon effects can be easily included into a nonequilibrium electronic friction. Thus, given our previous work proving that, at equilibrium, the QCLE friction agrees with the Head-Gordon–Tully model as well as many other forms of electronic friction,\citep{81, 212, 213, 230, 232} we believe there is now very strong proof that, in the limit of Markovian dynamics, there is only one, universal electronic friction associated with the Born-Oppenheimer approximation in the adiabatic limit. Future work must address how to incorporate non-Markovian effects efficiently; is there an optimal approach or many different approaches depending on the Hamiltonian?\citep{25, 231, 212, 213, 232} We will address this question in a future study.\citep{271}
10.6. Appendix

10.6.1. friction in the single particle basis

The friction tensor in the many-body representation is

\[ \gamma_{\mu\nu} = - \int_0^\infty dt \text{tr} \left( \partial_\mu \hat{H} e^{-i\hat{H}t/\hbar} \partial_\nu \hat{\rho}_{ss} e^{i\hat{H}t/\hbar} \right). \]  \hfill (10.40)

For the quadratic Hamiltonian in Eq. 10.3, we will recast the above equation into the single particle basis (Eq. 10.4).

We note first that \( U_0(R) \) does not contribute to the friction, because

\[ \text{tr} \left( \hat{\rho}_{ss} \right) = 1. \]  \hfill (10.41)

Here, we have used the fact that \( \text{tr} \left( \hat{\rho}_{ss} \right) = 1 \). The friction can be rewritten as

\[ \gamma_{\mu\nu} = - \int_0^\infty dt \text{tr} \left( e^{i\hat{H}t/\hbar} \partial_\mu \hat{H} e^{-i\hat{H}t/\hbar} \partial_\nu \hat{\rho}_{ss} e^{i\hat{H}t/\hbar} \right) \]

\[ = - \int_0^\infty dt \sum_{pq} \partial_\mu \mathcal{H}_{pq} \text{tr} \left( e^{i\hat{H}t/\hbar} \hat{d}^\dagger_p \hat{d}_q e^{-i\hat{H}t/\hbar} \partial_\nu \hat{\rho}_{ss} \right). \]  \hfill (10.42)

We proceed to evaluate

\[ \hat{d}^\dagger_p(t) = e^{i\hat{H}t/\hbar} \hat{d}^\dagger_p e^{-i\hat{H}t/\hbar}, \]  \hfill (10.43)

\[ \hat{d}_q(t) = e^{i\hat{H}t/\hbar} \hat{d}_q e^{-i\hat{H}t/\hbar}. \]  \hfill (10.44)

The time derivatives of these operators are

\[ \dot{\hat{d}}^\dagger_p(t) = e^{i\hat{H}t/\hbar} \left[ \hat{H}, \hat{d}^\dagger_p \right] e^{-i\hat{H}t/\hbar} = \frac{i}{\hbar} \sum_a \hat{d}^\dagger_a(t) \mathcal{H}_{ap}, \]  \hfill (10.45)

\[ \dot{\hat{d}}_q(t) = e^{i\hat{H}t/\hbar} \left[ \hat{H}, \hat{d}_q \right] e^{-i\hat{H}t/\hbar} = -\frac{i}{\hbar} \sum_b \mathcal{H}_{qb} \hat{d}_b(t). \]  \hfill (10.46)
The above equations can be solved

\[ e^{i\hat{H}t} \hat{d}_p^\dagger e^{-i\hat{H}t/\hbar} = \sum_a \hat{d}_a^\dagger (e^{i\hat{H}t/\hbar})_{ap}, \]
\[ e^{i\hat{H}t} \hat{d}_q e^{-i\hat{H}t/\hbar} = \sum_b (e^{-i\hat{H}t/\hbar})_{qb} \hat{d}_b. \]

(10.47)

(10.48)

If we plug the above equations into Eq. 10.42, we arrive at

\[ \gamma_{\mu\nu} = -\int_0^\infty dt \sum_{pqab} \partial_\mu \mathcal{H}_{pq} (e^{i\hat{H}t/\hbar})_{ap} (e^{-i\hat{H}t/\hbar})_{qb} \text{tr}_e \left( \hat{d}_a^\dagger \hat{d}_b \partial_\nu \hat{\rho}_{ss} \right) \]
\[ = -\int_0^\infty dt \sum_{pqab} \partial_\mu \mathcal{H}_{pq} (e^{-i\hat{H}t/\hbar})_{qb} \partial_\nu \sigma_{ba}^{ss} (e^{i\hat{H}t/\hbar})_{ap} \]
\[ = -\int_0^\infty dt \text{Tr}_m (\partial_\mu \mathcal{H} e^{-i\hat{H}t/\hbar} \partial_\nu \sigma_{ss} e^{i\hat{H}t/\hbar}). \]

(10.49)

Here, we have used the definition of \( \sigma_{ba}^{ss} = \text{tr}_e \left( \hat{d}_a^\dagger \hat{d}_b \hat{\rho}_{ss} \right) \).

The above equation can be recast into the energy domain (with \( \eta \) being a positive infinitesimal),

\[ \gamma_{\mu\nu} = -\int_0^\infty dt \text{Tr}_m (\partial_\mu \mathcal{H} e^{-i(H-\epsilon-i\eta)t/\hbar} \partial_\nu \sigma_{ss} e^{i(H+\epsilon+i\eta)t/\hbar}) \]
\[ = -\int_0^\infty dt \int_0^\infty dt' \text{Tr}_m (\partial_\mu \mathcal{H} e^{-i(H-\epsilon-i\eta)t/\hbar} \partial_\nu \sigma_{ss} e^{i(H+\epsilon+i\eta)t'/\hbar}) \delta(t-t') \]
\[ = -\int_{-\infty}^\infty \frac{d\epsilon}{2\pi\hbar} \int_0^\infty dt \int_0^\infty dt' \text{Tr}_m (\partial_\mu \mathcal{H} e^{-i(H-\epsilon-i\eta)t/\hbar} \partial_\nu \sigma_{ss} e^{i(H+\epsilon+i\eta)t'/\hbar}) e^{i(\epsilon-\hbar t')/\hbar} \]
\[ = -\hbar \int \frac{d\epsilon}{2\pi} \text{Tr}_m \left( \partial_\mu \mathcal{H} \frac{1}{\epsilon - \hat{H} + i\eta} \partial_\nu \sigma_{ss} \frac{1}{\epsilon - \hat{H} - i\eta} \right), \]

(10.50)

which gives us Eq. 10.4.

10.6.2. The lesser self-energy of the total system, \( \Pi^- \)

For the quadratic Hamiltonian with dot-lead separation in Eqs. 10.21-10.24, we imagine embedding the total Hamiltonian (as in Eqs. 10.21-10.24) as the inner Hamiltonian inside
yet another, even larger outer bath

\[
\hat{H} = \hat{H}_{\text{inner}} + \hat{H}_{\text{outer}} + \hat{V}_{\text{inner-outer}}.
\] (10.51)

Assuming small inner-outer coupling \(\hat{V}_{\text{inner-outer}}\), as mediated only through the inner bath (leads), and assuming a completely quadratic Hamiltonian, \(\Pi^<\) of the inner Hamiltonian can be written as

\[
\Pi^<_{k\alpha,k'\alpha'} = i2\eta f_\alpha(\epsilon_{k\alpha})\delta_{k,k'}\delta_{\alpha,\alpha'}.
\] (10.52)

Here \(\eta\) is an positive infinitesimal, which implies that we have added a small dissipation \((\eta)\) to all of the non-interacting electrons in the leads (inner bath). \(f_\alpha(\epsilon_{k\alpha})\) is the Fermi function of the \(\alpha\) (left or right) lead. Clearly, \(\Pi^<\) does not depend on position or energy \((\epsilon')\) as in Eq. [10.10] if we assume that the inner and outer baths do not depend on \(\mathbf{R}\).

10.6.3. Evaluating \(G^<_{mn}\)

As an example of how the definition in the above equation works, we calculate \(G^<_{mn}\). Starting from the Keldysh equation, \(\mathcal{G}^< = \mathcal{G}^R\Pi^<\mathcal{G}^A\), we project the equation onto the dots,

\[
G^<_{mn} = \sum_{k\alpha,k'\alpha'} G^R_{m,k\alpha} \Pi^<_{k\alpha,k'\alpha'} \mathcal{G}^A_{k'\alpha',n}.
\] (10.53)

Using the Dyson equation,

\[
\mathcal{G}_{m,k\alpha} = \sum_{n'} G_{m,n'} V_{n',k\alpha} g_{k\alpha}, \quad (10.54)
\]

\[
\mathcal{G}_{k\alpha,m} = \sum_{n'} g_{k\alpha} V_{k\alpha,n'} G_{n',m}, \quad (10.55)
\]

\(^1\)In general, this introduction of the outer bath with infinitesimal coupling will not affect any system dynamics. There are outstanding issues regarding the effect of the outer bath on entropy production and overall irreversibility, but these quantities will not be calculated here.
with the zero order retarded and advanced Green’s functions for the leads,

\[
g_{k\alpha}^r = \frac{1}{\epsilon - \epsilon_{k\alpha} + i\eta}; \quad g_{k\alpha}^a = \frac{1}{\epsilon - \epsilon_{k\alpha} - i\eta}, \tag{10.56}
\]

we can write Eq. 10.53 as

\[
G_{mn}^< = \sum_{k\alpha, k\alpha', m', n'} G_{m'n'}^R V_{n',k\alpha} g_{k\alpha}^r 2i\eta f_{\alpha}(\epsilon_{k\alpha}) \delta_{k,k'} \delta_{\alpha,\alpha'} g_{k'\alpha'}^a V_{k'\alpha',m'} G_{m',n}^A \\
= \sum_{k\alpha, m', n'} G_{m'n'}^R V_{n',k\alpha} g_{k\alpha}^r 2i\eta f_{\alpha}(\epsilon_{k\alpha}) g_{k\alpha}^a V_{k\alpha,m'} G_{m',n}^A. \tag{10.57}
\]

Note that

\[
g_{k\alpha}^r 2i\eta f_{\alpha}(\epsilon_{k\alpha}) g_{k\alpha}^a = \frac{2i\eta}{(\epsilon - \epsilon_{k\alpha})^2 + \eta^2} f_{\alpha}(\epsilon_{k\alpha}) = i2\pi \delta(\epsilon - \epsilon_{k\alpha}) f_{\alpha}(\epsilon_{k\alpha}) = g_{k\alpha}^<, \tag{10.58}
\]

\(g_{k\alpha}^<\) is the zero order lesser Green’s functions for the leads. Using the standard definition of \(\Sigma_{n',m'}^<\)

\[
\Sigma_{n',m'}^< = \sum_{k\alpha} V_{n',k\alpha} g_{k\alpha}^< V_{k\alpha,m'} = \sum_{k\alpha} V_{n',k\alpha} g_{k\alpha}^r 2i\eta f_{\alpha}(\epsilon_{k\alpha}) g_{k\alpha}^a V_{k\alpha,m'}, \tag{10.59}
\]

we arrive at the standard NEGF Langreth equation for \(G^<\) for the dots: \[90,258]\)

\[
G_{mn}^< = \sum_{m',n'} G_{m'n'}^R \Sigma_{n',m'}^< G_{m',n}^A. \tag{10.60}
\]

10.6.4. Evaluating \(G_{k\alpha,k'\alpha'}^<\)

As another example of how to apply the definition in Eq. 10.52, we calculate \(G_{k\alpha,k'\alpha'}^<\) by projecting the Keldysh equation (Eq. 10.10) onto the leads,

\[
G_{k\alpha,k'\alpha'}^< = \sum_{k''\alpha''} G_{k\alpha,k''\alpha''}^R \Pi_{k''\alpha'',k'\alpha'}^< G_{k'\alpha',k''\alpha''}^A. \tag{10.61}
\]
Again, we have the Dyson equation for the leads:

\begin{equation}
G_{R}^{k\alpha,k^{\prime}\alpha^{\prime}} = g_{k\alpha}^{R}\delta_{k\alpha,k^{\prime}\alpha^{\prime}} + \sum_{mn} g_{k\alpha}^{R} V_{k\alpha,m} G_{mn}^{R} V_{n,k^{\prime}\alpha^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{R}, \tag{10.62}
\end{equation}

\begin{equation}
G_{A}^{k^{\prime}\alpha^{\prime},k^{\prime}\alpha^{\prime}} = g_{k^{\prime}\alpha^{\prime}}^{A}\delta_{k^{\prime}\alpha^{\prime},k^{\prime}\alpha^{\prime}} + \sum_{m^{\prime}n^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{A} V_{k^{\prime}\alpha^{\prime},m^{\prime}} G_{m^{\prime}n^{\prime}}^{A} V_{n^{\prime},k^{\prime}\alpha^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{A}. \tag{10.63}
\end{equation}

Using Eq. 10.58 \((g_{k\alpha}^{<} = g_{k\alpha}^{R} \Pi_{k\alpha,k\alpha}^{<} g_{k\alpha}^{A})\), Eq. 10.59 and Eq. 10.60, we recast \(G_{k\alpha,k^{\prime}\alpha^{\prime}}^{<}\) as

\begin{equation}
G_{k\alpha,k^{\prime}\alpha^{\prime}}^{<} = g_{k\alpha}^{<}\delta_{k\alpha,k^{\prime}\alpha^{\prime}} + \sum_{mn} g_{k\alpha}^{R} V_{k\alpha,m} G_{mn}^{R} V_{n,k^{\prime}\alpha^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{<} \\
+ \sum_{mn} g_{k\alpha}^{<} V_{k\alpha,m} G_{mn}^{A} V_{n,k^{\prime}\alpha^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{A} \\
+ \sum_{mn} g_{k\alpha}^{<} V_{k\alpha,m} G_{mn}^{<} V_{n,k^{\prime}\alpha^{\prime}} g_{k^{\prime}\alpha^{\prime}}^{<} \tag{10.64}
\end{equation}

Recall that \(G_{mn}^{R} = (\epsilon - h - \Sigma_{R})^{-1}_{mn}\). Thus we arrive at the standard NEGF result for \(G_{k\alpha,k^{\prime}\alpha^{\prime}}^{<}\). Eq. 10.64 can be derived equivalently by projecting the Dyson equation for the contour-ordered Green’s function onto the two different branches of the Keldysh contour, i.e. projecting \(G^{c}\) onto \(G^{<}\). \[90,258\]

Lastly, by projecting the Keldysh equation (Eq. 10.10) onto the appropriate contours in an analogous fashion, we can also derive similar expressions for the dot-lead coupling lesser GF, \(G_{m,k\alpha}^{<}\).
CHAPTER 11 : Conclusions

This dissertation has focused on developing new tools to study nonadiabatic dynamics at molecule-metal interfaces. Two methods have been implemented and explored extensively: surface hopping and electronic friction. To be specific,

- A simple surface hopping approach has been proposed to treat nonadiabatic electron transfer at molecule-metal interface. Such a surface hopping approach recovers detailed balance as well as the Marcus electron transfer rate.

- A electronic friction model has been used to deal with nonadiabatic effects and nuclear dissipation. We have further shown the connection between surface hopping and electronic friction.

- A broadened classical master equation (BCME) has been developed as a natural combination of the surface hopping scheme and the electronic friction model. Subsequently, the BCME was used to study nonequilibrium transport properties.

- The surface hopping approach has been further combined with Tully’s fewest switches surface hopping (FSSH) scheme with the potential to study a large molecule near a metal surface, treating electron transfer within the molecule and electron transfer between the molecule and metal on equal footing.

- A very general form of electronic friction has been derived. We have explored this form of electronic friction in and out of equilibrium, with and without electron-electron interactions.

In the future, the effects of electron-electron interactions on nonadiabatic dynamics at molecule-metal interfaces should be further explored: How strong are the electron-electron interactions in realistic systems and how much do these electron-electron interactions affect the overall dynamics? In the meanwhile, to apply our dynamical approaches to realistic systems, effective and reliable excited states from electronic structure theory are required.
With so much interest in molecule-metal interfaces across the area of chemisorption, electrochemistry as well as molecular electronics, we believe these questions are both solvable and of crucial importance.

[2] The data is tracked from Ref. [1] using Data Tracker. In the paper, $E_d = 0$, but it seems the renormalized impurity level should be 0, that is $E_d - g^2/h\omega = 0$.

[3] For the QME, the original statistics are quantum, whereas for the CME we choose initial conditions according to classical statistics (rather than the Wigner distribution).


[5] For NRG calculations, the band width is $W = 1$, the basis is initialized with 100 boson states, the maximum number of eigenstates kept is $N_s = 1500$, and the logarithmic discretizing parameter is $\Lambda = 2$.


[89] Another option would be to compare our results against MCTDH (multi-configuration time-dependent Hartree) calculations.


Note that in Eq. 7.9, we have kept only the zeroth-order gradient expansion of the term $\hat{L}_{bs}\hat{\rho}$ in Eq. 7.6. As such, one might argue that Eq. 7.9 is not balanced: after all, in Eq. 7.9, we have included all first-order gradient corrections to the other term in Eq. 7.6, $\left(-\frac{i}{\hbar}[\hat{H}_s,\hat{\rho}]\right)$. To justify this apparent contradiction, let us consider an alternative route to the QCLE-CME (Eq. 7.9). Namely, consider the Liouville equation for the total density matrix (system nuclei plus system electrons plus electronic bath),
\[ \partial_t \hat{\rho}_{\text{tot}} = -i/\hbar [\hat{H}, \hat{\rho}_{\text{tot}}]. \]

If we now take the Wigner transform, we find:

\[ \partial_t \hat{\rho}_{\text{el}}^{\text{tot}} = \frac{1}{2} (\hat{H}_{\text{el}}, \hat{\rho}_{\text{el}}^{\text{tot}}) - \frac{1}{2} (\hat{\rho}_{\text{tot}}, \hat{H}_{\text{el}}) - i/\hbar [\hat{H}_{\text{el}}, \hat{\rho}_{\text{el}}^{\text{tot}}] \]

Here, we have invoked the Condon approximation, i.e. the fact that \( \hat{H}_{\text{e}} \) does not depend on position in Eq. 7.4. At this point, we apply perturbation theory and trace over the bath, defining \( \hat{\rho}_{\text{el}} \equiv \text{tr}_b (\hat{\rho}_{\text{el}}^{\text{tot}}) \). Doing so, we find that the latter term \( i/\hbar [\hat{H}_{\text{el}}, \hat{\rho}_{\text{el}}^{\text{tot}}] \) yields the term \( \hat{L}_{\text{el}}^{\text{bs}} (\mathbf{R}) \hat{\rho}_{\text{el}} (t) \) in Eq. 7.9. Thus, the original zeroth order gradient expansion can be justified by assuming the Condon approximation and taking the limit of slow classical nuclei and fast electrons, such that electronic relaxation occurs at one instantaneous nuclear configuration.

[236] McClain, J.; Sun, Q.; Chan, G. K.; Berkelbach, T. C. arXiv:1701.04832 2017,


[271] Future work should also address the role of el-el interactions under nonequilibrium condition. In such a case, our approach of incorporating the total Hamiltonian (Eqs. 10.21-10.24) into a larger Hamiltonian with an outer bath (Eq. 10.51) may not be appropriate. That being said, the von Oppen NEGF approach [80] will also be difficult to apply with el-el interactions. Nevertheless, we have every reason to believe that the QCLE friction (Eq. 10.1) will be appropriate. A recent article might offer one approach to test this conjecture [272]; scattering theory [115] might offer another.