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the other segregation dimensions pertain to the geographic location of groups, the exposure 

dimension focuses on capturing the how the average person experiences segregation (Bell, 

1954; Massey & Denton, 1988; Reardon & O’Sullivan, 2004).  In this sense, an individual-

level measure of the exposure dimension creates a people-based representation, focused on 

people’s exposures, compared to a place-based representation focused on the spatial 

distribution (Kwan, 2009). 

Therefore, the SPI is an individual-level, people-based representation of exposure, 

more specifically, isolation. 

Individuals potentially face racial isolation in more than one way (Hipp & Perrin, 

2009; White, 1983).  If a person must travel a far distance before encountering a person of 

another race, that individual is isolated by distance.  Alternatively, if a person must 

encounter a large number of individuals of the same race before coming into contact with 

someone of a different race, that individual is racially insulated, regardless of the amount 

of distance traveled.  While these two forms are related, they are not identical, and it is 

possible for an individual to experience one form of isolation without the other, for example 

in a sparsely populated rural area (White, 1983).  Therefore, the SPI is comprised of two 

sub-measures to distinguish these two aspects, one that measures isolation by distance, the 

SPI-D, and the other by interpersonal contact, the SPI-C.  In the rest of the article, the term 

SPI will refer to the overall measure, and SPI-C or SPI-D will refer to the specific sub-

measure. 

Figure 2.1 illustrates how the SPI works conceptually.  To calculate the SPI, all 

individuals walk the shortest path along the street network from their residence to the 
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residence of the first person of a different race.  Utilizing street-networks allows for a more 

accurate measurement of exposure, as opposed to using Euclidean distance, which is 

known to overestimate coverage (Q. Brown et al., 2016; Gutiérrez & García-Palomares, 

2008; O’Neill, Ramsey, & Chou, 1992).  In studying segregation patterns in Philadelphia 

in 1880, Logan & Bellman (2016) note that “even using point data, a measure that is based 

on Euclidean distance rather than the actual street network would not reveal the clear spatial 

separation shown” (p. 699-700).  Additionally, using street-networks allows for a more 

detailed picture of how individuals may behave and move around their neighborhood.  

Outliers were removed to prevent individuals from traveling to an “atypical” individual of 

a different race.  Outliers are defined as individuals who live entirely separate from people 

of their own race.  Through empirical testing, calculating the average distance to the ten 

nearest neighbors of the same race and removing all individuals whose average distance 

was more than three standard deviations above the mean proved to capture these 

individuals.  Therefore, any individual that matched this criterion were considered outliers 

and exclude as potential points of contact.  In the case of an interracial household, the 

closest destination is one’s household.  The SPI-D is how far that individual traveled to get 

to the destination and the SPI-C is the number of people of the same race that individual 

walked past before arriving at the destination.  While this article focuses on the SPI’s ability 

to measure racial residential isolation, it is worth noting that the SPI measures any point-

level isolation.  For example, the SPI can calculate the isolation among people of different 

socio-economic status or people of different nativity status.  Furthermore, the SPI is limited 

to measuring people.  The SPI could as easily measure the isolation among various types 
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of criminal offenses or properties by land use.  To automate the SPI calculation process, I 

wrote a Python script using ESRI’s ArcMap with the Network Analyst Extension. 

Figure 2.1: Illustrated Example of how the Shortest Path Isolation Index Works 

 

Unlike other segregation measures, the SPI purposefully reports an absolute value, 

ranging from 0 to ∞.  Given that the SPI is a people-based representation of isolation, the 

goal of the SPI is to provide a measure that captures the experience of an individual.  

Individuals often do not think in proportions or percentages but in raw numbers.  While 

walking, individuals do not conceptualize the length of their current route in relation to the 

combination of all possible street segments in the city, but in terms of the actual distance 

traveled.  Additionally, individuals do not think about the proportional share of the total 

population they have encountered on that route, but rather the sheer number of people they 

have walked past.  An added benefit of having an absolute measure is that it allows 

researchers to determine their context-specific cutoff values for defining isolation based on 

their understanding of the local environment (Sin, 2002).  By being an absolute measure, 

the SPI does not depend on any specific level at which segregation occurs, meaning that it 

abides by the arbitrary boundary independence criteria detailed by Reardon & O’Sullivan 

(2004).  While absolute measures violate the composition invariance criteria which states 
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Table 2.1: Descriptive Statistics for Philadelphia, 1940 

 
          Note: Only includes non-institutionalized population 

West Philadelphia is similar to the city average in most sociodemographic 

variables, barring the notable exceptions of the racial breakdown and homeownership rate.  

Compared to the rest of the Philadelphia, West Philadelphia has lower homeownership 

rates and a larger Black population.  Figure 2.2 shows the spatial distribution of individuals 

by race in West Philadelphia for 1940. 

Figure 2.2: Black and White Population in West Philadelphia, 1940 
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As the map in Figure 2.2 shows, most Black individuals are concentrated in a few 

census tracts, while White individuals are spread across the area.  Using the census tract as 

the base unit, the White isolation index in West Philadelphia is 0.875, the Black isolation 

index is 0.447, and the index of dissimilarity is 0.613; traditional segregation indices would 

qualify this area as highly segregated (Massey & Denton, 1989, 1993; Sin, 2002).  

However, these measures may underestimate the true level of Black isolation.  As shown 

in Figure 2.2, the census tract boundaries divide the Black neighborhoods into many census 

tracts.  Had the tract boundaries been partitioned differently to contain that neighborhood 

in only one tract, the isolation index would undoubtedly be larger.  Still, despite being 

racially isolated, Figure 2.2 shows that there are almost always a few people of the non-

predominate race sprinkled throughout each tract.  For these reasons, West Philadelphia is 

an interesting study area to study in analyze individual-level isolation. 

The following section will provide descriptive statistics and detail the different 

ways in which to spatially display the SPI at the aggregate-level, highlighting the benefits 

and limitations of each approach. 

Results: 

Figure 2.3 shows the distribution of the SPI measures by race. 
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Figure 2.3: Shortest Path Isolation Index Distribution by Race 

 

While the distribution of both populations is right-skewed, the tail of the 

distribution is much longer for the White population compared to the Black population.  As 

the distribution shows, a small proportion of the Black population is racially isolated.  Over 

95% of the Black population have an SPI-C value under 100 people, with approximately 

8% having an SPI-C value of exactly 0, meaning one’s nearest neighbor in any direction is 

non-Black.  Additionally, around 85% of the Black population have SPI-D value under 108 

meters, which approximately equals the average length of a Philadelphia street segment.  

Conversely, a large proportion of the White population is racially isolated, both by distance 

and interpersonal contact.  Approximately 60% of the White population has an SPI-C value 

over 100 people and 40% with values over 200 people.  Additionally, 67% of the White 

population have an SPI-D value over 108 meters, with 25% having SPI-D values over half 

a kilometer.  The SPI measures show that overall, the White population is more isolated, 

both by distance and interpersonal contact, than the Black population. 
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However, how does this distribution compare to that of a randomly distributed 

population?  Table 2.2 compares the SPI by race between the observed population and a 

randomly distributed population where each household was randomly assigned to a new 

residence among the original set of dwellings.  This approach randomizes the spatial racial 

distribution of households while maintaining the original residential zoning structures of 

the area. 

Table 2.2: Comparison of Shortest Path Isolation Index Distributions between 

Observed and Random Population 

 

As shown in Table 2.2, the SPI measures for the observed population is dramatically larger 

than the random population.  Compared to the random population, the mean value SPI-C 

for the observed population is around 16 times greater for the White population and 19 

times greater for the Black population, while the average value SPI-D for the observed 

population is around 24 times greater for the White population and around nine times 

greater for the Black population.  These differences in means between the observed and 

random population are all exceptionally highly significant, having t-values over 100 for the 

Black population and near 500 for the White population.  This difference in SPI measures 

between the two populations indicates that the observed population is significantly more 

isolated than one could expect by simple random assortment. 

Variable Observed Random Ratio t-Value Variable Observed Random Ratio t-Value

219.29 13.69 50.59 2.66

(214.80) (26.24) (70.36) (7.11)

319.05 13.41 48.47 5.60

(296.45) (45.92) (60.85) (45.91)

Count Count
Standard Deviation in Parenthesis

* p<0.05 ** p<0.01 *** p<0.001

242,347 54,711

SPI-D 23.79 501.57*** SPI-D 8.66 131.55***

White Black

SPI-C 16.02 467.73*** SPI-C 19.02 158.53***
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Spatial Representation: 

The SPI can be visually represented in three distinct ways.  As shown in Figure 2.4, 

researchers can represent SPI data as points, point-extrapolate Thiessen polygons, or 3D 

polygons.  While each of these representations depicts the same information, they each do 

so in slightly different ways that are worth noting. 

Figure 2.4: Shortest Path Isolation Index Displayed in Three Aggregate Forms 

 

Point Data to Investigate Detailed Patterns: 

Point data is the most accurate representation of the three forms because it shows 

the exact locations of individuals.  Point data can display small incremental change from 

point to point.  Therefore, the SPI point data is helpful in studying small sample areas and 

investigating possible micro-level explanations for patterns.  Figure 2.5 shows the SPI-C 

for both White and Black individuals, highlighting five sample sites within West 

Philadelphia for closer examination.  Each of these sites provides examples of how the 

residential pattern, coupled with the street network formation, can lead to varying levels of 

interpersonal isolation among select individuals. 
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Figure 2.5: SPI-C as Point Data 

 

Area A illustrates an example of how the street networks affect isolation.  While 

there are three locations where non-White individuals reside, there is no straight Euclidean 

path (“as the crow flies”) to get there.  For example, people living in the center of Area A 

must traverse along a single street to connect to where the nearest non-White person lives.  

In doing so, these individuals encounter more people than had they been able to traverse a 

straight path as if there were no streets or buildings in the way.  This example provides 

further support for the need to consider the street networks when measuring isolation 

(Grannis, 1998).  If the SPI had only measured Euclidean distance, like some other indices, 

it would have underestimated the level of isolation for this area. 

Area B shows a predominately Black neighborhood.  As one might expect, those 

living at the center of this neighborhood are more isolated than those on the periphery 

because the periphery acts as a buffer from non-Black individuals.  Additionally, those at 
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the center are blocked off on one side by the Pennsylvania Hospital, restricting the number 

of streets one could travel to encounter someone of a different race. 

Area C illustrates an example of a “natural" street boundary.  To the north of Area 

C is a park and to the east is a zoo followed by a river.  This structure results in making 

those living closer to the park and zoo more isolated because they can only move in one 

direction to encounter a non-White resident, encountering more White individuals along 

the way. 

Area D shows the importance of investigating isolation at different scales.  On the 

street-level, this area is highly segregated, since most streets are almost either entirely 

White or Black.  This finding matches similar findings to Logan & Bellman (2016) that 

Black and White population lived in close proximity but not on the same streets.  However, 

while individuals may live on a racially isolated street, they do not need to walk by that 

many people before encountering someone of a different race.  So, while street-level 

isolation may be high, individual-level isolation is low due to the intersection of these 

streets.  

Area E shows a densely populated White neighborhood sandwiched between two 

Black neighborhoods.  Those living closer to the non-White neighborhood have low levels 

of SPI-C.  Living an additional block further from the non-White neighborhood puts more 

White individuals between them and the non-White residents, which is shown by the 

change in SPI-C from under 200 people to over 1,000.  This high level of SPI-C is both 

due to the physical distance one would have to travel, as well as, the population density of 
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the area that allows an individual to encounter a large number of people in a short amount 

of distance. 

Visualizing the SPI-C as points provides evidence of the potential mechanisms 

which racially isolate people.  In addition to living in racially separated areas, population 

density and the streets network patterns can also lead to high levels of isolation for 

individuals.  This finding provides additional support for the role street networks have in 

orchestrating isolation (Grannis, 1998, 2005; Grigoryeva & Ruef, 2015).  While point data 

allows for these type relationships to become more evident, this level of detail is not as 

helpful when investigating general trends for the entire study area.  To do this, one should 

visual the data using point-extrapolate Thiessen polygons.  

Thiessen Polygons Data to Compare Isolation Patterns: 

Unlike point data, which can depict the small incremental change in isolation, the 

purpose of point-extrapolate polygonal data is to more easily display trends for the entire 

study area, making it useful for cross comparisons.  While there are a few ways to 

extrapolate the point data to cover the study area, Thiessen polygons may be the best 

approach.  Thiessen polygons— sometimes referred to as Voronoi polygons—partition an 

area based on the a set of points such that “each polygon bounds the region that is closer 

to one point than to any adjacent points”  (Kennedy, 2000, p. 99).  Therefore, it is better to 

think of Thiessen polygons as demarcations of a point’s space rather than as areal units.  

Thiessen polygons are helpful because they cover the entire study area without having to 

interpolate values.  Additionally, the size of the Thiessen polygon provides insights into 

the population density of the area since small Thiessen polygons would mean points are 
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near each other (Brassel & Reif, 1979; Klein, 1988).  For these reasons, Thiessen polygons 

are a helpful approach to representing spatial trends over a large study area. 

Figure 2.6 displays the SPI measures as Thiessen polygons for White and Black 

individuals for West Philadelphia. 

Figure 2.6: Shortest Path Isolation Index as Thiessen Polygons 

 

Figure 2.6 shows that most places with residents with high SPI-D values also have high 

SPI-C values.  This finding makes sense; those that live a further distance from people of 

another race most likely encounter more people of the same race as well.  However, this is 

not always true.  Those with the highest SPI-D values are a small set of White individuals 

residing in the north corner of the study area known as Fairmount Park.  Population density 

is sparse in this area, meaning that these individuals can travel a far distance without 

coming into contact with that many people on the way.  It is important to point out that 

Fairmount Park is one of the few open spaces within West Philadelphia, which otherwise 

is quite residentially dense.  While the SPI-C and SPI-D may not show dramatically 

different trends in an urban setting, this example of Fairmount Park may provide some 
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insights as to how the SPI measures may look differently investigating rural or semi-rural 

areas, which are underexamined areas often due to their large areal unit size (Butkiewicz 

et al., 2010; Krupka, 2007; Lichter, Parisi, Grice, & Taquino, 2007; Murdock, Hwang, & 

Hoque, 1994; Openshaw, 1996). 

Looking by race, both SPI measures show that the White population is more 

isolated than Black individuals.  Despite living in predominately Black areas, other than a 

few exceptions, no one Black person had to travel that far or encounter that many Black 

people before encountering a non-Black individual.  There are only a few small areas where 

Black individuals have an SPI-C value over 200, whereas there are many areas where 

White individuals have an SPI-C value over 500.  This finding matches the earlier findings 

when comparing the SPI distributions by race graphically.  

Visualizing the SPI data as Thiessen polygons shows that while some Black 

individuals are isolated, overall, the Black population is not isolated at the same level as 

White individuals.  While this form of representation is helpful for comparing the SPI 

between different groups, it is less helpful for investigating bivariate relationships between 

the SPI with area-level characteristics that may be relevant for understanding isolation.  For 

this analysis, a 3D representation is more useful. 

3D Representation to Investigate Area-Level Characteristics: 

One can easily turn the 2D representation into a 3D form by assigning the SPI value 

as the elevation of the study.  This process topographically reimagines the study area as a 

series of “mountain ranges” of high isolation and “valleys” of close contact.  Transforming 

the data into a 3D imagery has many benefits for studying area-level characteristics. 
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First, visually displaying bivariate relationships on a map is difficult.  By assigning 

the SPI value as the elevation of the study area and assigning another variable as the color 

symbology, one can simultaneously inspect the relationship between two variables.  Figure 

2.7 shows the relationship between the SPI index and the isolation index.  In this case, the 

elevation of the study area corresponds to the level of SPI of individuals living at that 

location, while the symbology corresponds to the traditional isolation index, xPx, 

popularized by Lieberson (1980) using the enumeration districts as the base unit so that 

each tract has a xPx value ranging between 0 and 1.  For visual assistance, the elevation for 

SPI-C is multiplied by a factor of 1.5 and the elevation for SPI-D is in meters. 

Figure 2.7: Comparing White Shortest Path Isolation Index to Lieberson’s Isolation 

Index as 3D Data 

 

There is a visually clear relationship between both aspects of SPI index and the traditional 

isolation index.  Individuals with the highest levels of SPI-C tend to live in the most isolated 

tracts and conversely.  Additionally, those living in the most isolated tracts have slightly 

higher SPI-D than the other tracts.  While the SPI and the isolation index are positively 

correlated, there is variability both within and across tracts.  Figure 2.7 also shows that the 

relative decrease in average SPI-C values by tract is much greater than the relative decrease 
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in xPx values.  Tracts with xPx values of 1 have an SPI-C average of 308 people, which 

steadily decreases to 199 people for tracts with xPx values between 0.8 and 0.9 and 60 

people for tracts with xPx values between 0.6 and 0.7.  This difference points to the 

difference between a place-based and people-based representation of isolation.  Even if an 

area is isolated, every individual that lives there may not necessarily be racially insulated.  

Visualizing data in 3D allows the researcher to visually inspect the relationship between 

the SPI measure and area-level characteristics, a task that could not be easily done using 

2D representations.  This 3D representation helps show that while the SPI measure picks 

up similar signals as the traditional isolation index, the two measures are not identical and 

the SPI can provide new insights about an area that the traditional measures cannot. 

Second, using 3D representations helps provide a new conceptualization of 

boundaries and neighborhoods.  Some of the variability within census tracts shown in 

Figure 2.7 comes from the fact that the SPI “mountain ranges” span across multiple tracts 

and stop without respect to tract boundaries.  This finding highlights how tracts, or any 

area-level unit, may be arbitrarily dividing true boundaries.  Given that the data is now 

reimagined as a mountain range, one can use the ArcMap’s Surface Toolset to investigate 

the terrain and identify neighborhood boundaries and characteristics.  By taking the slope, 

or first derivative, of the 3D representation, one could investigate how quickly isolation 

changes in an area.  Additionally, one could identify the neighborhood boundaries of an 

area by taking the curvature, or the second derivative, of the terrain.  In a sense, this process 

would delineate homogenous neighborhoods by identifying “where the mountain range 

meets the valley.”  Furthermore, if one has a sense of a cutoff value for the study area, one 

can create contour lines and investigate which parts of the study area of the study area have 
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SPI values above that cutoff.  Using the 3D representation allows for more flexibility in 

identifying neighborhoods than relying on administrative boundaries. 

Third, by using focal statistics, one could use the 3D representation for statistical 

testing.  The focal statistics process performs statistical operations for a local neighborhood 

around each location, in a sense creating ego-centric neighborhoods (Chaix et al., 2009; 

Wade & Sommer, 2006).  One can therefore calculate the average level of isolation for 

each local environment by calculating the focal mean of the SPI terrain.  Then, one can 

calculate the local variance in isolation by subtracting each individual’s SPI value from the 

average value calculated at that location.  This process identifies those whose level of 

isolation significantly deviates from their local area.  Additionally, one could repeat this 

process and subtract the focal mean from the global mean to identify which areas are 

significantly more or less isolated. 

Reimagining isolation as 3D elevation expands the possibilities for how to 

investigate isolation.  The ability to investigate bivariate relationships, identify 

contextually relevant neighborhood boundaries, and spatially identify the local variance in 

isolation are all valuable assets for investigation isolation. 

All three of these forms of representation provide unique insights that are helpful 

for investigating aggregate trends and spatial patterns while simultaneously avoiding the 

MAUP.  Each form acts as a different lens, allowing researchers to zoom in and zoom out 

of an area depending on the scale of interest.  The beauty of relying on point data is that 

the SPI index is not limited to detailing space as a series of colored polygons as area-level 

measures are, but can detail space in a more fluid fashion covering the entire study area. 
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Discussion: 

The Shortest Path Isolation index is a versatile tool for measuring isolation.  The 

ability to represent data on the aggregate-level without introducing a modifiable areal unit 

problem is a valuable quality when studying segregation.  Additionally, the capacity to 

measure individual-level isolation as either a function of distance or interpersonal contact 

makes the SPI useful in a variety of situations.  Moreover, by using geocoded individuals 

and street networks for calculations, the SPI provides a more realistic measure for what an 

individual may experience while avoiding the need for any area-level assumptions.  These 

factors make the SPI a strong candidate for measuring individual-level isolation. 

While the SPI index is a people-based representation of isolation, given that most 

traditional segregation measures are place-based, it would be beneficial to have a place-

based representation of the SPI index as well.  There are a few ways in which to transform 

the SPI index into a place-based measure.  The simplest approach is to calculate the mean 

SPI for a population residing in a specified area.  As long as the area has contextual 

meaning, there is no risk of introducing the MAUP.  However, this approach requires the 

researcher to have a sense of the contextually relevant boundaries.  Another approach is to 

use the 3D representation of the SPI as a guide to designate empirically defined 

neighborhood boundaries.  In either case, one can take the neighborhood average and 

compare it to the global average of the study area to identify how the level of isolation in 

the smaller local areas compare to the overall level of isolation.  This method allows the 

researcher to gain a sense of the degree of isolation based on place. 
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Limitations: 

Notwithstanding the advantages highlighted throughout this article, like all indices, 

the Shortest Path Isolation index is not without its limitations.  First, the data requirements 

to use the SPI are currently limited.  At the moment, there are only a few public datasets 

with exact house addresses and those that are available are often historical data.  

Additionally, the task of geocoding individuals from historical data is often labor intensive.  

Hopefully, as more individual-level data becomes more easily accessible, this limitation 

will become less of a concern.  In the meantime, researchers should weigh the importance 

of using the SPI for their research question with the cost associated with calculating the 

SPI.  Researchers may be able to perform analysis on a weighted population sample as long 

as the point data refers to individual exact addresses.  Second, the SPI does not capture the 

full extent of an individual’s isolation.  The SPI calculates one path, while in reality, most 

people traverse multiple different paths in their daily lives.  Therefore, the SPI is an 

underestimate of the level of isolation and represents the minimum absolute isolation an 

individual could experience.  Future research may benefit from modifying the SPI to 

account for the shortest path to the nth nearest person of a different race; however, the 

results may not change much due to the outlier correction performed by the SPI index. 

Despite these limitations, the SPI remains an extremely powerful tool.  With that 

said, the SPI does not stand alone.  The SPI cannot replace the findings done by the area-

level place-based indices that are already well established in the segregation literature.  Nor 

does it intend to.  Segregation, and isolation more specifically, does not occur at one scale, 

but rather works differently at multiple different unit-scales (Reardon et al., 2008).  It is, 

therefore, important to be able to measure isolation at both the area-level and individual-
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level, the place-based and the people-based representation.  In addition to developing new 

individual-level segregation indices, there still needs to be a push to modify traditional 

area-level segregation indices to avoid MAUP.  In this sense, the SPI is not a segregation 

measure separate from the rest, but rather a tool that is a part of an arsenal of tools, each 

equipped to address different questions and segregation patterns ultimately providing new 

insights of segregation dynamics at all unit-scales. 

Conclusions: 

The SPI index is a powerful tool for detailing how an individual experiences racial 

isolation in his or her surroundings.  By simulating individuals to walk to their nearest 

person of a different race, this measure gets closer to modelling people’s behaviors and 

actions.  However, this article has only highlighted one actualization of how to use the SPI 

index.  While the destination calculated in this article was the first person of a different 

race, the SPI index can be expanded to measure the racial exposure along the paths people 

take while walking to different destinations in their neighborhood.  For example, 

researchers may be interested in understanding the racial breakdown of the path to one’s 

place of worship, or to the grocery store, or the bus stop.  In adapting the measure in this 

fashion, this measure can get closer to capturing the full extent of exposures people 

experience in their daily life.  
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CHAPTER 3: IS AN INDIVIDUAL A GHETTO OR AN ENCLAVE?: 

HOW INDIVIDUAL-LEVEL RACIAL ISOLATION RELATES TO 

ACCESS TO NEIGHBORHOOD RESOURCES 

Introduction: 

From a sociological standpoint, the study of segregation is relevant for 

understanding how residential patterns relate to access to opportunities and resources 

(Charles, 2003; Morrill, 1991; White, 2015).  Much of the segregation literature is rooted 

in a social ecological framework which argues that areas differentiate through a process of 

competition over scarce resources (Burgess, 1928; Park, Burgess, Mckenzie, & Wirth, 

1925).  As the minority population grows, segregation may occur as either a “threat 

response,” where the majority group uses its relative advantage to enforce boundaries 

through discrimination, or as a “threshold response,” where the minority group has reached 

a critical mass to form its own neighborhood (Alba & Logan, 1993; Boyd, 2001; Charles, 

2003; Cloutier, 1984; Glazer & Moynihan, 1963; Lieberson, 1963; Marcuse, 1997; Massey 

& Denton, 1993).  These responses create different types of segregated areas, such as the 

resource-deprived Ghetto, the resource-abundant Citadel, or the ethnically-congregated 

Enclave (Marcuse, 1997; Massey & Denton, 1993; Peach, 2009).  How places are 

segregated spatially also matters for access to resources (Massey & Denton, 1988; Massey 

et al., 1996; Sundstrom, 2004).  Whether the pattern is evenness, concentration, clustering, 

centralization, or exposure, Massey & Denton (1989) point out that a “high level of 

segregation on any one of these dimensions is problematic because it isolated a minority 

group from amenities, opportunities, and resources that affect social and economic well-

being” (Massey & Denton, 1989, p. 373). 
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While segregation scholars continue to debate over the specific causes of 

segregation, the common fact remains that the consequences of segregation have to do with 

differential access to resources.  As Taeuber & Taeuber (1976) argue, even if the unequal 

allocation of resources or population was a result of random processes, any future 

consequences would result from the current spatial pattern.  Therefore, while understanding 

the processes that lead to residential segregation is important, understanding how the level 

of segregation relates to access to resources is important as well. 

Literature Review: 

Despite being deemed the “City of Neighborhoods,” most Philadelphia researchers 

have focused on living conditions as it relates to the urban center, often overlooking the 

study of “the neighborhood” (Bauman, 1981; Savery, 1980).  However, studying 

neighborhoods, separate from their relationship to the urban center, may also shed insights 

about residential segregation that would otherwise be missed.  In this sense, West 

Philadelphia in 1940 is an interesting time and place to study residential segregation as it 

pertains to access to neighborhood resources. 

During the pre-industrial period in the late nineteenth-century, much of 

Philadelphia’s ethnic segregation could be explained by occupational segregation and 

workplace accessibility, with the major exception of the Black population (Ericksen & 

Yancey, 1979; Greenberg, 1980; Hershberg, Burstein, Ericksen, Greenberg, & Yancey, 

1979; Hershberg, Cox, Light Jr., & Greenfield, 1981).  During this period, the poor transit 

system made it difficult to commute, meaning that most people lived within walking 

distance from where they worked (Greenberg, 1980; Hershberg et al., 1979).  Therefore, 

ethnic segregation was closely connected to occupational segregation (Hershberg et al., 
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1979).  However, with the introduction of the electric trolley system in the 1890s and the 

elevated train in the early 1900s, people were able to move away from their place of work 

(Cheape, 1980; Cutler III, 1980; Gin & Sonstelie, 1992; Hershberg et al., 1979; Marsh, 

1980).  This technological advancement created new neighborhoods, known as “streetcar 

suburbs,” where individuals could separate their work and residence (Adams et al., 1993; 

Warner Jr., 1987).  West Philadelphia was one of those neighborhoods. 

Over the next 30 years, West Philadelphia experienced rapid population growth.  

Being directly west of Center City, the Central Business District, West Philadelphia 

became one of the more desirable and fastest growing streetcar suburbs in Philadelphia 

(Cutler III, 1980; Marsh, 1980).  The population tripled from around 45,000 in 1870 to 

around 130,000 in 1900 and then more than doubled again by 1930 with a population over 

300,000 (Pierson, 1994).  The Black population also benefited from moving to streetcar 

suburbs (Adams et al., 1993).  With weaker ties between workplace and home and the 

availability of land, streetcar suburbs were less stable and established, meaning that Black 

individuals who had the earning power could move away from the poor living conditions 

of their previous residences into better living conditions in streetcar suburbs (Adams et al., 

1993; Marsh, 1980; F. Miller, 1984; Morgan, 1983b; Warner Jr., 1987; Weaver, 1930).  

The result was a massive influx of Black people into West Philadelphia, starting with a 

population of under 2,000 in 1870 growing to a population of nearly 11,000 in 1910, 

doubling to almost 20,000 by 1920 and doubling again to 44,000 by 1930 (Pierson, 1994).  

The era before 1930 in West Philadelphia was one of abundance and growth.  

However, while housing availability in West Philadelphia was abundant in the first 

few decades of the twentieth-century, as shown by the substantial growth in both the Black 
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and White populations, the 1930s started showing signs of stagnation (Pierson, 1994).  

During this period, the most common architectural housing-type in Philadelphia was the 

row house, which comprised close to 90% of all houses in 1915 (Hershberg et al., 1979; 

Weaver, 1930).  Row houses packed narrow streets, often sharing common walls, making 

it difficult for any future vertical growth (Hershberg et al., 1979; Marsh, 1973; R. Miller & 

Siry, 1980).  So, by 1930, when most of the area in West Philadelphia was developed, there 

was little possibility for future development (Warner Jr., 1987).  The Philadelphia City 

Planning Commission (1956) reported that by 1944, West Philadelphia only had 344 acres 

of unused open land left, approximately 4% of the land.  With most of the available land 

taken, population growth stagnated, with the overall population only increasing by 706 

people between 1930 and 1940 (Pierson, 1994).  While the overall population failed to 

grow, the relative racial share of the population continued to change.  Between 1930 and 

1940, the Black population grew from 14.5% to close to 19% of the West Philadelphia 

population, often settling in already established Black areas, resulting in a pattern of 

increased racial concentration (Adams et al., 1993; F. Miller, 1984; Pierson, 1994).  This 

pattern of change matches the theory of racial residential succession where the Black 

population replaces the White population in an area through a process of penetration, 

invasion, consolidation, and finally piling up (Burgess, 1928; Duncan & Duncan, 1957).  

Compositional change often leads to competition over resources (Burgess, 1928; Duncan 

& Duncan, 1957). 

Consequently, 1940 represents the first time in which we can study West 

Philadelphia as it pertains to competition over resources.  West Philadelphia is especially 

interesting because its residential pattern was not dictated by the local availability of jobs 
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(Marsh, 1973).  Therefore, in this space, we can investigate how residential segregation is 

related to access to resources without having to consider work availability. 

Neighborhood Resources: 

In addition to access to jobs, there are other resources and institutions people may 

want to live near and therefore relate to segregation.  Schafer Jr. (2014) states that “from 

the workplace to entertainment and leisure to shopping, different social classes had distinct 

patterns of participation and consumption” (Schafer Jr., 2014, p. 141)  These differential 

individual patterns of participation and consumption may lead to differential residential 

patterns as well.  Given their historical relevance to West Philadelphia, there are four 

resources that may be interesting to study: public transit; places of worship; leisure 

activities; and physician’s offices.  

West Philadelphians cared about is access to transit. Whereas living near jobs may 

not have been as important for residents in a commuter suburb like West Philadelphia, 

access to transit was undoubtedly important as it related to access to jobs.  It is highly 

possible in West Philadelphia that there was unequal access to transit stops.  While by 

1940, the transportation system in Philadelphia was public, most of the original transit lines 

were constructed in the early 1900s by a private syndicate known as the Philadelphia Rapid 

Transit Company (PRT), later reorganized as the Philadelphia Transportation Company 

(PTC) (Cheape, 1980; Warner Jr., 1987).  Just like the earlier private horsecar lines of the 

1850s and private omnibus lines of the 1830s, the trolley and elevated track lines were 

designed for profitable gains and in many cases replaced where the horsecars and 

omnibuses once went (Cheape, 1980; Marsh, 1980; Warner Jr., 1987).  As is the case with 
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most privatized decision, this potentially means that transit stops were not distributed 

evenly throughout West Philadelphia and potentially favored those with purchasing power. 

Places of worship and leisure activities also played a major role in Philadelphian 

society (Cutler & Gillette Jr., 1980; Marsh, 1980; Warner Jr., 1987).  Considered essential 

for maintaining social cohesion and fostering local civic engagement, these religious and 

social institutions helped unify West Philadelphia residents (M. R. Lee & Ousey, 2005; 

Marsh, 1973, 1980).  However, many White institutions were often exclusionary (Cutler 

& Gillette Jr., 1980; Marsh, 1973; Warner Jr., 1987).  As a response, many of Black 

institutions self-segregated as well (Bauman, 1974).  Lane (1992) noted that in the post-

Civil War era, the Black population, regardless of class, “were joined together by an 

astonishingly thick network of churches, mutual-benefit associations, bands, teams, and 

social and political clubs” (p. 43).  These practices resulted in segregated institutions, each 

catering to only one socioeconomic and racial/ethnic group (Warner Jr., 1987).  In fact, 

Thomas (1980) argues that given the historical relationship between social class and church 

affiliation and that most church parsons lived near their church, one could conduct 

“journey-to-church” analysis, similar to the “journey-to-work” analysis, to identify 

ethnically and socially distinct neighborhoods.  This claim may also be supported in the 

contemporary setting, as researchers have found evidence that certain churches, depending 

on their religious denomination, may play a role in segregating areas (Blanchard, 2007; 

Merino, 2011).  Given this context, studying the accessibility to different leisure activities 

and places of worship by religious denominations may point to which types of institutions 

were the most inclusive and exclusionary. 


