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Abstract
This dissertation describes experiments which explore the structure and dynamics in two classes of soft materials: lyotropic chromonic liquid crystals and colloidal glasses and super-cooled liquids.

The first experiments found that the achiral LCLCs, sunset yellow FCF (SSY) and disodium cromoglycate (DSCG) both exhibit spontaneous mirror symmetry breaking in the nematic phase driven by a giant elastic anisotropy of their twist modulus compared to their splay and bend moduli. Resulting structures of the confined LCLCs display interesting director configurations due to interplay of topologically required defects and twisted director fields. At higher concentrations, the LCLC compounds form columnar phases. We studied the columnar phase confined within spherical drops and discovered and understood configurations of the LC that sometimes led to non-spherical droplet shapes. The second experiments with SSY LCLCs confined in hollow cylinders uncovered director configurations which were driven in large measure by an exotic elastic modulus known as saddle-splay. We measured this saddle-splay modulus in a LCLC for the first time and found it to be more than 50 times greater than the twist elastic modulus. This large relative value of the saddle-splay modulus violates a theoretical result/assumption known as the Ericksen inequality.

A third group of experiments on LCLCs explored the drying process of sessile drops containing SSY solutions, including evaporation dynamics, morphology, and deposition patterns. These drops differ from typical, well-studied evaporating colloidal drops primarily due to the LCLC’s concentration-dependent isotropic, nematic, and columnar phases. Phase separation occurs during evaporation, creating surface tension gradients and significant density and viscosity variation within the droplet. Thus, the drying multiphase drops exhibit new convective currents, drop morphologies, deposition patterns, as well as a novel ordered crystalline phase.

Finally, experiments in colloidal glasses and super-cooled liquids were initiated to probe the relationship between structure and dynamics in their constituent particles. The displacements of individual particles in the colloids can be decomposed into small cage fluctuations and large rearrangements into new cages. We found a correlation between the rate of rearrangement and the local cage structure associated with each particle. Particle trajectories of a two-dimensional binary mixture of soft colloids are captured by video microscopy. We use a machine learning method to calculate particle “softness”, which indicates the likelihood of rearrangement based on many radial structural features for each particle. We measured the residence time between consecutive rearrangements and related probability distribution functions (PDFs). The softness-dependent conditional PDF is well fit by an exponential with decay time decreasing monotonically with increasing softness. Using these data and a simple thermal activation model, we determined activation energies for rearrangements.
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Chapter 1

Introduction

Between the cosmos and the subatomic lies our messy everyday world. Most biology and technology operate near room temperature and thus either fluctuate about, or are far from, equilibrium. Soft matter physics endeavors to bridge this gap between equilibrium and out-of-equilibrium physics by building understanding of highly complex systems through reductionist physical principles. Two notable examples of this include liquid crystal systems and disordered solid materials. In the former case, a purely mathematical model considering the symmetry of the underlying constituents predicts much of the physics that forms the basis a major industry (liquid crystal displays). In the latter case, the language and physics of ordered crystalline systems has gone a long way toward explaining the mechanics and failure mechanisms of disordered solids that one regularly encounters in one’s daily life, though more remains! In both cases, new experiments and their findings continue to push the boundaries of the fundamental physics explanations and the technological capabilities of these and other materials studied by soft matter physicists.

My dissertation expands our knowledge of liquid crystals and disordered colloidal systems through novel experiments and analysis techniques that elucidate explanations of their interesting properties. The bulk of my dissertation is comprised of experiments that investigate the properties of lyotropic chromonic liquid crystals, including their elasticity, their self-assembly into oriented phases, and their behavior in evaporating drops [1–3]. These
experiments reveal new aspects of the rather unusual behavior of a unique type of liquid crystal: lyotropic chromonic liquid crystals. Its elastic properties frequently result in mirror symmetry breaking within the mesoscopic structures it forms. The drying dynamics and deposition character of lyotropic chromonic liquid crystal solutions also demonstrates interesting Marangoni flows, phase behavior, and dried structures by building on the classic "coffee ring" experiments. A smaller fraction of my thesis accomplishments concern recent experiments that probe rearrangements and structure in colloidal glasses, especially their analysis by machine learning methods. This new analysis technique begins to answer some open fundamental questions about glasses by establishing a relationship between the structure and the dynamics of the constituents (particles) in glassy materials.

In addition to the work explicitly discussed in this dissertation, I was fortunate to collaborate and contribute to other projects led by my talented fellow group members. Two of those published works focused on the vibrational properties of colloidal gels and glasses with varying levels of attraction [4, 5]. In the latter case, I also conducted an independent study characterizing the depletion-induced attraction forces due to cylindrically shaped surfactant micelles [6]. In yet another paper, I created and studied the properties of a new type of thermoresponsive porous membrane made from soft colloids in drying drops [7].

Finally, I have initiated and worked on several other projects that are not as yet ready for publication. This research includes depletion effects and liquid crystal phases of anisotropic colloids, application of machine learning analysis to colloidal particle packings during shear, and analysis of the fluctuations in liquid crystals near defects.

The remainder of this introductory chapter will introduce the primary topics to be discussed in this thesis and related experiments. The chapter concludes with an outline of the subsequent chapters of this dissertation.

1.1 Lyotropic chromonic liquid crystals

Liquid crystals are phases of matter that exhibit properties associated with both liquids and crystals. This mixture of properties results from the order and underlying symmetries
in the constituents comprising these materials. Of particular interest in this dissertation are
the nematic and columnar liquid crystal phases. In the nematic liquid crystal phase, the
constituents, known as mesogens, are anisotropic in shape\(^1\). In the nematic phase, these
rod-like mesogens are orientationally ordered/aligned along a “director” axis over large
distances within the sample, but the mesogens exhibit translational disorder, \(i.e.,\) they lack
the spatial periodicity found in crystals [8]. The nematic liquid crystal is a viscous liquid
that flows and conforms to the shape of its container. The columnar liquid crystal phase
is slightly more ordered than the nematic phase. The cylinder-like mesogens stack up to
form flexible columns, and the liquid phase is comprised of many such columns packed
together. The columnar phase will also conform to the shape of its container; however, it
is typically more viscous than a nematic phase, and in addition to orientational order, the
columns exhibit periodic spatial order in two dimensions [9]. Typically, the columnar phase
is composed of columns of the mesogens arranged in a triangular lattice.

Applications of liquid crystal materials are likely to be far more numerous than the
electronic displays with which they are most closely associated with today [10]. While the
liquid crystal field originated from studies of a common biological molecule over a century
ago [11], the majority work in the field has focused on synthetic-oil based molecules called
thermotropic liquid crystals (TLC), which are generally biologically incompatible. The
comparatively less studied aqueous lyotropic liquid crystals are particularly attractive as
simple models (especially colloidal rods) that permit rigorous testing of theory among other
surprises[12–16], and they have also generated some recent interest for their potential for
creating patterned structures with a diverse range of liquid crystal phases near room tem-
perature [17, 18]. This thesis is largely concerned with a yet less studied system, lyotropic
chromonic liquid crystals (LCLCs), which are less studied among lyotropic systems and, as
a class, tend to exhibit unusual properties not typically found in TLC or the other lyotropic
phases of rods or amphiphilic molecules that produce liquid crystal phases [19]. For exam-
ple, one particularly striking feature of the LCLC nematic phases is the large difference in

\(^{1}\)They are often approximated as prolate spheroids or cylinders.
Table 1.1: Bulk and saddle-splay elastic moduli of Sunset Yellow FCF (SSY), disodium cromoglycate (DSCG) and of 4-cyano-4′-pentylbiphenyl (5CB), a typical thermotropic liquid crystal (TLC).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SSY</td>
<td>8.1</td>
<td>0.8</td>
<td>8.7</td>
<td>57.4</td>
<td>[20]</td>
</tr>
<tr>
<td>DSCG</td>
<td>10.2</td>
<td>0.7</td>
<td>24.9</td>
<td>169</td>
<td>[21, 31]</td>
</tr>
<tr>
<td>5CB</td>
<td>5.2</td>
<td>2.9</td>
<td>6.8</td>
<td>$\sim 2.9$</td>
<td>[32, 33]</td>
</tr>
</tbody>
</table>

their splay, bend and twist elastic moduli [20]. The elastic moduli in thermotropic nematics tend to all be nearly equal; however, LCLC nematics have a ratio between their twist modulus and splay or bend moduli of ten or greater [20, 21]. Moreover, because the overall magnitudes of the moduli are similar to many thermotropics, it is not clear if the large ratio is because the twist modulus is so small or the splay and bend modulus are so great. The origin of these differences in twist versus splay/bend moduli are not well understood but are common to other polymer and lyotropic liquid crystals [22–24].

Much of my work in this thesis explores the structure (director configurations) of liquid crystals in confined geometries. Generally, the director configurations of confined liquid crystals reveal fundamental physics due to a delicate interplay of topology, elastic free energy, and interfacial anchoring conditions. Spherical droplets, for example, offer a simple and highly symmetric confining container for liquid crystals. Droplets of TLCs and corresponding manipulation of their director configurations are actively studied in part because of their demonstrated value in display technologies and other applications ranging from biosensors to microlasers [25–27]. Likewise, TLCs in hollow cylinders have exhibited a broad range of fundamental effects and have made it to the table as a possible component in fiber optic communications technology [28–30]. Significant fundamental and technological progress has been made with TLCs confined to droplets and cylinders in part because their bulk elasticity and surface anchoring phenomena are now well understood and easily controlled. The behaviors of LCLCs in droplets and cylinders (and even in rectangular structures) are far less studied than those of TLCs.

LCLCs are composed of plank-like organic salt molecules that self-assemble in water
Figure 1.1: Molecules of Sunset Yellow FCF (SSY), disodium cromoglycate (DSCG), and 4-cyano-4'-pentylbiphenyl (5CB).

Figure 1.2: Phase diagram and polarizing microscope textures of SSY water solutions. The error bars represent the difference between the data taken on heating (upper end of the bar) and cooling (lower end of the bar). The filled circles at the vertical line indicate the temperatures at which the textures were taken. Reprinted with permission from H.-S. Park, S.-W. Kang, L. Tortora, Y. Nastishin, D. Finotello, S. Kumar, and O. D. Lavrentovich, J. Phys. Chem. B 112, 16307 (2008). Copyright (2008) American Chemical Society.
into column-like assemblies via noncovalent electrostatic, excluded volume, hydrophobic, and $\pi-\pi$ stacking interactions. As noted above, these macromolecular assemblies, in turn, form the mesogens of nematic or columnar phases. The phase behavior thus depends on both temperature and concentration as in Fig. 1.2. A variety of organic molecules such as dyes, drugs, and biomolecules form LCLCs [34–37]. Other basic properties of LCLCs, including aggregate size distribution and formation dynamics, bulk elasticity, and surface anchoring are neither fully characterized nor understood and are the subject of exciting ongoing research [21, 38–40]. Only recently, for example, have measurements of fundamental properties, such as the Frank-Oseen elastic constants, been made, and even these studies were only carried out in two LCLCs: Sunset Yellow FCF (SSY) and disodium cromoglycate (DSCG) [20, 21]. Nevertheless, these investigations revealed unusual concentration and temperature dependences of the splay and bend moduli, as well as a twist modulus that is unusually small compared with the other two. The LCLC experiments I report herein were all carried out with SSY.

In Chapter 2, I will present the results of experiments that explore the elastic anisotropy of LCLCs, and its consequences for structure, when the nematic phase is confined to spherical and cylindrical containers. Interestingly, although the primary chromonic molecules, and mesogens they form, are themselves achiral, the small twist elastic modulus of the LCLCs promotes formation of twisted structures, which are necessarily chiral. In spherical confinement, the LCLC forms a highly twisted bipolar structure; through a diameter halfway between its poles, the director rotates more than $180^\circ$. In a cylindrical capillary with homeotropic anchoring, the director forms a twisted escaped radial configuration; the director has a twist handedness as it bends towards the capillary axis from the confining wall. The LCLC chiral degeneracy, lack of a preferred handedness, produces new kinds of energetically preferred defect structures when domains of opposite handedness meet. Finally, in agreement with experiment, I present numerical simulations that find a twisted helical configuration as the ground state structure of the LCLC confined to a cylinder with homeotropic anchoring.
Lyotropic chromonic liquid crystals (LCLC), such as Sunset Yellow FCF, form from assemblies of charged molecules (yellow disks) which become the mesogens of the nematic phase (orange ellipses). The orientations of these mesogens are coarse grained to form the director field \( \mathbf{n} \) (blue ellipsoids). Geometric constraints may impose deformations on the LCLC director field. These deformations can be broken into the three “typical” elastic deformations of splay \( K_1 \), twist \( K_2 \) and bend \( K_3 \).

Chapter 3 presents measurements and consequences of the saddle-splay modulus, \( K_{24} \), in SSY. The measurements are carried out in the cylindrical cavities with planar boundary conditions. The simplest configuration for this type of situation is one where the director is uniformly parallel to the cylinder axis throughout the cavity. This is not what I observe. The measurements reveal that surface elastic forces (mimicking saddle-splay) can promote a deformed ground state. This result further suggests that the common zero deformation ground state assumption underlying the so-called “Ericksen inequalities” may not always be appropriate. Briefly, Ericksen made the assumption that a stable ground state of a nematic LC would have zero deformation, and this assumption predicted an upper bound for the saddle-splay modulus, \( i.e., \) the saddle-splay modulus is twice the twist modulus (or less) in a nematic LC. In this chapter, I discuss the effects of the saddle-splay modulus on the cylindrically confined LCLC and introduce the methods for measuring it in SSY. I thus measured the value of \( K_{24} \) in a LCLC for the first time, which revealed that its ratio to...
the twist and bend moduli violates the Ericksen inequality. I will also further discuss the possible existence of a chemical surface interaction that mimics the effects of a large saddle-splay modulus, and I will describe preliminary attempts to discern the impact of chemical effects on the measurements of $K_{24}$.

SSY forms LCLC phases in water. This fact suggested a qualitatively different and novel study with LCLCs. Specifically, the SSY solutions offer the possibility to investigate the deposition of an anisotropic, LC-forming material during droplet evaporation. In Chapter 4, I discuss these experiments. In particular, I describe processes and unique phenomena that occur during the evaporation of SSY solutions. Within drying drops, different phases form in different regions of the drying drop, and unusual Marangoni flows arise due to concentration gradients and the resulting surface tension gradients. Among other things, these studies of the SSY drying process showed that surface tension increased with increasing SSY concentration. Furthermore, I observed an ordered yet hydrated crystalline phase that appears at higher concentrations than that of the columnar phase. The intermediate crystalline phase leads to domain walls and visual textures within the drying LCLC drop that appear similar to a columnar phase. My characterization of the whole process takes the study of coffee-rings beyond the realm of simple colloids.

The results noted above suggest and inform future work on lyotropic chromonic liquid crystals, including applications. For example, recent research has demonstrated the ability to make anisotropic elastic hydrogels from modified DSCG molecules and other chromonic mesogens. Combining these new mesogens and the confinement effects described in this dissertation may result in novel and useful colloidal structures and materials. In the concluding Chapter 6, I will discuss some preliminary experiments along these lines, as well as possible new avenues of research for LCLCs.

1.2 Disordered colloidal glasses

The structural properties and failure mechanisms of glasses are of immense interest to materials scientists, and the underlying physics of the characteristics common to disordered
systems of atomic, molecular, polymer, and colloidal glasses remains elusive [41, 42]. Of particular interest in this context are the constituent dynamics in glasses and in their super-cooled liquid precursors. Though mean field theory, which assumes uniform local structure, captures some characteristic features of glassy dynamics, the relationship between structure and dynamics is not understood [43, 44]. The liquid-to-solid transition in glassy materials shows barely discernible changes in constituent structure, unlike crystallization. Furthermore, glassy solids have not been found to exhibit flow and premelting associated with structural defects as in crystalline solids [41, 42].

Localized particle rearrangements have been observed in glassy materials (in experiment and simulation) and are associated with applied stress and temperature increases [45–47]. It has been suggested these rearrangement sites are similar to the structural defects in crystals that promote flow and premelting [48–50]. Studies of localized dynamics of rearrangement sites have revealed connections between low-frequency vibrational modes and localized flow [51–54], and indirect correlations between local structure and dynamics of super-cooled liquids have been established in a few cases [55, 56]. However, only recently has there been success in identifying robust structural features that promote localized rearrangement sites [57, 58]. Using a new scalar field called “softness” derived from a machine learning approach, localized structures in glassy systems can be correlated with localized dynamics.

Studies of model colloidal systems have revealed a great deal about traditional atomic and molecular materials. For example, colloidal particles as model atoms are small enough to undergo Brownian motion yet large enough to track with optical microscopy. The colloidal suspensions used in this work are soft materials composed of poly(N-isopropylacrylamide) (PNIPAM) hydrogel particles suspended in water [59]. These soft colloids serve as a model system to answer the above fundamental questions about super-cooled liquids and glassy solids. Within a single sample most particles tend to spend the majority of the time within a cage created by neighboring particles. However, rearrangements such as cage-breaking motions occur over a large range of time and length scales. Chapter 5 describes initial investigations into the phenomena; in particular, I use machine learning methods to
characterize the local structure of particles in an aqueous suspension of a glassy colloidal monolayer, and then to connect the heterogeneity of time and length scales in the localized dynamics of disordered colloidal packings to local structure. I find that, indeed, cage structure is predictive of particle dynamics; cage rearrangements follow Arrhenius behavior when conditioned on structure. This suggests further experiments may be able to predict failure locations in sheared glassy colloidal systems like flow defects and premelting in crystalline materials.

1.3 Outline of subsequent chapters

The remainder of this thesis is organized as follows. In Chapter 2, I examine the combined effects of confinement and the giant anisotropy of the elastic deformation modes in nematic liquid crystals in spherical and cylindrical containers. In the case of spherical confinement, I also examine the columnar phase and the effect confining surface tension has on the structures. Chapter 3 further examines the role of confinement in LCLC structures with the added effect of surface forces mimicking saddle-splay. In this case, the boundary conditions and cylindrical geometry make the role of saddle-splay surface elasticity explicit and readily enables its measurement. Chapter 4 presents a series of LCLC solution evaporation and deposition (coffee-ring) experiments. Chapter 5 introduces an analysis procedure using machine learning to study structural and dynamic properties of colloidal glasses. This procedure, originally developed for analysis of simulations of glasses and super cooled liquids, makes significant headway towards answering open questions about rearrangements and structure in glasses and super-cooled liquids. Finally, in the short Chapter 6, I summarize the primary observations of my thesis and suggest future studies to explore open questions concerning, for example, details of the assembly of LCLCs and the rearrangement dynamics in colloidal glasses.
Chapter 2

Chiral structures of achiral liquid crystals in spherical and cylindrical confinement geometries

2.1 Introduction

The emergence of chirality from achiral systems poses fundamental questions about which we have limited mechanistic understanding [60–71]. A handedness is established when the achiral (mirror) symmetry of a system is broken, and such materials with particular handedness commonly exhibit distinct and useful properties [63, 70–73] that have proven relevant for applications ranging from chemical sensors [26, 74, 75] to photonics [76–78]. Thus considerable effort has been expended to control handedness in materials to date, for example, by chiral separation of racemic mixtures or chiral amplification of small enantiomeric imbalances [60, 69, 79–81]. Recently, and in a different vein, identification and elucidation of pathways by which achiral building blocks spontaneously organize to create chiral structures has become an area of active study. Examples of these pathways include packing with multiple competing length scales [66, 69, 70, 82, 83], reconfiguration via mechanical insta-

1This chapter is adapted from references [1] and [2].
bilities of periodic structures [79, 84, 85], and helix formation of flexible cylinders via inter- and intra-cylinder interactions [86, 87]. In addition, systems with broken mirror symmetry often consist of domains of matter with opposite handedness, and therefore these systems give rise to novel defects that separate different chiral domains.

Liquid crystals (LCs) are soft materials composed of anisotropic mesogens that provide remarkable examples of mirror symmetry breaking arising from elastic anisotropy [1, 88–99]. In essence, it is possible for a LC to minimize elastic free energy by organizing its achiral units into chiral structures such as helices and chiral layers that incorporate twist deformation [68, 69]. The elastic free energy describing nematic liquid crystal deformations depends on so-called splay, twist, bend and saddle-splay elastic moduli, and when twist deformation is comparatively easy, twisting can relieve strong splay and/or bend deformation and lead to production of equilibrium chiral structures [88, 92–95, 100]. Similarly, saddle-splay deformation can stabilize chiral structures [101–103].

Elasticity-driven mirror symmetry breaking is perhaps most readily manifested in confined LCs [1, 90–99, 101], wherein surface anchoring imposes a preferred angle for LC mesogens at the interface of the confining container boundary. Topological defects enforced by boundary conditions can play a key role in the symmetry breaking too, because energetically costly deformations are often concentrated in the vicinity of the defects [1, 94, 95]. A simple example of this phenomenon is found in spherical LC droplets with planar anchoring; here two surface point defects, called Boojums, cause the director to adopt a twisted bipolar configuration in which energetically cheap twist deformations relieve strong splay deformations near the Boojums.

In this thesis, we study mirror-symmetry-broken configurations of nematic LCs confined to spherical droplets with planar anchoring and confined to cylindrical capillaries with homeotropic anchoring (i.e., perpendicular surface alignment) on the cylinder walls. Interestingly, achiral nematic LCs with comparatively small twist elastic moduli relieve bend and splay deformations by introducing twist deformations. In the resulting twisted-bipolar droplets and twisted- and escaped-radial (TER) configurations in cylinders, the LC director
configuration reduces splay and bend distortions via introduction of significant twist distortions. While the nematic director configurations of LCs confined within droplets [104] and cylinders [105] has been explored previously, the present experiments re-examine this phenomenology using a much less common liquid crystal material that twists very easily, i.e., lyotropic chromonic liquid crystals.

Lyotropic chromonic liquid crystals (LCLCs) are composed of organic, charged, and plank-like mesogens that self-assemble/disassemble in water into columnar aggregates via non-covalent electrostatic, excluded volume, hydrophobic, and $\pi-\pi$ stacking interactions.[10, 36, 37, 106] The aggregates, in turn, assemble into nematic or columnar phases, depending on temperature and concentration. A variety of organic molecules such as dyes, drugs, and biomolecules form LCLCs [10, 34, 36–38, 106–111]. Far less is known about the fundamental science and applications potential of LCLCs than the more studied thermotropic liquid crystals (TLCs) that are the basis of commercial display technologies. Indeed, many basic properties of LCLCs, including aggregate size distribution and formation dynamics, bulk elasticity, and surface anchoring, are neither fully characterized nor understood and are the subject of exciting ongoing research. Only recently, for example, have measurements been made of fundamental properties, such as the Frank-Oseen elastic constants [20, 112], of any LCLC, and these measurements have revealed unusual concentration and temperature dependences of the splay and bend moduli and a twist modulus that is unusually small compared to the other two.

2.2 Jones Matrix Methods for Analyzing Director Configurations

In order to characterize the director configurations in the droplets and capillaries, polarization optical microscopy (POM) images of samples under monochromatic illumination must be compared to simulations of polarized light transport through simulated samples (and polarizers). The well-known method to carry out this comparison uses so-called Jones cal-
This approach permits computation of the change to light polarization and transmission as it traverses the sample and the other optical elements in its path.

Specifically, in our case, the volume of a “simulated” LCLC droplet or capillary was divided into volume elements (voxels) on a three-dimensional grid, and the LC director orientation was assigned to each voxel. In practice, the LC director was computed from a 3D director field model in the case of droplets [104, 114, 115], or using numerically calculated configurations in the case of cylinders [116]. A Jones matrix for each voxel was calculated using the LCLC’s known (or estimated) ordinary and extraordinary indices of refraction at the wavelength of the illumination light. Then, simulated plane waves were projected through the input polarizer, through the simulated sample, and through the analyzer; corresponding Jones matrices of the optical components and the voxels along the beam path were multiplied sequentially to derive an exit Jones vector at each pixel. The squared norms of the exit Jones vectors represent the transmitted intensities at each pixel and comprise a 2D intensity profile of the transmitted light. This profile was then compared to observation. Note that for this calculation, the effects of refraction, reflection, and diffraction by the interfaces are assumed to be negligible; it is known that this approximate calculation produces reasonable simulations for large confinement volumes with modest birefringence [104].

2.2.1 Python Code for Producing Jones Matrix Images

An implementation in Python of the Jones calculus method is included in the supplemental information of this dissertation.

2.3 Spherical Droplet Confinement with Planar Anchoring

Confined liquid crystals (LC) provide a unique platform for technological applications and for study of LC properties, such as bulk elasticity, surface anchoring, and topological defects. In our work, lyotropic chromonic liquid crystals (LCLCs) are confined in spherical droplets
and cylindrical capillaries, and their director configurations are investigated using bright-field and polarized optical microscopy. As a result of the unusually small twist elastic modulus of the nematic phase of LCLCs, the confined director configurations of this phase exhibit mirror symmetry breaking through twisted director configurations. Further, in the LCLC columnar phase, the hexagonal ordering of columns and the resultant strong suppression of twist and splay (but not bend) deformation, create droplets of this phase which adopt a concentric director configuration wherein the columns circle around a central bend disclination line and, at sufficiently high mesogen concentration, induce the drop to exhibit surface faceting. Our observations of all director configurations are consistent with Jones matrix calculations and are understood theoretically to be a result of the giant elastic anisotropy of LCLCs.

The director configurations of confined liquid crystals exhibit a rich phenomenology, the physics of which is determined by a delicate interplay of topology, elastic free energy, and anchoring conditions at the boundaries [96, 101, 104, 117–125]. Droplets present arguably the simplest and most symmetric confining container for liquid crystals. Droplets of thermotropic liquid crystals (TLCs) and manipulation of their director configurations, for example, are actively studied, in part because of their demonstrated use as core materials in display technologies [104, 126] and their potential applications ranging from biosensors [25, 26] to microlasers [27]. Significant fundamental and technological progress has been made with thermotropic liquid crystal droplets, because their bulk elasticity and surface anchoring phenomena are now well understood and easily controlled.

Here, we explore the behavior of aqueous LCLCs droplets suspended in a background oil phase. In contrast to TLCs, LCLC bulk elasticity and surface anchoring phenomena are not well understood. Thus the droplets provide an excellent platform for the study of basic LCLC properties because of their highly symmetric finite-volume confining geometry and, usually, due to their uniform boundary conditions. Our study investigates droplets similar to those in “classic” thermotropic LCs for which bulk elasticity and anchoring are easily characterized. Droplet size is comparatively more easily controlled in the water-in-
oil emulsions than in systems at nematic-isotropic coexistence studied in previous work [96, 100, 127, 128]. In particular, the water-in-oil emulsion system permits independent control of the continuous background phase into which one can add chemicals such as surfactants and through which one can regulate LCLC concentration to create isotropic, nematic, and columnar LCLC phases within the same drop.

In this thesis we investigate configurations of Sunset Yellow FCF LCLCs in surfactant-stabilized spherical water droplets. The experiments reveal a variety of unusual droplet types arising from the LCLCs' very small twist modulus and room-temperature columnar phase, and from planar anchoring of LCLC aggregates at the oil-water interface of a droplet. In the nematic phase, the director adopts a mirror-symmetry-breaking twisted-bipolar configuration with an extraordinarily large twist revealed by polarized optical microscopy (POM). These droplets provide an extreme example of an exotic structure that can be produced by the combination of geometric frustration and giant elastic anisotropy. In droplets of the columnar phase, which occurs at higher mesogen concentration, columns wrap in concentric circles around a central director disclination line while retaining their lattice structure. Interestingly, the lattice structure causes surface faceting of the soft container as the mesogen concentration is further increased.

2.3.1 Preparation of LCLC-in-oil emulsion

Sunset Yellow FCF (SSY) was purchased from Sigma-Aldrich at a purity of 90%; it was then further purified using a published precipitation method [38, 40, 110]. Briefly, the SSY is well dissolved in deionized water at \( \sim 20\% \) (wt/wt) in a large centrifuge tube with spare volume. Pure ethanol was used to precipitate out the solution before centrifuging. That process was repeated 3×. The last time, SSY was dissolved in deionized water and poured into a petri dish and then placed in an oven to dry at 60° C for 24 hours. Note, since trace water left in dried SSY can affect the reported concentrations, it is advisable to place dried SSY in vacuum prior to preparing samples. The resultant SSY was dissolved in deionized water (18.2 MΩ cm) to make a solution of a known concentration and phase. Hexadecane
Figure 2.1: Optical microscopy images of a nematic LCLC droplet and Jones matrix calculations of the patterns in droplets between crossed polarizers. Scale bar: 20 μm. (a) Bright-field microscopy images of the nematic droplet in different focal planes. (b) Polarized optical microscopy (POM) images of a droplet between a crossed polarizer (P) and analyzer (A); the pass axis directions are shown as white arrows. Each column shows a droplet at a different rotation angle. (c) and (d) Corresponding POM patterns simulated by Jones matrix calculations of light propagating through the droplet of (c) a bipolar configuration and (d) a twisted bipolar configuration. (e) and (f) Schematic diagrams of (e) the bipolar configuration and (f) the twist bipolar configuration. Black dots represent the defects at the droplet surface and short yellow arrows represent LC directors.

(99%, Sigma-Aldrich) and Sorbitan monooleate (Span 80, Fluka) were used as received. Span 80 was dissolved in hexadecane and used as a nonionic surfactant for the LCLC-in-oil emulsion.

The aqueous nematic SSY solution (31.0 wt%) was dispersed in hexadecane with a non-ionic surfactant (Span 80, 2.0 wt%) by pipetting and shaking. The volume fraction of SSY solution in hexadecane was approximately 1%, and the resulting nematic droplets had surface-tension stabilized spherical shapes with diameters ranging from 1 μm to 100 μm. A rectangular capillary with open ends (0.2 mm in height and 2 mm in width, VitroCom) was filled with this emulsion solution. While in the capillary, water in the droplet undergoes a slow evaporation through the oil phase leading to an increase of SSY concentration in the droplet and an eventual phase transition from the nematic to the columnar phase.
2.3.2 Energetics of Droplet Confined Director Configurations

We use cylindrical coordinates to parameterize the droplet director field with the droplet center at $z = 0$. The usual director configuration for thermotropic nematics confined to a sphere with tangential boundary conditions is the bipolar configuration [93, 104, 119], shown in Fig. 2.1(e); in such droplets two surface defects, called Boojums, arise and are located at the North and South Poles, and the director has no azimuthal component. Our LCLC droplets exhibit instead a chiral twisted bipolar configuration in which the director develops an azimuthal component in passing from the bipole axis connecting the Boojums; this behavior is most clearly observed in the out-of-focus images of Fig. 2.1(a), to the droplet surfaces as shown in Fig. 2.1(f).

To investigate this configuration more deeply, we derived sets of POM images of the droplet while rotating the sample (Fig. 2.1(b)). In Fig. 2.1(b), two surface defects in the droplet are approximately in the same plane, parallel to the substrate, an observation that is checked by examining the symmetry of the images under rotation. In order to determine whether the resultant structure is bipolar or twisted bipolar, we compare experimental observations to Jones matrix simulations. The patterns observed in the POM images differ significantly from the simulated POM images of the bipolar configuration (Fig. 2.1(c)); notice, for example, that the center of the droplet does not darken when the bipole axis is oriented parallel to either the polarizer or analyzer. By contrast, the patterns observed in the POM images are well described by a twisted bipolar configuration. Fig. 2.1(d) shows the Jones matrix simulation of the optical pattern of a twisted bipolar configuration that exhibits, among other features, a disconnected bright ellipse similar to that observed in Fig. 2.1(b) and in thermotropic chiral nematic droplets [129]. Schematics of the bipolar and twisted bipolar director configurations are shown in Fig. 2.1(e) and (f), respectively. In Fig. 2.1(e) and (f), the black dots correspond to the surface defects, and the short yellow arrows represent LC directors.

The twist angle $\alpha_0$ of the director [Fig. 2.2(a)] at the equatorial surface relative to the bipole axis provides a quantitative characterization of the twisted bipolar structure.
Figure 2.2: Intensity of transmitted light through the centers of droplets. 

(a) Schematic diagram of the twisted bipolar configuration between polarizer (P) and analyzer (A). Black dots represent the Boojums at the droplet surface, and the line connecting them is the bipole axis. The direction of the analyzer (A) is parallel to the bipole axis connecting two defects. $\theta$ is defined by the angle between the polarizer (P) and the analyzer (A). Short yellow rods show LC directors along a chord through the center of the droplet only. Thick red and blue rods represent the entrance and exit LC directors, respectively. $\rho$ is the radial coordinate in a cylindrical coordinate system with the z-axis along the bipole axis, and $\rho_0(z)$ is the maximum value of $\rho$ in a droplet at a given $z$. The inset on the right side shows the projection view through polarizer and analyzer, and defines $\alpha_0$ as the angle between meridional lines and the entrance LC director at the surface of the droplet. 

(b) Polarized optical microscopy images of the droplet located between the polarizer (P) and analyzer (A) with directions shown as white arrows. Scale bar: 20 $\mu$m. 

(c) Intensity of the transmitted light through the center of the droplet as a function of the angle between the polarizer and the analyzer. Black and red symbols are data from two representative droplets, and the solid curves are best fits to the data using equation (1). The error bars are the standard deviations of intensities over the central region of which the diameter is 10% of the droplet diameter.
Physically, it is determined by the ratios $K_1/K_2$ and $K_1/K_3$ of the splay modulus to the twist and bend moduli, respectively. According to Williams [94] and to Lavrentovich and Sergan [95], a director pattern in a spherical LC droplet with planar anchoring can break mirror symmetry when $K_2$ is sufficiently small compared to $K_1$ and $K_3$, i.e., when $K_3/K_1 \leq 2.32(1 - K_2/K_1)$; the twisted bipolar configuration has been observed in TLC droplets satisfying this condition [95, 115, 130]. The nematic SSY satisfies this condition for the twisted bipolar configuration [20], and the Williams’ model predicts that these nematic SSY droplets should have a twist angle $\alpha_0$ greater than $80^\circ$[94].

To estimate $\alpha_0$, we measured the transmitted light intensity under crossed polarizers through the centers of the twisted bipolar droplets. As in a thermotropic chiral nematic droplet with low chirality [129], it is reasonable to assume the twist angle, $\alpha(\rho)$, changes linearly with the distance $\rho$ from the bipole axis (i.e., the radial coordinate in a cylindrical coordinate system with the $z$ axis along the bipole axis); i.e., $\alpha(\rho) = \alpha_0\rho/\rho_0(z)$ (Fig. 2.1(f)). Here $\rho_0(z)$ is the maximum value of $\rho$ in a droplet at a given $z$. Given the remarkable similarity in the optical patterns of the nematic LCLC droplet and a thermotropic chiral nematic droplet with low chirality [129], this assumption is reasonable. Specifically, along the diameter at $z=0$, the twist angle changes linearly on a path from surface to surface along a chord through the origin from $+\alpha_0$ (red arrow) to $-\alpha_0$ (blue arrow), passing through zero at the bipole axis (Fig. 2.2(a)). The central region can readily be approximated as the well-known planar twisted nematic cell often used in liquid crystal displays [130].

Figure 2.2(b) and (c) plot the intensity transmitted through this central region as a function of the angle of polarizer with respect to the fixed analyzer. The measured intensity reported in Fig. 2.2(c) is the average intensity over this central region (i.e., a cylinder through the center of the droplet with a diameter $\sim10\%$ of the droplet diameter). The direction of the pass-axis of the analyzer is set parallel to the bipole axis that connects the two surface defects (Boojums). To determine $\alpha_0$, these intensity data are fit to equation (2.3.1) below, which is approximately equal to the transmitted light intensity through a corresponding planar twist cell as a function of the angle $\theta$ of the entrance polarizer [130],
\[ I = I_0 \left( \cos^2(\theta + 2\alpha_0) + \sin^2 X \sin(2\theta + 2\alpha_0) \sin^2 \alpha_0 \right) . \] (2.3.1)

Here \( X^2 = (2\alpha_0)^2 + (\Gamma/2)^2, \) \( \Gamma = 2\pi \Delta n d/\lambda, \) where \( \lambda \) is the wavelength of the illuminating light (i.e., 650 nm), \( \Delta n \) (i.e., -0.08)[38] is the difference in index of refraction for light polarized parallel versus perpendicular to the director, and \( I_0 \) (\( I \)) represents the intensity of the illumination (transmitted) light. For our droplets, the droplet diameter, \( d, \) is greater than 30 \( \mu \)m, and the expected \( \alpha_0 \) is on the order of 1 radian; thus, it is reasonable to assume that the droplets are in the Mauguin regime in which the polarization of the light follows the director as it traverses the medium. Equation (2.3.1) assumes the polarization guiding Mauguin regime. The solid lines in Fig. 2.2(c) are best fits to the data.

Surprisingly, the measurements suggest that the nematic LCLC droplets have a very large twist angle, i.e., \( \alpha_0 > 90 \) degrees. The average of \(|\alpha_0|\) over 18 different droplets was \( 114.8 \pm 4.4^\circ \). Note that twist angles greater than \( 90^\circ \) were not reported experimentally in refs. [104] and [95, 115, 131], nor are they predicted by the largely accepted Williams’ model (35). Additionally, the sign of the fitted \( \alpha_0 \) implies a certain handedness of chirality; both signs were observed in the droplet sample. Based on the number ratio between positive and negative twist angles (i.e., 7:11) across all droplets, it appears that there is no preferred handedness of chirality in these systems (i.e., within our statistical error). Interestingly, these droplets look remarkably similar to thermotropic chiral nematic droplets with a half-pitch less than a diameter of the droplet, i.e., droplets in which \( \alpha_0 \) is greater than \( 90^\circ \) [129].

Our model of the twisted bipolar droplet is independent of the droplet size. To test for a size dependence, we searched for correlations between \( \alpha_0 \) and the size of the droplet for droplets with diameters in the range of 30 to 80 \( \mu \)m, but we found none.

Lastly, in order to understand this large mirror symmetry breaking in droplets at a fundamental level, we carried out a numerical calculation of elastic free energy based on a simplified director field model. To this end, we followed Xu and Crooker [115, 129] and assumed a simplified director field for the twisted bipolar configuration \( \mathbf{n}_{tb} = \mathbf{n}_b \cos(\alpha) + \mathbf{n}_c \sin(\alpha) \), which combines the bipolar configuration \( \mathbf{n}_b \) and the concentric configuration \( \mathbf{n}_c \).
For the droplet calculations, we employ the director field models for the bipolar configuration and the concentric configuration used by Ding and Yang [114].

Assuming a linearly changing $\alpha(\rho) = \alpha_0 \rho/\rho_0(z)$, we numerically calculate the elastic free energy of each deformation mode and compute their sum as a function of $\alpha_0$ as shown in Fig. 2.3(a). Note that the splay energy exhibits a minimum at $\alpha_{\text{min}} \sim 130^\circ$, which sets an upper bound on $\alpha_0$, while the elastic free energy of the twist and bend deformations increase monotonically with $\alpha_0$. Therefore, the total elastic free energy has its minimum at non-zero $\alpha_0$. For example, for $K_2/K_1 \sim 0.09$ and $K_3/K_1 \sim 0.91$ in a 31.5% (wt/wt) SSY solution [20], the twist angle is expected to be $\alpha_0 \sim 90^\circ$. At higher concentrations, because $K_1$ and $K_1/K_2$ and $K_1/K_3$ increase [20], the $\alpha_0$ of the minimum elastic free energy increases and can surpass 90°. This effect is shown in Fig. 2.3(b) for $K_2/K_1 \sim 0.07$ and $K_3/K_1 \sim 0.67$, wherein the droplet has $\alpha_0 \sim 100^\circ$. In practice, the evaporation of water from the droplet into the background oil phase increases the SSY concentration in the droplet from its initial value of 31.0% (wt/wt), thereby increasing $K_1$. It is thus reasonable for $\alpha_0$ to reach values greater than 90°. Note, however, the untwisted bipolar configuration ($\alpha_0 = 0$) is preferred at sufficiently large values of $K_2/K_1$ as shown in Fig. 2.3(b), which is consistent with the Williams condition for the twisted bipolar configuration.

To conclude this section we explore the spatial dependence of the elastic free energy in the region around the defect. Indeed, it is the behavior in the vicinity of the defect that dominates the determination of the twist angle $\alpha_0$. Fig. 2.3(c) plots the total elastic free energy of each $z/R$ integration range where the $z$ axis is along the bipole axis and $R$ is the radius of the droplet. With this notation, when $z/R = 0.8 - 1$, the integration volume is a spherical cap near the defect, and when $z/R = 0.0 - 0.2$, the integration volume is a thin disk near the droplet equator. Remarkably, we see that most of the elastic free energy is concentrated in the region around the defect where splay is largest. Figures 2.3(d) and (e) summarize the contributions of splay, twist, and, bend to the energy densities of the bipolar ($\alpha_0 = 0$) and twisted bipolar ($\alpha_0 = 90$), respectively. In both cases, splay in the vicinity of the boojum dominates the energy. This energy, however, decreases with increasing twist.
Figure 2.3: Numerically calculated elastic free energy of the twisted bipolar configuration as a function of twist angle, $\alpha_0$. (A) Splay, twist, bend elastic free energies, and their sum, for the twisted bipolar configuration droplet of 31.5% (wt/wt) SSY solution with $K_1 : K_2 : K_3$ equal to 11:1:10. (B) Same calculation of total elastic free energy of a twisted bipolar configuration droplet but with different $K_1 : K_2 : K_3$. (C) Total elastic free energy of different integration ranges of $z/R$ in a droplet. (D) Elastic free-energy density of each deformation mode and their sum in the first quadrant of the droplet’s cross-section for $K_1 : K_2 : K_3$ equal to 11:1:10 for the bipolar configuration ($\alpha_0 = 0^\circ$) and (E) for the twisted bipolar configuration ($\alpha_0 = 90^\circ$). Note that splay deformation in the region around the defect dominates the free-energy density but decreases substantially with twist angle $\alpha_0$. 
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angle, while the twist and bend energy increase slowly. The equilibrium value of $\alpha_0$ is determined by the balance between these two effects.

### 2.3.3 Faceted Columnar Phase Droplets

To study LCLC droplets in the columnar phase [132], the concentration of SSY in the droplet was increased by evaporation of water through the oil phase. As a result, the liquid crystal in the droplets experienced a phase transition from nematic to columnar phase through the coexistence region. The columnar phase droplets exhibit a concentric director configuration as shown in Fig. 2.4(a). The director encircles a bend disclination line defect along the bipole axis. Fig. 2.4(b) shows a sequence of POM images of the droplet at different rotation angles, along with corresponding Jones matrix calculations (Fig. 2.4(c)) of the concentric configuration [114]. The director field model of the concentric configuration is shown in Fig. 2.4(d); here the short yellow arrows and the thick black line correspond to the LC directors and the line defect, respectively, and the dotted white lines indicate the 2D triangular lattice of the columnar phase in the droplet. Note that both the POM images and Jones matrix calculation in the concentric configuration are quite different from those of the twisted bipolar configuration (Fig. 2.1(b) and (d)). Although both patterns appear as nested ellipses, the ellipses of the concentric configuration are sharper near the ends of the major axis, e.g., compared to those of the twisted bipolar configuration. In addition, a droplet in the concentric configuration has low transmittance through crossed polarizers when the line defect is parallel to either the polarizer or the analyzer.

This concentric configuration is also a result of the large elastic anisotropy of the columnar phase. The lattice structure of the 2D hexagonal columnar phase strongly suppresses twist and splay but not bend deformation. Therefore, it is natural for the columnar droplet with planar anchoring to take on the concentric configuration in which only bend deformation exists. Further, as shown in Fig. 2.4(d), this configuration can maintain 2D hexagonal ordering throughout the droplet except at the core line defect. Such a configuration, which is curved on a large scale even though the lattice of the columnar mesogens is not deformed,
Figure 2.4: Optical microscopy images of a columnar LCLC droplet and Jones matrix calculations of light patterns after passing through a droplet located between crossed polarizers. Scale bar, 10 µm. (A) Bright-field microscopy image (Upper) and POM image (Lower) for columnar phase droplets between a crossed polarizer (P) and analyzer (A) with pass-axis directions shown as white arrows. (B) Schematic diagram of the concentric configuration; the short yellow rods and the thick black line indicate the LC directors and the line defect, respectively. The hexagon of dotted white lines depicts the 2D hexagonal ordering of columns in the columnar phase. (C) Bright-field microscopy image and a sequence of POM images as a function of droplet orientation. (D) Results of Jones matrix calculations of droplet patterns for a concentric configuration.
Figure 2.5: Bright-field microscopy images of columnar LCLC droplets with facets and schematic diagrams of the Wulff construction of faceted droplets. (A) Bright-field microscopy images. Scale bar, 30 µm. The circular image with a black dot at its center is obtained when the droplet is viewed along the line defect. (B) Schematic diagram of the concentric configuration with facets; the short yellow rods and the thick black line indicate the LC directors and the line defect, respectively. The hexagon of dotted white lines depicts the 2D hexagonal ordering of columns in the columnar phase. (C) Wulff construction of hexagonal crystal. A polar plot (red curve) represents a sixfold interfacial tension of the columnar phase in the plane of 2D hexagonal ordering (xz plane). The Wulff construction of the polar plot predicts hexagonal crystal shown as the inner envelope of normal lines (gray straight lines) to the polar plot. $V(E)$ and $V'(E')$ represent opposite vertices (centers of opposite edges) and dashed lines connecting them are the rotation axes of the faceted droplets.
is called a developable domain [9, 133]. Thus the observed concentric configuration corresponds to a spherical developable domain, and the central disclination line defect is its 1D singularity. In contrast to the behavior in the nematic phase, the line defect cannot have an escaped structure, because splay deformation is not allowed.

At the very highest concentrations studied, columnar phase droplets exhibit an even more remarkable behavior, developing facets in the soft droplet surface that can be described by the Wulff construction [134, 135]. As shown in Fig. 2.5(a) and (b), the columnar droplets develop facets as the LCLC concentration increases. The droplets maintain rotational symmetry about the core line defect. For smaller droplets, the cross section containing the line defect more closely resembles a hexagon as shown in Fig. 2.5(a). This hexagonal shape can be understood using the Wulff construction to describe the equilibrium shape of a crystal in terms of its anisotropic interfacial energy. In the 2D-Wulff construction, we start with a polar plot of the interfacial energy as a function of orientation and then draw lines normal to the radial direction everywhere on the polar plot. The inner envelope of these normal lines describes the equilibrium shape of a crystal that minimizes total interfacial energy [134, 135]. Specifically, in the cross section containing the line defect shown in Fig. 2.4(e), the columnar phase is a 2D crystal with hexagonal ordering. Assuming the anisotropic interfacial energy has the 6-fold symmetry shown in the polar plot of the interfacial tension in Fig. 2.5(c), then the Wulff construction of this 6-fold interfacial tension leads to the hexagonal crystal (Fig. 2.5(d)). Presumably, the irregular facets in larger droplets may result from polycrystalline domains or non-uniform evaporation of water from the droplet.

2.3.4 Double Emulsions of LCLC with DSCG

Though disodium cromoglycate (DSCG) and SSY are the most common forms of LCLC and both are readily available, they have very different properties [21, 106]. For instance, DSCG forms its nematic and columnar phase at much lower concentrations than SSY and has even larger ratios of splay and bend to twist elastic modulus. To further explore these differences, we performed preliminary experiments with DSCG LCLC in double emulsions. Double
Figure 2.6: Double emulsion drops of disodium cromoglycate (DSCG) are produced in the isotropic phase. After salt is added to the outer continuous phase, the inner DSCG drops transition to the nematic phase. The director configuration is a twisted bipolar structure similar to that found in SSY though \( \alpha_0 \) was not determined here.

Emulsions of a water-oil-water (continuous-shell-inner) type allow for the concentration and dilution of the inner most phase through osmosis by control of the salinity in the continuous outer phase. Droplets of DSCG at an initial concentration of 5 % wt/wt were produced by concentric capillary flow in a chloroform and Span 80 (2 % wt/wt) mixture [136]. The outer most phase had a 1% wt/wt concentration of polyvinyl alcohol and the salt (NaCl) concentration was varied to affect the inner droplet phase. Drops had an initial diameter of 100 \( \mu \text{m} \) as in Fig. 2.6. The outer phase was gradually replaced with a 1 M NaCl solution. In these conditions, the inner drops rapidly expel water and the LCLC mixture enters the nematic phase (Fig. 2.6). As with SSY, DSCG droplets in the nematic phase also form twisted bipolar structures. However, at higher concentrations in the columnar phase, a different droplet shape emerges.

As the salt concentration in the continuous phase is further increased, the concentration of the inner droplets of DSCG further increases as well. The inner droplets of DSCG enter the columnar phase and quickly became non-spherical (Fig. 2.7). The columnar phase can
Figure 2.7: Double emulsion drops of DSCG in the columnar phase. The director configuration must be a concentric structure similar to that in SSY because only bend deformations are possible in the columnar phase. However the unusual shape of the drops implies the packing of DSCG columns in the columnar phase is somewhat different than the triangular lattice that gives rise to faceted drops with a hexagonal cross section as in SSY.

only be deformed with bend; it does not permit splay or twist deformations. The unusual ellipsoidal shape of the droplets indicates that, as in the case of SSY faceted droplets, the DSCG nematic elastic energy must be greater than the surface tension energy. The droplets shape is again determined by a Wulff construction, but in the case of DSCG, the underlying interfacial tension polar plot must have a different shape, possibly oblique. X-ray and neutron studies of columnar phase DSCG have found varying configurations of the columns [137–139]. Further experiments with double emulsion droplets of DSCG are necessary to understand the interplay between the columnar phase structure and surface tension.

2.3.5 Summary of LCLC Droplet Results

We have made lyotropic chromonic liquid crystal droplets with planar anchoring and studied their director configurations as a function of LCLC concentration. In nematic droplets, a very small twist elastic modulus produces an unprecedentedly large mirror symmetry breaking that can be understood theoretically using simple elastic free energy models with large elastic anisotropy. Interestingly, despite their lack of chirality, the nematic LCLC droplets have a chiral twisted bipolar configuration similar to those observed in droplets of liquid crystals with intrinsic chirality. Columnar LCLC droplets, by contrast, exhibit a concentric
director configuration with a central disclination defect, corresponding to a spherical developable domain with a 1D singularity. Additionally, because of 2-D crystalline ordering of the columnar phase, the columnar droplets at the highest concentrations develop facets resulting in a hexagonal shape. In the future we should be able to utilize the advantages of this emulsion system to study configurations with different boundary conditions and in various classes of external field. As in the present investigation, we expect the resultant configurations to shed new light on our understanding of the delicate interplay between bulk elasticity and surface anchoring phenomena in LCLCs. Furthermore, the unique shapes and configurations formed, and the broken mirror symmetry, may offer new possibilities for control and application materials based on complex colloids.

2.4 Cylindrical Confinement with Homeotropic Anchoring

In this section, we introduce novel mirror-symmetry-broken configurations of nematic LCs in a cylindrical confinement geometry, and we explore the energetics of the configurations and their defects. This general class of configuration has been investigated in cylinders [105, 140–144]. However, the present system differs significantly from earlier work. The configurations we report on have homeotropic boundary conditions, and their chirality is not of molecular origin, i.e., handedness is not derived from chiral mesogens nor dopants.

Our mirror symmetry breaking experiments in cylinders employ Sunset Yellow FCF (SSY), a lyotropic chromonic liquid crystal (LCLC) with small twist elastic constant, in polymer-coated capillaries. SSY is composed of columnar aggregates of organic, plank-like molecules in water. A polymer coating on the inner surface of the hollow cylinders induces homeotropic anchoring (director perpendicular to the surface) of the aggregates on the cylinder surfaces via noncovalent interactions [145]. The polymer coating is conformal and is derived by chemical vapor deposition which permits homeotropic alignment on curved cylinder surfaces. Again we note that besides their biocompatibility [146, 147], the LCLCs are known for their very small twist modulus compared to splay and bend moduli. This mechanical property renders LCLCs susceptible to spontaneous mirror symmetry breaking.
The nematic phase of SSY was found to exhibit two different configurations in the cylinder: one twisted- and escaped-radial (TER) or twisted-escaped-radial, and the other with a double helix of disclinations. The samples also exhibited a variety of chiral defects originating from symmetry breaking. In this thesis, we investigate their structure and energetics using polarized optical microscopy (POM), numerical calculations of director configurations based on elastic free energies, and Jones-matrix-simulated optical textures. The new chiral director configurations and defects provide qualitatively new examples of mirror symmetry breaking arising from elastic anisotropy, and demonstrate the consequences of a delicate interplay between anisotropic elasticity, boundary conditions, chirality and topological defects.

The mirror symmetry breaking experiments in polymer-coated capillaries are carried out using Sunset Yellow FCF (SSY), a lyotropic chromonic liquid crystal (LCLC) with small twist elastic constant. As noted above, besides the new director configurations, a rich phenomenology of defects also arises from the degenerate bend/twist deformations of the TER configuration, including a non-singular domain wall separating domains of opposite twist handedness but the same escape direction, and singular point defects (hedgehogs) separating domains of opposite escape direction. We demonstrate the energetic preference for singular defects separating domains of opposite twist handedness compared to those of the same handedness. We also report remarkable chiral configurations with a double helix of disclination lines along the cylindrical axis.

2.4.1 Preparation of Capillaries with Homeotropic Anchoring

The hollow cylinders were made from glass capillaries. Borosilicate glass capillaries were obtained from Vitrocom, and their inner diameters ranged from 50 µm to 200 µm. Parylene-N polymer films were deposited by chemical vapor deposition using a commercial parylene coater (PDS2010, Specialty Coating Systems) [145]. In this process, 0.5 – 2 g of [2.2]paracyclophane was deposited under vacuum conditions (∼ 55 mTorr) onto every exposed surface.
of the capillary. The temperatures for vaporization, pyrolysis and deposition of parylene-N were 160°C, 650°C, and 20°C, respectively.

Sunset Yellow FCF (SSY) was purified as described in 2.3.1. The purified SSY was then dissolved in deionized water (18.2 MΩ cm) in order to make nematic SSY solutions whose concentration ranged from 29.0% (wt/vol) to 31.5% (wt/vol). Vacuum suction was applied to one end of the capillaries in order to fill the interior of the parylene-coated capillaries with the nematic SSY solutions (LC was introduced into the system from the other end of the capillary). The capillaries were then placed on glass microscope slides and sealed with epoxy glue to prevent water evaporation. We covered the sample with an ITO-coated glass, and the gap between the ITO-coated glass slide and the glass substrate was filled with index matching oil ($n = 1.474$ at wavelength = 589.3 nm). The oil and the capillaries therein could be electrically heated by the ITO-coated glass; its temperature was measured by a thermocouple submerged in the oil. A PID circuit (CNi32, Omega) controlled the sample temperature between 23°C and 65°C with a stability of ±0.1°C.

2.4.2 Mirror Symmetry Breaking and the Twisted-Escaped Radial Configuration

Polarized optical microscopy (POM) images of nematic SSY in capillaries with homeotropic boundary conditions exhibit features that are subtly different from those in the POM images of samples in the well-known escaped-radial (ER) configuration [148–150]. In the bright-field microscopy image Fig. 2.8A, a flickering speckle pattern follows the LC director field of the escaped-radial configuration; such anisotropic speckle patterns result from thermal fluctuations of the LC directors and accompanying fluctuations of the local extraordinary index of refraction [149, 150].

The LC directors are radial near the capillary wall and bend along the radius to be parallel to the cylindrical axis near the sample center; the choice between two degenerate directions of bend deformation determines the escape direction. The center of the escaped-radial configuration appears extinguished under perpendicularly crossed polarizers when
either a polarizer or an analyzer is oriented parallel to the cylindrical axis. The extinguished intensity arises in this case because all LC directors along the central beam path lack an azimuthal component \[ \alpha(r, \phi, z) = 0 \] (see Fig. 2.9A for angle definitions). In Fig. 2.9A, \( \beta(r, \phi, z) \) is the angle between the \( z \) unit-vector (\( \hat{z} \)) and an LC director (\( \mathbf{n} \)) at \((r, \phi, z)\); \( \alpha(r, \phi, z) \) is the angle between the \( r \) unit-vector (\( \hat{z} \)) and the \( x-y \) projection (\( \mathbf{n}_{xy} \)) of the director at \((r, \phi, z)\). Thus the bright central region of the nematic SSY, shown in Fig. 2.8B, indicates the director configuration is different from common escaped-radial (ER) configurations. Furthermore, Fig. 2.8D and 2.8E, POM images with a full-wave plate inserted into the beam path, reveal the existence of two different director configurations with the same escape direction.

Because nematic SSY has a small twist elastic modulus compared to splay and bend moduli, it adopts a twisted- and escaped-radial (TER) configuration (or twisted-escaped radial) in cylinders with homeotropic boundary conditions. In contrast to the escaped-radial configuration with no azimuthal component, \[ \alpha(r, \phi, z) = 0 \], the TER configuration has both non-zero \( \alpha(r) \) and \( \beta(r) \) with azimuthal symmetry. For example, Fig. 2.9B shows numerically calculated \( \alpha(r/R) \) and \( \beta(r/R) \) for the 31.5% (wt/vol) SSY at 25.0 °C; here \( R \) is the cylinder radius, and the ratio between splay, twist, and bend moduli is \( K_1 : K_2 : K_3 = 1 : 0.09 : 0.94 \) [20]. Notice that \( \beta(r/R) \) exhibits considerable deviation from \( 2 \arctan(r/R) \), the analytic solution of the escaped-radial (ER) configuration when \( K_1 = K_3 \). (Note also that the conditions \( \alpha(r/R = 1) = 0^\circ \) and \( \beta(r/R = 1) = 90^\circ \) indicates that the directors satisfy the homeotropic boundary condition, and the condition \( \beta(r/R = 0) = 0^\circ \) corresponds to directors pointing parallel to the cylindrical axis at the center of the cylinder.)

The TER configuration is depicted in Figs. 2.9C and 2D. Because of the non-zero twist, encoded by non-zero \( \alpha(r) \), the configuration is chiral and can be either right-handed or left-handed. For instance, the configuration of Fig. 2.9C and 2.9D is right-handed according to the convention of the handedness of helices; \( i.e., \) the streamlines formed by the directors trace out right-handed helices. Finally, note that the simulated optical textures based on these numerically calculated profiles, shown in Fig. 2.8, match the experiments quite well.
Figure 2.8: Optical microscopy images and simulated patterns of nematic SSY in a cylinder between crossed polarizers with and without a full-wave plate; $z$ is parallel to the cylindrical axis of the capillary. The concentration and temperature of SSY are 31.5\% (wt/wt) and 25.0 °C, respectively. (A) A bright-field microscopy image of nematic SSY with a TER director configuration escaping toward $z < 0$. Notice the directional texture resulting from thermal fluctuations of the LC directors. In (B-E), (Left) POM images of the TER director configuration under monochromatic illumination (wavelength = 650 nm) and (Right) corresponding POM patterns simulated by Jones matrix calculations of a director-field model between a polarizer (P) and an analyzer (N) with and without a full-wave plate are shown; the pass axis directions of the polarizers are shown as single-headed yellow arrows, and the slow axis of the wave plate is shown as a double-headed blue arrow. The escape directions are identical, and the twists in (D) and (E) are left- and right-handed, respectively. (Scale bar: 25 µm.)
Figure 2.9: A TER director configuration. (A) A cylindrical coordinate system \((r, \phi, z)\) is used to describe the TER director configuration, where \(z\) is parallel to the cylindrical axis; \(\beta(r, \phi, z)\) is defined by the angle between the \(z\) unit vector \((\hat{z})\) and an LC director \((n; an orange rod) at (r, \phi, z), and \(\alpha(r, \phi, z)\) is defined by the angle between the \(r\) unit vector \((\hat{r})\) and the \(x-y\) projection \((n_{xy})\) of the director at \((r, \phi, z) (Eq. 2). (B) Numerically calculated profiles of \(\alpha\) and \(\beta\) in the TER director configuration as a function of \(r/R\) when \(K_1 : K_2 : K_3 = 1 : 0.09 : 0.94\) \([i.e., the elastic moduli values for 31.5\% (wt/wt) SSY at 25.0 \degree C]\). \(R\) is the radius of the cylindrical confinement. The blue dash-dot curve corresponds to \(2 \arctan(r/R)\), which is the dependence of \(\beta\) on \(r/R\) of the escaped radial configuration without twist \((\alpha = 0)\) when \(K_1 = K_3 = K\) and \(K_2\) is greater than the critical value \(K_2^c \approx 0.27K\). C and D provide schematic diagrams of a right-handed TER director configuration. In C (the perspective view), yellow rods represent LC directors. Here, the directors escape to the west. In D (the cross-sectional view), the directors are shown as nails with heads that come out of the page. (E) \(\Delta F\) represents the splay, twist, and bend elastic energies and their sum in the TER configuration \((F_{TER})\) minus the corresponding parameters in the twistless escaped radial director configuration \((F_{Escaped-radial})\). \(\Delta F\) is the energy difference between configurations for each parameter and their sum.) \(L\) is the cylinder length.
The TER configuration lowers the elastic free energies of the escaped-radial configuration by introducing a twist deformation with degenerate right- or left-handedness. Specifically, our numerical calculations suggest that with $K_1 = K_3 = K$, the total elastic free energy of the TER configuration becomes smaller than that of the escaped-radial configuration when $K_2 < K_2^c \approx 0.27K$. Thus, as shown in Fig. 2.9E, the TER configuration has less splay, bend, and total elastic free energies than corresponding energies in the escaped-radial configuration at the expense of increased twist elastic free energy. The two different directions of the twist deformation, i.e., the handedness, have the same elastic free energy and have been observed experimentally with no noticeable preference for either handedness. In other words, the mirror symmetry of the confined achiral nematic SSY is spontaneously broken because of its very small twist modulus compared to the other moduli. Chiral structures are thus generated from a liquid crystal with achiral mesogens.

We note that while one might be tempted to consider these experiments as a simple extension of our experiments in spherical drops (described earlier in this chapter), the energetics of mirror symmetry breaking in cylinders are quite different from the energetics in the recently reported spherical droplets of nematic LCLCs [1]. In the case of spherical droplets with planar anchoring, two topological point defects called Boojums play a critical role in mirror symmetry breaking. Energetically cheap twist deformation cancels out strong splay elastic free energy near the defects in order to achieve the well-known twisted bipolar configuration; twist deformation, however, increases bend elastic free energy. In the cylinder work, singular defects do not play a role in the formation of TER configurations. Moreover, as shown in Fig. 2.9E, the twist deformation cancels both splay and bend elastic free energies, and the contribution from bend cancellation is much greater than the one from splay cancellation. For instance, if the bend modulus increases while the other moduli are fixed, the twist angle in the TER configuration increases, while the twist angle in the twisted bipolar configuration decreases. The latter effect occurs because the twist deformation increases bend elastic free energy in the twisted bipolar configuration.
2.4.3 Topological Defects of the Twisted-Escaped Radial Configuration

The two degenerate escape directions and the two degenerate senses of handedness (right/left) in the TER configuration lead to three possible types of defects for these systems: radial point defects, hyperbolic point defects, and non-singular domain walls separating regions opposite handedness. Singular point defects (hedgehogs) have been observed previously in the common escaped radial configuration without twist, and they are located in regions where the escape direction changes [148–153]. Fig. 2.10 shows experimental and simulated images of our system, which possesses twist. In Fig. 2.10 A and B, a singular radial (hyperbolic) defect is found to arise when the two opposite escape directions (e.g., toward \( z > 0 \) or \( z < 0 \)) of the TER configuration converge (diverge). The flickering speckle patterns in the bright-field images in Fig. 2.10 provide clues that help us identify the type of defect. The radial and hyperbolic defects always appear in pairs because of the conservation of topological charge enforced by the boundary condition; indeed, annihilation of defects by merging of adjacent pairs was occasionally observed.

In addition to these singular defects, we observed a nonsingular defect with no change in the escape direction, which is shown in Fig. 2.10C; it is a domain wall across which the handedness of the twist changes (e.g., from left to right). In Fig. 2.10, the POM images and corresponding simulation images clearly show a modulation of the LC directors as a result of handedness inversion. A POM image with a full-wave plate is shown in Fig. 2.11C, and it shows the handedness inversion; notice that the right- and left-end regions in Fig. 2.11C differ, despite the same escape direction, and they match Fig. 2.8 D and E, respectively. A pair of domain walls will also undergo annihilation by merging, and such annihilations were often observed experimentally.

The escape direction changes sign in passing from one side of a hedgehog to the other in the common escaped-radial (ER) configuration without twist. In TER configurations, the twist direction can change as well. All of the hedgehogs we observed in the TER system were heterochiral, i.e., they exhibited a handedness inversion in which twist direction changed from one side of the defect to the other. Interestingly, we never observed a homochiral
Figure 2.10: Optical microscopy (bright-field and POM) images of defects and simulated patterns of corresponding defects that arise when nematic SSY is placed in the cylinder; z is parallel to the cylindrical axis of the capillary. The concentration and the temperature of the SSY are 31.5% (wt/wt) and 25.0 °C, respectively. The pass axis directions of the polarizer (P) and analyzer (N) are shown as yellow arrows. (Top) Bright-field microscopy images and (Middle and Bottom) POM images with two different directions of crossed polarizers of (A) a radial defect, (B) a hyperbolic defect, and (C) a twist domain wall. Middle Left and Bottom Left show the experimental images taken under monochromatic illumination (wavelength = 650 nm), and Middle Right and Bottom Right correspond to POM patterns simulated by Jones matrix calculations of director-field models. (Scale bar: 25 µm.)

hedgehog bounded by domains of the same handedness. This absence was surprising, especially considering the degeneracy of both the handedness and escape direction in the TER configuration. Fig. 2.11A and 4B show representative images of the observed radial and hyperbolic defects under crossed polarizers and a full-wave plate. Notice, their right- and left-end regions do not match after a 180-degree rotation of either region, which indicates that the regions have the opposite handedness.

Why are singular defects of the same handedness absent? To explore this question, we studied how defects form in response to changes in temperature and thermodynamic phase of SSY in the capillary. To this end, the temperature of 31% (wt/vol) nematic SSY in the capillary was increased to 52°C in order to melt the LC into the fully isotropic phase. Then the temperature was slowly decreased, and the sample evolved through the isotropic-nematic coexistence phase to 38°C, the point at which the SSY became a fully nematic phase. The coexistence phase is shown in Fig. 4D, wherein we observe cylindrical nematic LC domains
Figure 2.11: Chirality of nematic SSY defects in a cylinder. The pass axis directions of a polarizer (P) and an analyzer (N) are shown as single-headed yellow arrows, and the slow axis of the wave plate is shown as a double-headed blue arrow. (Top) POM images taken between crossed polarizers and a full-wave plate under monochromatic illumination (wavelength = 650 nm), (Middle) the corresponding simulated POM patterns, and (Bottom) schematic diagrams of (A) a radial defect, (B) a hyperbolic defect, and (C) a domain wall. The concentration and temperature of the SSY are 31.5% (wt/wt) and 25.0 °C, respectively. In the schematic diagrams, thin black lines depict director configurations around the singular defects. Thick straight arrows and rotating arrows represent escape directions and handedness, respectively (blue, left-handedness; red, right-handedness). (D and E) POM images of 31% (wt/wt) SSY in a capillary at (D) 40 °C and (E) 38 °C under polychromatic illumination. White dashed lines separate nematic domains, and each nematic domain is labeled with the escape direction of the LC directors [i.e., to the east (E) or west (W)], the handedness of the twist is labeled right-handed (R) or left-handed (L), and the number indicates whether the domain is first, second, third, etc. for each type of domain starting from the left. East (west) corresponds to a direction toward $z > 0$ ($z < 0$) (Fig. 2.8). For example, the WR1 domain is the first (i.e., 1; starting from the left) right-handed domain for which LC directors escape toward the west direction. Hyperbolic defects (Hs), radial defects (Rs), and domain walls (DWs) are labeled in a similar way and marked by white single-headed arrows. The table specifies the meanings of the abbreviations. Note that three isotropic-phase droplets separate the nematic domains in D, where SSY is in a nematic-isotropic coexistence phase. (F and G) Schematic diagrams of (F) a radial defect of the same handedness and (G) a radial defect of the opposite handedness with a domain wall. Yellow rods represent LC directors, and the labels correspond to those in D and E. (Scale bar: 100 µm.)
of finite length separated by spherical domains of isotropic phase. By applying a slow cooling rate of approximately 0.5°C/min and providing enough relaxation time (~5 min) for the sample at each measurement temperature\(^2\), we ensured that each separated nematic domain adopted its own equilibrium configuration. As a result, the nematic domains in Fig. 2.11D have TER configurations with independent escape directions and independent twisting handedness. For clarity we label each nematic domain with the escape direction of the LC directors, \(i.e.,\) to the East (E) or to the West (W); we label the handedness of the twist as right-handed (R) or left-handed (L); and we use a numerical index as an identifier. East (West) corresponds to the escape direction toward \(z > 0\) \((z < 0)\) in Fig. 2.9A and C. The WR1 domain, for example, is the first \((i.e., 1, \) starting from the left\) right-handed domain for which LC directors escape toward the West. Hyperbolic defects (H), radial defects (R), and domain walls (DW) are labeled in a similar way.

Our observations of defect formation demonstrates that heterochiral hedgehogs are favored over homochiral ones. As the temperature was decreased into the coexistence regime, the nematic domains grew to replace the isotropic domains. Eventually, as shown in Fig. 2.11E, when the isotropic domains disappeared, the nematic domains merged and formed defects according to the escape directions and twisting handedness of the merging domains. For example, the WR1 and EL1 domains in Fig. 2.11E formed a hyperbolic defect, H1, because the WR1 domain escaped towards the West and the EL1 domain towards the East. Additionally, the handedness of the twist deformation changed across the H1 defect; the WR1 domain is right-handed and the EL1 domain is left-handed, and this handedness inversion is consistent with observations in Fig. 2.11B. By contrast, the ER1 and WR2 domains did not create a radial defect of the same handedness, shown as Fig. 2.11F; rather they created a heterochiral radial defect (R1) and a domain wall (DW2) shown in Figs. 2.11E and 2.11G. This domain wall creation also arose between WR2 and ER2 domains as shown in Fig. 2.11E.

\(^2\)When the cooling rate was fast, thermally induced flow aligned the nematic SSY and initially led to formation of a single nematic domain without twist and without singular defects. Thereafter, the mirror symmetry of the domain was broken, and many domain walls at random positions were created but still no singular defects; in this case, the sample had only one escape direction.
Numerical calculations of chiral defects' equilibrium director configurations and their elastic free energies reveal that the heterochiral singular defects are energetically favored over homochiral ones. In Figs. 2.10 and 2.11 A-C, these numerically computed director configurations and their associated optical textures calculated by Jones matrices successfully reproduced optical textures of all three types of defects. Furthermore, the numerical calculations enabled us to compare the elastic free energies of the defects in Fig. 2.12A. Specifically, we calculated differences ($\Delta F_1$ in Fig. 2.12A) between the total elastic free energy of each defect ($F_{\text{Defect}}$) and that of the TER configuration ($F_{\text{TER}}$); these free energy differences are normalized by $\pi RK$, where $R$ is the radius of the cylinder and $K$ is the splay modulus. In addition, we calculated the difference in energy ($\Delta F_2 = F_{\text{Heterochiral+Domainwall}} - F_{\text{Homochiral}}$) between the combination of a heterochiral defect and a domain wall and an isolated homochiral defect. Fig. 2.12B illustrates the results of this calculation along with the individual contributions to this energy difference from splay, twist, and bend distortions.

Notice, the combined energy of a heterochiral defect and a domain wall is lower than the energy of an isolated homochiral defect. Thus, an isolated homochiral radial (hyperbolic) defect can lower its energy by splitting into a heterochiral radial (hyperbolic) defect and a domain wall, in the process lowering its splay elastic free energy with a only a slight decrease in its twist energy and a slight increase in its bend energy. As shown in Fig. 2.13, this splay energy cancellation can be understood visually by studying the director in the planes of the singular defects. These results explain why singular defects choose to be heterochiral, creating an additional domain wall if necessary to satisfy the boundary conditions, and why a domain wall between two heterochiral defects is energetically stable and does not combine with either of the defects to create a homochiral one. Note also, although the hyperbolic defect costs less energy than the TER configuration does, the sum of the energies of a radial-hyperbolic defect pair is always greater than the energy of the TER configuration, as expected.
Figure 2.12: Energetics of the chiral defects. Elastic free energies ($F$) are normalized by $\pi RK$ to be unitless; $R$ is the radius of the cylinder. $K = K_1$ with $K_1 : K_2 : K_3 = 1 : 0.09 : 1$, which approximates the elastic constants of 31.5% (wt/wt) SSY at 25.0 °C. (A) Differences ($\Delta F_1$) between the normalized total elastic free energy of each defect ($F_{\text{Defect}}$) and the TER configuration ($F_{\text{TER}}$). (B) Differences ($\Delta F_2$) between the normalized splay, twist, bend elastic free energies, and their sum of a heterochiral hyperbolic (radial) defect with a domain wall ($F_{\text{Heterochiral+Domainwall}}$) and a homochiral hyperbolic (radial) defect ($F_{\text{Homochiral}}$).
Figure 2.13: Schematic diagrams of the (Upper) radial and (Lower) hyperbolic defect configurations of (Left) homochirality and (Right) heterochirality near the defect plane. Colored rods correspond to nematic directors, and the directors in the defect plane \((z = 0)\) are shown in the all quadrants. Clearly, homochiral defects exhibit pure splay deformation within their defect planes, whereas heterochiral defects replace the costly splay deformation within the defect plane with some bend deformation. The overlapping directors on the positive \(x\) axis and the negative \(y\) axis show how the directors twist along the \(z\) axis passing through the defect plane \((z = 0)\), where different colors represent different \(z\) positions. The heterochiral defects have less twist deformation (i.e., more parallel directors) than the homochiral defects.
2.4.4 Twisted Helical Configuration

Lastly, we report on an exotic chiral director configuration with a double helix of disclinations. These configurations were observed in the same nematic SSY LC samples confined to the cylinder. As shown in Fig. 2.14A, the TER configuration on the right side is replaced by a double helix of disclinations slowly growing from the left side at an approximate speed of 500 µm per hour. After injection of nematic SSY into capillaries, all nematic SSY samples had the TER configuration at 25 °C (with or without heating and cooling through the isotropic phase). This TER configuration was stable at least for a day in most capillaries. While the sealed capillaries were stored at room temperature, the double helices nucleated at arbitrary positions in the capillaries, albeit often at their ends, and they then started to grow. Because both right-handed and left-handed helices are allowed, domain-wall-like defects shown in Fig. 2.14B sometimes formed. The approximate range of the pitch of the helices was from five to ten times the cylinder diameter. Because the pitch varied considerably even within a single capillary, it was difficult to characterize the pitch and to find a relation to its capillary size and the properties of nematic SSY.

We suggest that this configuration with a double helix is a twisted planar-polar configuration schematically shown in Fig. 2.15. We hypothesize that a planar-polar configuration, with homeotropic boundary conditions and two straight surface disclinations parallel to the
Figure 2.15: POM images of nematic SSY with a double helix of disclinations in a cylinder under polychromatic illumination. The concentration and temperature of the SSY are 30.0% (wt/wt) and 23 °C, respectively. Yellow arrows correspond to the pass axis directions of the polarizer (P) and the analyzer (N). (A) A twisted planar-polar configuration (left side) replacing the TER configuration (right side). Two dark spots in the TER configuration correspond to domain walls. (B) A domain wall (center of the image) between two double helices with opposite chirality. (Scale bar: 100 µm.)

cylindrical axis, can twist to lower its elastic free energy (again due to the small twist modulus of nematic SSY). Note that a similar configuration was reported in the chiral nematic phase near its transition point to smectic-A phase [144], while this double helix of disclinations exists in an achiral nematic phase far from any phase transition points. It appears implausible that changes in SSY took place during storage to cause these transitions, e.g., a slight increase in concentration despite sealing of the capillaries, or a degradation of the homeotropic alignment layer. Indeed, heating and cooling of all the nematic SSY samples recovered the TER configuration, but this was eventually followed by another conversion to the twisted planar-polar configuration with a double helix.

Although suggestive, at this time we cannot determine whether this configuration with
a double helix is a true ground state for nematic SSY in a cylinder; further investigation is required. According to Crawford et al. [154], the energetics of this transition could be related to the saddle-splay modulus ($K_{24}$) of nematic SSY and a finite anchoring strength of the alignment layer. For instance, a weak anchoring strength permits considerable deviation from a radial orientation near the cylindrical capillary wall and can, therefore, facilitate formation of surface disclinations as we see in the twisted planar-polar configuration with a double helix. Another possibility may be that the SSY molecules at the parylene surface are trapped in a metastable state before relaxing to an orientation that promotes the double helix configuration. The saddle-splay modulus of nematic SSY and the anchoring strength at the SSY-parylene interface are not known, and we expect that characterization of these properties will be essential for understanding the twisted planar-polar configuration with a double helix.

2.5 Conclusions and Future Work

We have explored spontaneous mirror symmetry breaking and rich phenomena involving chiral defects in the achiral nematic LCLC, SSY, confined to spherical droplets with planar anchoring and cylindrical capillaries with homeotropic anchoring. Despite the absence of intrinsic chirality, nematic SSY produces twisted- and escaped-radial (TER) configurations with two degenerate directions for both twisting and escape. These configurations were explained theoretically using elastic free-energy models that include the giant elastic anisotropy of nematic SSY. In the case of capillaries, these degeneracies lead to chiral defects: domain walls separating domains of opposite twist handedness, and radial and hyperbolic hedgehogs. Interestingly, the radial and hyperbolic defects separate only domains of opposite handedness, and our numerical calculations of elastic free energies reveal their energetic selection. Lastly, in the same system, we report another remarkable mirror-symmetry-broken configuration with a double helix of disclinations which could be the true ground-state of the system. We presume that the helix formation also results from the very small twist elastic modulus compared to the other moduli, and that the energetics of the
transition from the TER configuration to the twisted planar-polar configuration is closely related to the saddle-splay modulus and a finite anchoring strength, but more investigation is needed.

Further study of LCLCs in a cylindrical geometry will enable us to investigate unexplored properties of LCLCs such as the saddle-splay modulus [29, 155], and also to develop applications utilizing chiral structures. For example, we should be able to study chiral amplification by splitting the chiral degeneracy or by imprinting a certain handedness [156, 157]. In a different vein, application of various classes of external fields, or addition of a small amount of chiral dopant, might induce a “sergeants and soldiers” type of behavior wherein a small energetic preference for one handedness over another tips the balance [60, 69, 79, 80]. Finally, defect-free configurations of a single handedness may have applications for reconfigurable optical components and devices with optical rotatory power.

2.6 Appendix: Numerical Calculation of Elastic Free Energy in Droplets

We numerically integrated the elastic free-energy density $f$ of the model director field $n_{tb}$ over a droplet using Mathematica. The radius of the droplet is normalized to 1. It is known that the saddle-splay term related to $K_{24}$ does not contribute to the energetics of the LC droplet with a strong planar anchoring condition. The energy $F$ and energy density $f$ are

$$F = \int_0^{2\pi} d\phi \int_{-1}^1 dz \int_0^{\sqrt{1-z^2}} \rho d\rho f$$

$$f = \frac{1}{2} \left\{ K_1 (\nabla \cdot n_{tb})^2 + K_2 (n_{tb} \cdot \nabla \times n_{tb})^2 + K_3 (n_{tb} \times \nabla \times n_{tb})^2 \right\}$$

We follow Xu and Crooker [129] and Xu et al. [115] by assuming a simplified director field for the twisted bipolar configuration $n_{tb}$ that combines the bipolar configuration $n_b$ and the concentric configuration $n_c$ through $n_{tb} = n_b \cos(\alpha) + n_c \sin(\alpha)$ and $\alpha = \alpha_0 \rho / \rho_0$, where $\rho$
is a radius in cylindrical coordinates, the $z$ axis is along the bipole axis, and $\rho_0 = \rho(1-z^2)^{1/2}$ is the maximum value of $\rho$ for a given $z$. Then, we use the director field models for the bipolar and concentric configurations of Ding and Yang [114]. This is the same simplified director field for the twisted bipolar configuration used in the Jones matrix calculation. The model director fields are described by Eq. 2.6.3 in the cylindrical coordinates ($\rho, \phi, z$).

$$n_b = \left\{ \begin{array}{ll} \frac{z\rho}{\sqrt{\rho^2 + (1-z^2)^2}}, & 0 < \frac{1-z^2}{\sqrt{\rho^2 + (1-z^2)^2}} \\ 0, & \frac{1-z^2}{\sqrt{\rho^2 + (1-z^2)^2}} \end{array} \right\} (2.6.3)$$

$$n_c = \{0, 1, 0\} (2.6.4)$$

$$n_{tb} = \left\{ \begin{array}{ll} -\frac{z\rho \cos \alpha_0}{\sqrt{\rho^2 + (1-z^2)^2}} \sin \frac{\alpha_0 \rho}{\sqrt{1-v^2}}, & \frac{(1-z)^2 \cos \alpha_0 \rho}{\sqrt{\rho^2 + (1-z^2)^2}} \\ \sin \frac{\alpha_0 \rho}{\sqrt{1-v^2}}, & -\frac{(1-z)^2 \cos \alpha_0 \rho}{\sqrt{\rho^2 + (1-z^2)^2}} \end{array} \right\} (2.6.5)$$

To evaluate the free energy of the twisted bipolar configuration, we used $z \to -z$ symmetry to reduce the region of integration and introduced a change of variables from cylindrical coordinates $\rho$ and $z$ to variables $s$ and $v$ defined via $\rho^2 = s^2(1-(1-v^2))$ and $v = (1-z^2)^{1/2}$. $v = 0$ corresponds to the North Pole site of the upper-half plane Boojum. The expressions for the splay and bend energy densities in terms of these variables are clearly analytic throughout the region of integration, allowing easy numerical evaluation of the total splay and bend energies shown in Fig. 2.3. The twist energy density on the other hand diverges as $v \to 0$. $f_{\text{twist}} \sim 2\pi s^2 \alpha_0^2 / v$, leading to a logarithmic energy singularity near $z = 1$ that requires the integration range to be limited to $0 < z < 1 - \Delta z_{\text{cutoff}}$. The total twist energy is then

$$F_{\text{twist}} = -\frac{1}{2} K_2 \alpha_0^2 \ln \sqrt{1 - (1 - \Delta z_{\text{cutoff}})^2} + F_{\text{twist}|\text{regular}}, (2.6.6)$$

where $F_{\text{twist}|\text{regular}}$ is the nonsingular part of the energy, which can be evaluated numerically. To derive the results shown in Fig. 2.3, we used $\Delta z_{\text{cutoff}} = 0.001$ when the normalized radius is 1. For example, this 0.1% $z$ cutoff corresponds to 20 nm in a droplet of 40 µm diameter; 20 nm is known to be of the same order of the persistence length of the SSY aggregate [20]. We also checked that $\alpha_0$ at the minimum elastic free energy is not significantly sensitive to
this cutoff to the singular part of the twist elastic free energy. For example, changing from 0.1 to 1.0\% z cutoff increases $\alpha_0$ by only about 5°.
Chapter 3

Chiral Structures and Defects of Lyotropic Chromonic Liquid Crystals Induced by Saddle-Splay Elasticity

3.1 Introduction

The elastic properties of nematic liquid crystals (LCs) are crucial for liquid crystal display applications [130, 158], and they continue to give rise to unanticipated fundamental phenomena [1, 2, 10, 159–162]. Three of the bulk nematic LC deformation modes, splay, twist and bend, are well known and have associated elastic moduli $K_1$, $K_2$ and $K_3$, respectively. These moduli have been intensely studied because they are easy to visualize, and because it is possible to independently excite the modes via clever usage of sample geometry [21, 163, 164], LC boundary conditions [90, 165], and external fields [20, 166]. As a result, these moduli have been measured for a variety of thermotropic and lyotropic LCs [20, 21, 32, 167–169].

This chapter is adapted from reference [3].
By contrast, a much less studied fourth independent mode [28, 170, 171] of elastic deformation in nematic LCs can exist; it is called saddle-splay. Saddle-splay is hard to visualize and to independently excite [171, 172]. Moreover, the energy of this deformation class can be integrated to the boundary, so that the mode does not appear in the Euler-Lagrange equations, and with fixed boundary conditions (i.e. a fixed orientation of the nematic director at boundaries), the saddle-splay energy will have no effect on the LC director configuration. Even with free boundary conditions, the saddle-splay energy will not affect the bulk LC configuration unless the principal curvatures of the surface are different, i.e., saddle-splay effects are not expected for spherical or flat surfaces. Thus, although much progress in understanding saddle-splay has been made [173, 174], especially with thermotropic nematic LCs, unambiguous determination of saddle-splay energy effects on liquid crystal configurations and measurement of the saddle-splay elastic modulus, $K_{24}$, remain difficult [33].

While the bulk elastic constants described above strongly influence LC director configurations, LC boundary conditions at material interfaces also influence bulk structure. Indeed, considerable effort has gone into development of surface preparation techniques to produce particular bulk director configurations [39, 165, 175–179]. The saddle-splay term integrates to the boundary and effectively imposes boundary conditions at free surfaces favoring director alignment along the direction of most negative surface curvature for positive $K_{24}$ [102] and outwardly pointing surface normals\(^2\). For this effect to be present, the director cannot be held perpendicular to the surface (i.e., the boundary conditions cannot be homeotropic), as was the case in our prior work [2]. The potential role of saddle-splay effects in determining bulk director configurations by spontaneous symmetry breaking has been appreciated [69, 101, 154, 165] but has been difficult to fully characterize; generally, molecular surface forces can impose preferred boundary conditions that are hard to disentangle from effects due to $K_{24}$ [140, 151]. As a result, the measurements of $K_{24}$ to date have wide confidence intervals [29, 101, 155] and even vary in sign [29]. Finally, additional

\(^2\)This was corrected in an erratum [180].
factors that have complicated assignment of saddle-splay effects are the so-called Ericksen inequalities [181] that require $0 < K_{24} < 2K_2$ and $K_{24} < 2K_1$. These inequalities were derived assuming spatially uniform gradients of the director. They do not, however, apply in geometries such as ours in which the director gradients are not uniform.

In this contribution, we investigate director configurations of the nematic lyotropic chromonic liquid crystal (LCLC) Sunset Yellow (SSY) confined within cylindrical glass capillaries with degenerate planar boundary conditions as initially reported in references [182–184]. Our study employs a combination of polarized optical microscopy, measurements of director-field thermal fluctuations, and Frank-free-energy calculations to rationalize the observed structures. Importantly, we show that a large $K_{24}$ leads to an escaped-twist (ET) ground state, which exhibits a classic double-twist configuration. Note, chiral symmetry breaking in the ET configuration is fundamentally different from symmetry breaking in other LCLC systems with uniform principal curvatures [1], or with homeotropic boundary conditions [2]. In the previous work, spontaneous twist deformation arises because $K_2$ is much smaller than $K_1$ and $K_3$; $K_{24}$ played no role in the energetics. In the present work, $K_{24}$ is important in the energetics, and comparison of theory and experiment enables us to measure $K_{24}$ for the first time in a LCLC. We find a value of $K_{24}/K_2 = 55.0$, which strongly violates the Ericksen inequalities. Finally, we observe and characterize chiral hedgehog point defects separating chiral domains of opposite handedness. Interestingly, the presence of point defects rather than smooth domain walls also provides precise quantitative information about $K_{24}$ that is consistent with our other conclusions.

3.2 Theoretical Background of Frank Elastic Free Energy and Saddle-Splay

Before discussing the experimental results, we formulate the theoretical problem. We assume the achiral nematic LCLC is described by a Frank free energy, i.e.,
The director \( \mathbf{n} \) is described by the angle \( \alpha \) between the director projection \( \mathbf{n}_{xy} \) and \( \hat{r} \), and by the angle \( \beta \) between \( \mathbf{n} \) and the capillary axis, which is parallel to \( \hat{z} \). (b) 3D cutaway view of the capillary and the ground state director field using \( K_2/K_3 = 0.1 \) and \( K_{24}/K_3 = 4.6 \), which approximates the Frank moduli of 30 % wt./wt. SSY at 25°C. Notice the large twist angle at the capillary surface close to 90°. \( \alpha \) is independent of position and \( \beta \) depends on only the radial coordinate \( r \). This configuration has right-handed chirality.

\[
F = \int d^3x \left[ \frac{1}{2} K_1 (\mathbf{n} \cdot \nabla \cdot \mathbf{n})^2 + \frac{1}{2} K_2 (\mathbf{n} \cdot \nabla \times \mathbf{n})^2 + \frac{1}{2} K_3 (\mathbf{n} \times \nabla \times \mathbf{n})^2 - \frac{1}{2} K_{24} \nabla \cdot (\mathbf{n} \times \nabla \times \mathbf{n} + \mathbf{n} \nabla \cdot \mathbf{n}) \right],
\]

where \( \mathbf{n} \) is the nematic director. Equation (3.2.1) explicitly includes the saddle-splay term with modulus \( K_{24} \), which can in principle be mimicked by a surface anchoring term that is coupled to surface curvature; thus we consider a saddle-splay term that combines the two effects [185]. This possibility is explored below in section 3.5. A Rapini-Papoular type surface anchoring term with in-plane anisotropy [28, 140] is excluded and discussed later in the text.

The LC is contained inside a capillary of radius \( R \) and cylindrical coordinates are used.
to parameterize its director field, $\mathbf{n}$, with $\hat{z}$ along the capillary axis (see Fig. 3.1), \textit{i.e.},

$$
\mathbf{n} = \cos \alpha \sin \beta \hat{r} + \sin \alpha \sin \beta \hat{\phi} + \cos \beta \hat{z}. \tag{3.2.2}
$$

To determine the configuration of the ground state, we assume the director depends only on $r$ and minimize the Frank free energy with respect to $\alpha(r)$ and $\beta(r)$. Note, the director $\mathbf{n}$ is therefore characterized by the angle $\alpha$ between the director projection $\mathbf{n}_{xy}$ and $\hat{r}$, and by the angle $\beta$ between $\mathbf{n}$ and the capillary axis, which is parallel to $\hat{z}$. Degenerate planar anchoring conditions at the capillary surface prevent the director from having an $\hat{r}$-component, so $\alpha(r = R) = \pi/2$. Cylindrical symmetry sets $\beta(r = 0) = 0$. Both $\alpha(r = 0)$ and $\beta(r = R)$ are free to vary, but stationarity of the free energy provides the boundary conditions: $\partial_r \alpha(r = 0) = 0$ and $R \partial_r \beta(r = R) = (\frac{K_{24}}{2K_2} - \frac{1}{2}) \sin 2\beta(r = R)$.

With these boundary conditions, the Euler-Lagrange equations of the Frank free energy give \cite{140}

$$
\alpha(r) = \frac{\pi}{2}; \tag{3.2.3}
$$

$$
\beta(r) = \arctan \frac{2 \sqrt{K_2 K_{24} (K_{24} - 2K_2)} r / R}{\sqrt{K_3} [K_{24} - (K_{24} - 2K_2) r^2 / R^2]}. \tag{3.2.4}
$$

This ET solution exists for $K_{24} > 2K_2$ and has right-handed chirality, \textit{i.e.}, the director streamlines form right-handed helices. A mirror-image solution $\beta(r) \rightarrow \pi - \beta(r)$ exists with the same energy. Notice that the radial position $r$ is scaled by the cylinder radius $R$ and that $K_1$ does not appear because this configuration has no splay.

If $K_{24} < 2K_2$, then only the trivial $\beta(r) = 0$ solution exists, which corresponds to the simple parallel-axial configuration \cite{154}. As $K_{24}$ surpasses $2K_2 \equiv K_c$, which is exactly the upper bound found by Ericksen, the system spontaneously breaks mirror symmetry, and an ET configuration of one handedness grows continuously from the trivial solution. $\beta_1 = \beta(r = R)$ is plotted in Fig. 3.2. Prior work with thermotopic LCs has found this ET configuration when an azimuthal anchoring condition dominates the behavior of $\beta_1$ at the
capillary surface through a chemical or mechanical treatment of the surface [140, 148, 151]. Note that $\beta(r)$ (Eq. 3.2.4) can only be approximated by a linear twist model [102] for certain ratios of elastic constants. For LCs whose elastic moduli do not satisfy these ratios, such as SSY (our case!), then polarized optical microscopy textures are strongly affected by the nonlinear behavior of $\beta(r)$; i.e., the linear twist approximation is poor.

The normalized free energy of the ET configuration is readily calculated to be

$$\frac{F}{\pi L} = - (K_{24} - 2K_2)$$

$$+ \frac{\sqrt{K_2 K_3}}{\sqrt{K_3 - K_2}} \arctan \frac{\sqrt{K_3 - K_2 (K_{24} - 2K_2)}}{\sqrt{K_2 (K_3 + K_{24} - 2K_2)}},$$

where $L$ is the length of the capillary. Notice that as $K_{24}$ increases beyond $2K_2$, the free energy decreases continuously from 0, thereby confirming that the ET configuration as a ground state is preferred over the uniform configuration whenever it can exist; $K_{24} = 2K_2$ marks a second-order phase transition line. The key to this energetic stabilization is the saddle-splay term:

$$\frac{F_{24}}{\pi L} = -K_{24} \sin^2 \beta_1.$$  

As noted by Ref. [102], which uses the same surface normal convention, $F_{24}$ accounts for the coupling of the nematic director to the surface curvature tensor and favors director alignment in the direction of most negative curvature for $K_{24} > 0$ [180]. In our case, this is the azimuthal direction along the circumference of the capillary. Alternatively, we can understand this from considering the saddle-splay term of equation 3.2.1, which can be rewritten as a surface term using the divergence theorem:

$$F_{24} = -\frac{K_{24}}{2} \int dS^2 (n \times \nabla \times n + n \nabla \cdot n).$$

The second term in 3.2.7 is 0 because of the planar boundary conditions. The remaining
Figure 3.2: Phase diagram of $\beta_1$, the angle between the nematic director and capillary axis at the capillary surface, as a function of elastic moduli ratios of saddle-splay ($K_{24}$) to twist ($K_2$) and bend ($K_3$). Inset: an example capillary with streamlines indicating a surface director field at angle $\beta_1$ with left-handed chirality.

The term,

$$F_{24} = -\frac{K_{24}}{2} \int dS^2 (\mathbf{n} \times \nabla \times \mathbf{n}),$$

has a form similar to the bend term of Frank elastic energy. For positive $K_{24}$ and because of the leading negative sign, a maximal bend at the capillary surface minimizes the saddle-splay energy contribution. Thus, the saddle-splay free energy stabilizes the ET configuration despite introducing bulk director distortion. We also have verified that both the ET and the deformation-free solutions are stable whenever they are preferred ($K_{24} > 2K_2$ and $K_{24} < 2K_2$, respectively); that is, their stability matrices have positive eigenvalues.
3.3 Experimental Methods of Measuring Escaped-Twisted Configuration

Our experimental investigations again used nematic SSY, a LCLC with relatively low twist modulus $K_2/K_3 \approx 0.1$ [20]. Briefly, five SSY samples were loaded into five different capillary tubes with diameters 100 µm ±10%, from VitroCom (CV1017-100). The sealed samples were illuminated between cross-polarizers by 10nm-bandpass-filtered 660 nm LED light at high (160x) magnification, enabling small depth of field and high spatial resolution imaging. Images were captured by a Uniq UP680-CL video camera, and a piezo-objective positioner was moved to image focal planes within the samples in 1 µm intervals.

The capillaries without surface treatment were loaded with SSY and sealed to prevent evaporation. A critical experimental question for any saddle-splay study concerns possible structure on the cylinder interfaces that could induce a preferred anchoring direction. To this end, we examined the inner capillary surfaces using atomic force microscopy (AFM) and scanning electron microscopy (SEM), and we compared the inner capillary surfaces to glass rubbed with a fine abrasive foam; the capillaries had no discernible grooved structures as arises on rubbed glass. Since SSY is known to exhibit natural planar anchoring on smooth glass surfaces [176], our observations of the capillary surface strongly suggest that degenerate planar boundary conditions are present on the inner surfaces of the cylinders and any anisotropic Rapini-Papoular type anchoring effect would be small (see section 3.5) [28, 140]. We also considered alignment caused by flow during capillary filling. Loading capillaries with the LCLC in either the nematic or the isotropic phase resulted in the same type of director configurations. Further, since the filling flow is nearly perpendicular to the final alignment found at the capillary surface, flow alignment appears unlikely. Finally, we considered the possibility that a layer of molecules adsorbed to the capillary surface sets an easy axis at the capillary surface during or shortly after filling. We exclude this possibility by cycling the filled capillary between nematic and isotropic phase and observing that the director at the capillary surface retains no memory from cycle to cycle. Further
considerations of an anchoring effect can be found in section 3.5 below.

### 3.3.1 Observations of Director Fluctuations to Measure Director Configuration

We measure the director angle, $\beta(r)$, directly by observing a flickering speckle pattern and its direction in the LC. The pattern originates from director field temporal fluctuations and accompanying fluctuations in the ordinary and extraordinary refractive indices which cause scattering [173]. These types of fluctuations of the director field have been exploited previously to measure the viscoelastic ratios of liquid crystals [21, 163, 164]. Our work follows Ref. [164], which proposed using videos of LC flickering to discern local orientation of the director field. Flickering shape and direction depend on the local director field configuration and LC viscoelastic anisotropy and polarizer orientations.

The experimentally measured $\beta(r)$ for one of the five LCLC samples studied is shown in Fig. 3.3c. It is well fit by the calculated expression (Eq. 4). The fitting provides experimental values for ratios of the twist-to-bend and saddle-splay-to-bend elastic constants. The twist-to-bend ratio is in close agreement with prior measurements [20].

Since $K_{24}/\sqrt{K_3K_2} \sim \tan(\beta_1)$ when $K_{24} \gg K_2$, the fit values become increasingly sensitive to experimental uncertainties as $\beta_1 \to \pi/2$. The fit value of $K_{24}/K_3$, for example, is sensitive to the uncertainty of the measured capillary radius, $R$. For the data in Fig. 3.3c, the capillary was measured to have a diameter of 90.6 $\mu$m to within $\approx \pm 0.4$ $\mu$m. This relatively small uncertainty, however, leads to the comparatively large uncertainty we give for our estimate of $K_{24}/K_3$, i.e., $K_{24}/K_3$ has a mean value averaged across experiments of 6.6 with bounding interval [3.8, 9.4]. A discussion of the method for calculating error is in section 3.3.2 below. By contrast, $K_2/K_3$ is a relatively stiff parameter in the fit; it has a mean value averaged across experiments of 0.12 and a standard deviation $\sigma_{K_2/K_3} = 0.04$.

To carry out the flickering measurements, the sealed sample capillary was placed on an indium tin oxide (ITO) coated slide. The ITO slide was attached to a proportional-integral-derivative temperature controller used to maintain sample temperature. The sample was
Figure 3.3: (Color online) Representative flickering measurements of 30% wt./wt. SSY in a 90.6 µm capillary at 25°C. (a) Single frame from a movie cropped to a 20µm square and after background subtraction (see main text). (b) Averaged FFT of a movie containing many images of fluctuations and contour plot of a 2D Gaussian fit to the averaged FFT. The long axis of the fit is perpendicular to the dominant fluctuation direction and yields a measurement of \( \beta \) for the image slice. (c) Fit of Eq. (3.2.4) to \( \beta(r) \) obtained by fluctuation measurements along the capillary radius. Error bars are the standard deviations in degrees of the angle found for the 2D gaussian fits as in (b). A nonlinear least-squares fit of the parameters \( K_2/K_3 \) and \( K_{24}/K_3 \) gives estimates of the elastic constant ratios (6.5 and 0.15, respectively) for the sample. Across all measurements the average \( K_{24}/K_3 = 6.6 \) and has a bounding interval [3.8, 9.4].
then coated with index matching oil before being sandwiched between the slide and the oil-objective. The sample was typically illuminated between crossed-polarizers by quasi-monochromatic light from a 660 nm LED light (ThorLabs LED4D067) that was passed through a 660 nm band pass filter (FWHM = 10 nm) in a Köhler configuration. The condenser diaphragm was narrowed to maximize contrast and parallel illumination.

Images were captured in black and white by a Uniq UP680-CL video camera; the camera gain and shutter speed were adjusted to maximize dynamic range and fluctuation contrast. We use 160x total magnification for narrow depth of focus and high spatial resolving power of director field fluctuations. A piezo-objective-positioner enabled us to precisely move the image plane radially through the capillary; at each position (i.e., for each image plane position) we record movies of the director field fluctuations. The image planes are obtained at one micron intervals. Movies were cropped to a narrow region of 10% of the capillary diameter. At each image plane, we determined the time-average of the video image sequence; then we subtracted the time-average from every frame in order to resolve only the fluctuations. An example of a single frame (with subtraction) is in main text figure 3.3a.

A Hann-windowed fast Fourier transform was computed for the subtracted image associated with every frame. The time-average of these subtracted images was then used to derive the dominant direction of scattering; the latter was accomplished by fitting a two-dimensional Gaussian to the averaged Hann-windowed fast Fourier transform (see figure 3.3b). The dominant direction so-determined is perpendicular to the local nematic director in the sample plane [173]. Repeated measurements at different depths in the capillary gives us $\beta(r)$

### 3.3.2 Calculation of $K_{24}$ and its Error Bar

The flickering experiment was performed five times (see table 3.1) in five different capillaries with diameters ranging from 88 µm to 99 µm. The value of $K_{24}/K_3$ is a fitting parameter in the nonlinear least squares fit (NLLS) to $\beta(r/R)$ (see Eq. (4) of main text). In each experiment a sequence of $\beta_i$ are determined at image slice position, $r_i$, in the capillary. Note
also, the \( r_i \) of each experiment are scaled to the measured value of the capillary radius, \( R \), of the particular experiment. The capillary radii were measured using a 100x magnification with a wider field-of-view so that the whole capillary was captured in each image. The diameter at mid-plane was determined from the image by comparison to a standardized micrometer scale. Uncertainties arose due to the finite pixel size and our limited ability to choose the image plane that corresponded to the capillary diameter (as opposed to a capillary chord). Together these sources of error led to an experimental uncertainty in the capillary radius of ±400 nm.

Error propagation due to uncertainties in capillary radius are somewhat unusual for these experiments. For example, if \( R \) of a particular flickering data set is replaced by a slightly larger radius (e.g., \( R + 400 \text{ nm} \)), then the extrapolated angle \( \beta_1 \) will increase, and since \( K_{24} \) is proportional to \( \tan(\beta_1) \), a measurement error due to a slightly larger capillary \( R \) results in a substantial (positive) shift in the best-fit value of \( K_{24}/K_3 \) when \( \beta_1 \) is nearing \( \pi/2 \). On the other hand, if \( R \) is replaced by a slightly smaller radius (e.g., \( R - 400 \text{ nm} \)), then the measurement error produces a comparatively smaller (negative) shift in the best-fit value of \( K_{24}/K_3 \). The measurement error bars are thus asymmetric about the mean.

The \( K_{24}/K_3 \) data for each capillary are presented in Table 3.1. The three columns correspond to \( K_{24}/K_3 \) obtained using our best estimate of \( R \) for each experiment (first column), and \( K_{24}/K_3 \) obtained using the smallest (second column) and largest (third column) \( R \) due to the limited measurement resolution.

<table>
<thead>
<tr>
<th>( K_{24}/K_3 )</th>
<th>Lower Bound ( K_{24}/K_3 )</th>
<th>Upper Bound ( K_{24}/K_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.48</td>
<td>4.74</td>
<td>10.32</td>
</tr>
<tr>
<td>8.07</td>
<td>3.6</td>
<td>28.59</td>
</tr>
<tr>
<td>10.5</td>
<td>4.37</td>
<td>24.3</td>
</tr>
<tr>
<td>3.75</td>
<td>2.54</td>
<td>7.21</td>
</tr>
<tr>
<td>4.03</td>
<td>3.13</td>
<td>5.681</td>
</tr>
</tbody>
</table>

Table 3.1: NLLS fit parameters and uncertainty from five independent flickering measurements. Upper and lower bounds reflect refitting after replacing \( R \) by by \( R + 400 \text{ nm} \) and \( R - 400 \text{ nm} \), respectively.

The average and standard deviation of our data derived using the best estimate of \( R \) is
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$K_{24}/K_3 = 6.6$; the standard deviation is $\sigma_{K_{24}/K_3} = 2.8$ giving a bounding interval $[3.8, 9.4]$. These are the numbers we report in the main text.

Of course, the distributions may not be symmetric, and there are many other ways to estimate $K_{24}/K_3$. Therefore, as a check, we computed $\overline{K_{24}/K_3}$, etc., using several different statistical models. A second model used a weight for each experiment set by $K_{24}/K_3$ divided by the difference between the upper and lower bounds for $K_{24}/K_3$; a third model used a weight for each experiment equal to the difference between the upper and lower bounds for $K_{24}/K_3$; a fourth model computed the means of each the three columns in the table above to define the error interval; a fifth model employed the log-transform of the data in the table. All of these models gave means and error-intervals that were overlapping with the simplest approach. If we average the results from all of these methods to generate a method-averaged mean and error interval, then we obtained $\overline{K_{24}/K_3} = 5.8$ and a bounding interval of $[3.5, 10.0]$.

The parameter $K_2/K_3$ is a relatively much stiffer parameter with respect to both the NLLS fit and the capillary size, so across measurements we simply calculate an average value $\overline{K_2/K_3} = 0.12$ with $\sigma_{K_2/K_3} = 0.04$. Thus we find $K_{24}/K_2 \approx 55.0$.

### 3.4 Defects in Escaped-Twisted Configuration

We also observed hedgehog defects associated with the ET configuration. In long capillaries, we typically observed ET domains of opposite handedness separated by chiral point defects. These defects were qualitatively proposed in Ref. [151]. We observed annihilation of neighboring defects, indicating that they carry opposite topological charge. The presence of nematic director singularities are apparent in Fig. 3.4a; bright-field microscopy reveals dark spots from scattered light along the center of the capillary. Once found, we image the point defect under crossed-polarizers with the same illumination described above. We compare these experimental textures with those simulated numerically using Jones matrices.

The comparison requires a test director configuration, which we calculate using Eqs. 3.2.1 and 3.2.2. For configurations in the presence of defects, however, the director depends on
Figure 3.4: (Color online) (a) Left, cross-polarized quasi-monochromatic optical images of singular point defects bordering ET regions of opposite handedness in 90 µm capillary. Yellow arrows indicate the polarizer pass axis directions. Right, images reconstructed using Jones matrix calculations from numerically computed director fields of defects. (b) A 3D cutaway view of a capillary with opposite-handedness ET regions separated by a wall defect. (c) 3D cutaway view of a capillary with opposite-handedness ET regions separated by a point defect as imaged and simulated in (a). In both (b) and (c) the director field represents an LC with $K_2/K = 0.1$ and $K_{24}/K = 4.6$, where $K_1 = K_3 = K$ and the color scale is the same from Fig. 3.1b. (d) Energies of the point and domain wall defects relative to the ET energy as a function of either $K_{24}/K$ or equivalently $\beta_1$, with $K_2/K = 0.1$. Points indicate numerical calculations and lines indicate analytical approximations; the latter have higher energy than the former but demonstrate similar qualitative behaviors.
both \(r\) and \(z\); the boundary conditions at \(z \to \pm \infty\) bring the director configuration back
to ET configurations with opposite handedness. To arrive at an optimized guess, we solve
the Euler-Lagrange equations numerically with a relaxational technique. The configura-
tions that emerge are very similar to what one gets if one takes the standard radial and
hyperbolic hedgehogs and simply rotates all directors by \(\pi/2\) about the \(z\)-axis. This sim-
ple operation, which is guaranteed to preserve hedgehog charge, automatically produces
opposite chirality on opposite sides along \(z\) of the hedgehog defect regardless of the sign
(\(\pm 1\)) of its charge. The topological charges of successive hedgehogs necessarily alternate in
sign. Using \(K_1 = K_3 \equiv K\), \(K_2/K = 0.1\) and \(K_{24}/K = 4.6\), numbers which are consistent
with our measurements in the ET ground state, we observed remarkable agreement between
experimental and theoretical textures (Fig. 3.4a).

In principle, smooth domain walls can also separate domains of opposite handedness,
in which the escaped-twist configuration continuously untwists from one domain to the
wall mid-plane and then continuously re-twists with opposite handedness into the other
domain (see Fig. 3.4b). In this case, throughout the mid-plane, the director would align
along the capillary axis. However, in SSY, we have never experimentally observed such a
domain wall structure. Defect energetics provide an explanation for this observation which
has an interesting consequence. Again, we numerically calculate the configurations of both
domain walls and point defects to obtain their energies. For these calculations, we fix
\(K_2/K = 0.1\) in accordance with [20] and our fluctuation experiments, and we allow \(K_{24}\) to
vary. As shown in Fig. 3.4d, point defects (domain walls) have lower energy than domain
walls (point defects) for \(K_{24}/K \gtrsim 4\) \((K_{24}/K \lesssim 4\). Using \(K_3 = K = 6.5\) pN from [20] and
\(R = 50\) \(\mu m\), a typical dimensionless energy difference of \(\Delta F/\pi RK = 0.1\) corresponds to
\(\Delta F = 2.5 \times 10^4 k_B T\), where \(T = 298\) K is the experimental temperature. If \(K_{24}\) is greater
than the crossover value \(\approx 4K\), then, according to theory, one should not expect to observe
smooth domain walls. Thus, both our observations of defects (or lack thereof) and our
energy analysis set \(K_{24}/K = 4\) as an approximate lower bound, in agreement with our
fluctuation-measured value of \(K_{24}/K = 6.6\) [3.8,9.4]. This ratio of saddle-splay modulus
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to the splay or bend modulus far exceeds previous measurements of saddle-splay made in TLCs, and when compared to the twist modulus, this measurement violates the Ericksen inequality relation by more than a factor of 20.

3.5 A Possible Chemical Anchoring Effect Mimicking Saddle-Splay

In this subsection, we consider other effects that might induce the same phenomenology that we have observed and assigned to saddle-splay. We first exclude the possibility that some kind of azimuthal interfacial alignment energy (Rapini-Papoular) is mimicking saddle-splay energy and affecting our measurement of $K_{24}$. At the capillary surface, a Rapini-Papoular energy has the form

$$F_{RP} = -W_\phi (\mathbf{n} \cdot \mathbf{n}_0)^2$$

(3.5.1)

where $W_\phi$ is an anchoring strength and $\mathbf{n}_0$ is a preferred director orientation. Our experimental fit $K_{24}/K \approx 6.1$ and the measurement $K \approx 7\, \text{pN}$ by [20] give $K_{24} \approx 50\, \text{pN}$. 

Figure 3.5: (a) SEM of a broken glass capillary with silver sputter coating shows no aligning features. (b) AFM height map of a broken capillary shows a smooth surface to within ±1.1 nm with surface roughness 0.3 nm (RMS) after subtraction of overall curvature. Inset is a video still of AFM cantilever inside a capillary.
Thus, for an azimuthal alignment effect to interfere with our measurement, it must have \( RW_\phi \gtrsim 50 \text{ pN} \). We expect a very small \( W_\phi \) because as discussed in the main text, examination of the capillary surface under atomic force microscopy (AFM) and scanning electron microscopy (SEM) reveal no microscopic structures that could favor anisotropic alignment (see Fig. 3.5). Anisotropic surface alignment is commonly achieved by rubbing the surface with an abrasive pad, which produces large grooves along which the surface director prefers to be oriented. We measured the surface profile of rubbed glass prepared as in Ref. [39] and found large grooves in the glass surface. This technique gives \( W_\phi \approx 3 \times 10^{-7} \text{ J m}^{-2} \) for Sunset Yellow (SSY) [39], which for a 100 µm-capillary, would correspond to \( RW_\phi \approx 30 \text{ pN} \). With no alignment structures visible, we expect our capillary to have \( RW_\phi \ll 30 \text{ pN} \). Thus, \( RW_\phi \) is insignificant compared to \( K_{24} \), and anisotropic surface alignment effects can be ignored.

Interestingly, in principle chemical interactions could produce a curvature-dependent anchoring energy, \( F_w = \frac{w}{2} \int d^2S \mathbf{n} \cdot \mathbf{L} \cdot \mathbf{n} \); this energy is allowed by symmetry and could arise from chemical interactions between LC molecules or mesogens and the confining surface. Here \( w \) is the anchoring strength, \( \mathbf{L} \) is the surface curvature tensor, and \( d^2S \) is the magnitude of the surface area element. In principle, changes in surface chemistry on the container surface can vary the magnitude and/or sign of \( w \). If \( |F_w| \) is not small, then its explicit separation from saddle-splay contributions requires experiments using the same LC but in cylinders with different surface chemistry.

We have carried out preliminary measurements to explore this question. In particular Sunset Yellow in a capillary with surface chemistry modified by a silane treatment, Fig. 3.6a, displays a measured total twist angle significantly lower than in a bare glass capillary Fig. 3.6b. Furthermore, in addition to the expected point type defects there appear to be domain wall type defects in this system (Fig. 3.6c and d), which is consistent with a lesser effective value of \( K_{24} \). Alternatively, or in addition to changing the surface chemistry-curvature coupling, it is possible the silane treatment introduces a preferred tilt angle such that the director is no longer parallel to the capillary surface. The silane surface treatment
Figure 3.6: Silane treated capillary with planar anchoring has an apparent lesser total twist angle. (a) The chlorosilane molecule used to induce (suspected) planar anchoring. It is possible that the silane induces a tilt angle at the capillary interface. (b) Measurement of $\beta(r)$ using the fluctuation methods described in section 3.3.1. (c) and (d) POM and waveplate images show alternating chirality domains in a silane treated capillary. The presence of domain walls in addition to point defects indicates a change in the effective saddle-splay modulus.

and its effect on SSY should be tested on flat surfaces to first isolate the possibility of a tilt angle. Further tests of surface treatments are necessary to rule out this and other possible confounding effects.

### 3.6 Conclusion

In summary, we have completed an experimental and theoretical study of a lyotropic chromonic liquid crystal, Sunset Yellow, in its nematic phase and confined in a hollow cylinder with degenerate planar boundary conditions. The escaped-twist configurations found to form in the bulk requires a large saddle-splay modulus, which we have measured for the first time in an LCLC. We also observed point defects in this system whose existence (compared to the absence of smooth domain walls) provides independent confirmation of our measured value of $K_{24}$. The measured ratio of $K_{24}/K_2 \approx 60$ greatly exceeds the Ericksen inequality $K_{24} < 2K_2$ and implies that nematic LCs can have deformed ground states in confinement. Furthermore, these results indicate that it may be possible to control confined director configurations by manipulating confining surface curvature. In the future, it will be interesting to study and manipulate these chiral configurations and investigate their formation from the isotropic phase.
Chapter 4

Deposition and Drying Dynamics of Liquid Crystal Droplets

4.1 Introduction

Drying drops exhibit a rich phenomenology that depends on the suspended materials, convection and evaporation [186], surface tension and capillary interactions [187], contact line pinning and depinning [188], membrane stretching and bending [189], Marangoni forces [190, 191], and hydrophobicity [192, 193]. The drying phenomenon thus provides a multi-faceted testing ground for fundamental science and engineering ideas, and insights gained can influence practical applications in printing [194], genotyping [195], and other complex assembly and coating schemes [196, 197]. To date, drying experiments have probed water droplets containing relatively small concentrations of particles [198], polymers [199, 200], surfactants [201, 202], added solvents [203, 204], and salts [205, 206]. These investigations have uncovered fascinating phenomena including coffee-rings [198, 207–210], Marangoni flows [190, 203, 204, 211], electro-wetting effects [212], complex deposition patterns [205, 213], and, in a few cases, formation of concentrated phases very near the drop edge [192, 214–217].

1 This chapter is based on a publication under review.
In this contribution, we explore the evaporation dynamics, morphology, and deposition patterns of drying lyotropic chromonic liquid crystal (LCLC) droplets. These drops differ qualitatively from most others due to their concentration-dependent isotropic, nematic, and columnar liquid crystalline phases in water. As a result, although the LCLC drop starts in its dilute isotropic liquid phase, solute concentration gradients develop and ordered liquid crystal (LC) phases arise in different parts of the drop during evaporation. The concentration profiles, and the formation and separation of liquid crystal phases, in turn, create density, viscosity and surface tension gradients that drive development of novel convective currents, drop morphologies, and deposition patterns. This phenomenology and understanding thus generated provides insight into how to manipulate and control deposition from a new class of drop, e.g., drops containing organic mesogens such as dyes, drugs, and biomolecules with potential to form liquid crystal phases in solution [35, 218].

Our investigation employs a model liquid crystal drop system. It uses the dye Sunset Yellow FCF (SSY) in water whose equilibrium phase behavior and viscoelastic properties are well understood [20]. A combination of polarized optical microscopy (POM), surface profilometry, and optical coherence microscopy (OCM) permit us to dynamically probe drop morphology, heterogeneous formation of LC phases, and evolving convection currents. In contrast to evaporating DNA or carbon nanotube solutions that sometimes form LC structures very near the drop edges [214, 215, 219], the present experiments reveal formation of distinct nematic and columnar LC domains that span large portions of the drop and trigger unique “coffee-ring” phenomenology. The convective flows, the drop morphologies during evaporation, and the final deposition patterns, for example, are heterogeneous and depend strongly on contact angle, SSY concentration and evaporation rate, and the drops are affected by SSY-induced surface tension gradients in counter-intuitive ways.

4.2 Materials and Methods

SSY-based LCLCs are composed of organic, charged, plank-like molecules that organize in water into column-like mesogenic stacks. The internal structure of these rods depends on a
combination of non-covalent electrostatic, excluded volume, hydrophobic, and $\pi-\pi$ stacking interactions [220, 221]. The mesogen assemblies, in turn, organize into nematic or columnar LC phases, depending on temperature and concentration. Under ambient equilibrium conditions, the isotropic - nematic transition occurs at about 30% by weight and the nematic - columnar transition occurs at about 40% by weight [38]. Thus SSY concentration affects two levels of organization: mesogen assembly and LC formation. SSY was purchased from Sigma-Aldrich with 90% purity and was further purified using a precipitation method [38]. SSY solutions of various weight concentrations were prepared with deionized water ($\rho \geq 18$ MΩ cm).

The SSY droplets were pipetted from vials containing the various initial solution concentrations and were deposited onto clean glass slides or coverslips. Initial contact angles of the drops were observed to vary depending on the SSY concentration and the substrate surface. Generally drops with comparatively high initial concentration of SSY tended to have larger contact angles than the lower concentration solutions. Evidently, SSY molecules and associated mesogens adsorbed to the air-water interface cause the surface tension to increase with respect to its bare value, with the largest SSY concentrations causing the largest surface tension increments. Additionally, drops at 20% SSY by weight had larger contact angles on coverslips ($\sim 51^\circ$) than on glass slides ($\sim 20^\circ$).

Typical droplet volumes were 0.2-0.5 μL. Droplet evaporation was observed in both ambient and slow-drying conditions. The latter conditions were achieved by placing droplets in semi-permeable cross-linked polydimethylsiloxane (PDMS) chambers bonded to the substrate and sealed with a cover slip. Evaporation times correspondingly varied, i.e., from minutes in ambient conditions to hours in the PDMS chambers. Videos of the evaporation process were captured by transmission optical microscopy with and without crossed polarizers. The use of POM readily permitted assignment of LC phase (e.g., isotropic, nematic, columnar) and provided structural information (director configuration). Finally, the predominant orientation of the columns was readily determined by measuring polarized light absorption near the absorption peak of isotropic SSY, $\lambda = 470$ nm ($\pm 15$ nm FWHM). SSY
assemblies exhibit linear dichroism, and since their absorption is greatest for light polarized perpendicular to the liquid crystal director [38], absorption anisotropy can be utilized to assign director orientation.

Droplet drying was also visualized with a custom ultrahigh resolution spectral domain optical coherence microscopy system (UHR-OCM) [222]. OCM employs low coherence interferometry to measure reflected back-scattered signals from different depths within thick samples (droplets) [223]. For flow visualization, the SSY droplets were doped with a very dilute suspension of micron sized non-functionalized polystyrene particles; time-lapse cross-sectional OCM images were acquired over the full course of the drop drying period. Rapid scanning enabled visualization of the internal fluid flow and phase segregation in cross-sectional image planes with an axial resolution of 1.5 µm and transverse resolution of 3.5 µm. Image post-processing (retrieving, cropping, segmentation) was performed with customized software.

The shapes of dried deposits were studied. Droplets were left on slides to dry overnight and were examined using a Zygo New-View 7300 3D Optical Surface profilometer. The surface profilometry combines low coherence white light with a Michelson interferometer in a light microscope operating in reflection-mode to generate a surface height profile with sub-nanometer resolution. Some portions of the dried droplet surface were located at incidence angles too high for illumination light to be reflected back into the objective. The surface height map of these portions were derived by linear interpolation. Azimuthal angle averages were computed to derive mean height maps of the dried deposits. Lastly, high spatial resolution scanning electron microscopy (SEM) was used to study the deposits after sputter coating with a thin Au/Pd layer.

### 4.3 Results and Discussion

Starting from the earliest stages of the evaporation process, the drying behavior of isotropic-phase LC droplets differs from that of drying colloidal droplets (*e.g.*, coffee drops [208, 224]). Indeed, although the fluid-glass-air contact line of the LCLC-droplet was pinned and the
Figure 4.1: Left column, a drying droplet of Sunset Yellow FCF (SSY) on a coverslip under ambient room conditions and with initial concentration of 15% by weight; the drop is imaged with polarized optical microscopy (POM). Recording starts just after the nematic and columnar phases begin to propagate toward the drop center (within approximately 30 s of when the drop is placed on the coverslip). In the frame taken 40 s later, the four stages (including two LC phases) of the drying process are simultaneously revealed from outer edge to the drop center: crystal (Cr), columnar (C), nematic (N) and isotropic (I). Right column: molecular form of SSY salt and schematics of the I, N, and C liquid crystal phases. The highest magnification view (bottom) shows visual textures common to the I, N, and C phases viewed with POM. The darker regions in the drop approximately matching the alignment of the crossed polarizers (crossed double arrows) indicate the director of the LC phases is either parallel or perpendicular to the contact line. We later show the phases are aligned parallel to the contact line.
Figure 4.2: The drying progression imaged by UHR-OCM. The drop is placed inside a humidity trapping enclosure that slows its drying rate. White spots in the image are micron-diameter polystyrene particles that strongly reflect light and act as tracers of convective fluid flows and LC phase boundaries. Image capture begins within 30 s of placing the drop. In the initial drying stage, convective flows move toward the pinned contact line along the drop-air interface and move inward to the drop center along the substrate (see arrows in the frame taken at 0+ s). At later times (475 s), a phase boundary, identified by the arrows, shows that particles in the isotropic phase (I) are prevented from entering the viscous and comparatively dense nematic (N) region that is nucleating from the droplet edge; the particle concentration tends to be large at these phase boundaries. Eventually, particles are swept toward the droplet center where they form a shell around a remaining isotropic fluid bubble (arrow, 538 s), and as the region of isotropic phase shrinks to zero volume, the particles irreversibly cluster. The columnar phase first appears in the OCM images as white lines near the droplet edge (538 s). These bright lines are not caused by particles; rather, they are cuts through boundaries between domains of varying columnar orientation and thus strongly scatter light. The white lines at the edges of the drop in the last frame (695 s, dashed arrow) show the boundaries of columnar phase (C) regions.
drop had a spherical cap shape, even at the earliest time scales probed (≲ 0.3 seconds after placing the drop on the slide), the pure radial convective flows toward the drop edge, found in the usual coffee-ring effect, are not observed [208, 224]). Rather, different and unusual convective flows are found and are described in detail below.

In the earliest drying stage, SSY concentrations throughout the drop remain below that of the isotropic-nematic phase transition, but very soon thereafter SSY mesogens are transported to the drop edge where their concentration builds up. Initially, the SSY suspension has neither translational nor orientational order, and the drop is not birefringent (it appears black when viewed through crossed polarizers). The primary geometrical characteristics that vary during this initial period are the drop height relative to the glass substrate and, to a lesser degree, the contact angle at the drop edge. The drying process begins to deviate from the common coffee-ring drop drying behavior as the SSY concentration increases near the droplet edge. Since the evaporative flux is greatest near the drop edge, convection currents in the drop carry SSY mesogens towards the contact line where the SSY concentration increases and the nematic and columnar phases initially form. As evaporation proceeds, a nematic-isotropic phase front, and later a columnar-nematic phase front, propagate radially inward.

During the whole process, texture differences arise between phases within the droplet and are visible in both bright-field and POM. These imaging modalities enable us to distinguish the birefringent nematic and columnar phases from the isotropic phase that remains near the drop center. Under ambient laboratory conditions (20 °C and 40% relative humidity), four stages of the drying process, corresponding to formation of the four complex fluid phases, can be clearly distinguished using POM as shown in Figure 4.1. Ultimately, almost all water evaporates leaving a polycrystalline “coffee-ring” deposit of SSY.

Before emergence of the anisotropic liquid crystal phases, the drop drying phenomena differs qualitatively from most droplet evaporation studies to date. The first notable difference is the presence of convective flows along the drop-air surface toward the outer contact.

\(^2\text{SSY is slightly hygroscopic.}\)
line where the droplet remains pinned. During evaporation of a pure water droplet, an outward convective flow inside the drop arises because the contact line between the drop edge and the substrate remains pinned at the position of greatest evaporative flux. To compensate for the lost water near the edge, a radially outward flow is established [208]. However, in the liquid crystal droplet, the increased SSY concentration near the drop edge leads to a local increase in the surface tension on the drop surface, and therefore a surface tension gradient arises. The surface tension is larger at the drop edge than near the drop center. The surface tension gradient, in turn, creates a substantial Marangoni flow along the interface towards the air-droplet-glass contact line, accompanied by an inward flow towards the drop center along the droplet-glass interface. The resulting flow pattern produced by the SSY concentration-induced surface tension gradient is thus opposite to Marangoni flows observed in typical water-surfactant drop drying [190, 225].

Differences in flow patterns are easily visualized with UHR-OCM by adding 1 μm polystyrene particles to the suspension. The patterns are shown in Fig. 4.2. Pure circular convective flows are seen from the earliest observed times (at < 0.3 seconds) and persist until the emergence of a nematic phase. The difference in flow circulation direction compared to previous observations with surfactants arises because higher concentrations of SSY at the interface cause the surface tension to increase rather than decrease from its bare value. This behavior is also observed among many salts [226]. The microscopic causes of these effects in LCLC drops may be related to the unusual amphiphilic structure of SSY, which leads to assemblies of molecules that do not align like conventional surfactant amphiphiles at an interface [227].

After formation of the nematic phase, the isotropic-nematic phase boundary systematically moves toward the drop center from the drop edge. Effectively, the isotropic-nematic interface is repeatedly pinned and depinned in the process. The alternating dark and light regions of the LC phase in Fig. 4.1, and the light absorption due to linear dichroism (Fig. 4.4), indicate that the average director orientation is parallel to the glass-isotropic-nematic contact line. At higher magnification, we find that the inward moving phase boundary is a
biphasic region wherein nematic tactoids nucleate in the isotropic region and coalesce into the nematic region as in Fig. 4.3. Because the drying process is out-of-equilibrium and the system is 3D, the nucleation and coalescence behavior in the drop is different from the merging of tactoids observed during cooling of confined 2D (equilibrium) systems [228]. Here, topological defects are observed to rapidly annihilate in the continuous nematic region as the phase boundary advances.

A columnar phase nucleates along the edge of the SSY nematic-substrate contact line before the system completely dries. The texture of the columnar phase depends on the concentration and drying rate of the droplet. When drops are dried in ambient conditions, neighboring regions of columnar phase with slightly different alignment form domain walls (see Fig. 4.5a and Fig. 4.5b). On-average though, the column orientation is determined to be tangent to the contact line using the linear dichroism effect as in Fig. 4.5c and 4.5d. Boundary walls separate domains with different orientations that form during the drying process, thereby producing features visually similar to walls observed in other hexagonal columnar lyotropic and discotic systems [214, 229]. We first considered that the out-of-equilibrium rapid drying of the system and high viscosity of the columnar phase combine to create kinetically trapped columnar domains that are unable to rearrange to form regions of bend. These walls are apparent in crossed polarized images as in Fig. 4.5e and close up in Fig. 4.5f. To further clarify the origin of the columnar domains, we dried the drops extremely slowly in humidity chambers (Fig. 4.6). In this case, similar domain walls appear within the initially smooth regions of columnar phase. Based on these data and X-ray investigations, which have shown that correlations between molecules and assemblies increase with increasing concentration of the columnar phase [220, 230], we suspect that the inter-columnar correlations between molecules create domains of true three-dimensional crystals and thus domain walls are energetically preferred compared to bend deformations.

The final morphology (coffee-ring pattern) of the drop deposit can be complex and depends strongly on the initial concentration of SSY. Similar experiments with droplets confined to cylindrical wells also found a dependence on the initial concentration of solute
Figure 4.3: At the moving isotropic-nematic phase boundary, nematic tactoids nucleate in the biphasic bulk fluid region near the interface. The tactoids then either coalesce with other tactoids nearby or into the advancing phase boundary. The droplet is viewed by POM and is evaporating under ambient conditions, with an initial concentration of 15% SSY by weight. Between 0 s and 0.27 s, two small nematic tactoids in the lower middle portion of the frame are observed to coalesce into a single larger tactoid. Approximately one second later, at 1.53 s, a larger tactoid is seen to coalesce with the phase boundary. The defects that transfer into the bulk annihilate rapidly, i.e., before 2.40 s.
Figure 4.4: A drying drop of SSY on a glass slide initially with 15 % concentration by weight forms a ring of nematic phase near the contact line with director alignment tangential to the contact line. In the top row, the drop is illuminated with polarized light from a halogen bulb light source and a light filter designed to filter out light with wavelengths greater than 500 nm. Linear dichroism of the nematic phase causes greater absorption of polarized light with orientation indicated by the double black arrows. In (a), the top and bottom regions of the drop indicated by the dashed red arrows are darker than the sides, and in (b), the left and right sides of the drop indicated by dashed red arrows are darker than the top and bottom due to alignment of the nematic director. Crossed polarizers (c) and bright field (d) show similar features to those in Fig. 4.3. The columnar and crystalline phases have not yet formed near the drop edges in these images.
Figure 4.5: An enclosed drying LCLC droplet with initial concentration of 15% SSY by weight on a glass slide is in the columnar phase near the drop edge: (a) Bright field shows dark lines separating columnar domains and the contact line (CL); (b) Bright lines in dark field (DF) transmission are regions where light is scattered by sharp changes in the index of refraction caused by disorder; (c) & (d) Polarized (P) light transmission with $\lambda = 470$ nm ($\pm 15$ nm FWHM) is absorbed more when molecular stacking is perpendicular to the light polarization direction. Thus, the data shows columnar alignment is on average tangent to the contact line. (e) Crossed-polarized transmission increases contrast between regions with varying columnar alignment. The large black bands are regions where the polarization of the exiting light is extinguished by the analyzer (A) due to the birefringence and varying thickness of the sample. (f) Schematic of the observed circumferential alignment of the LC from the boxed region in (a). Dashed yellow lines represent SSY director orientation and thick lines are domain walls of alignment discontinuity. See text for details.
Figure 4.6: Slowly dried drops of SSY on a glass slide show coarsening of the columnar phase as the concentration increases. The top row shows a time series of bright field images and the bottom row shows the corresponding crossed polarized images. Drops were observed once every 1.5 hours. The first observation of the columnar phase was made after ~19.5 hours of drying in the humidity chamber. The subsequent observation at ~21 hours showed a texture similar to main text Fig. 4.5, but unlike the main text figure, the texture emerges after the columnar phase is present and not at the nematic-columnar phase boundary. In the last observation at ~22.5 hours, crystal phase chunks begin to emerge.
Here we measure the surface height profile of the SSY deposit after evaporation with a Zygo surface profilometer, Fig. 4.7. At low initial concentrations (≤10 wt%), a largely traditional coffee-ring-like effect dominates, depositing the SSY near the drop edge as the contact line recedes. This pattern has only a light covering of SSY molecules near the center of the droplet and a broad rim of SSY molecules near the drop edge. At higher initial SSY concentration (≥10 wt%), however, more SSY is retained in the droplet’s central isotropic region, \textit{i.e.}, as nematic and columnar phases; along with a surrounding elevated rim, this deposit is akin to a “volcano” or a sunken soufflé [231]. This effect occurs when propagation of the nematic phase front is rapid. Throughout the isotropic phase, flows are present, but at higher concentrations, only a small fraction of the SSY has a chance to be deposited near the edges by the flows during drying. This is because the flow into outer regions is blocked by the comparatively large viscosity of the nematic/columnar LC phases and the moving phase boundaries.

Mesogen orientation within the dried deposits was observed with scanning electron microscopy. When drops are allowed to dry quickly in ambient conditions, as in Fig. 4.7, the central region of the droplet is found to contain small domains, which appear to be turbulent flows frozen in place. Nematic domains arise with various orientations, then merge, and then freeze into the columnar phase. The continued drying and increasing viscosity makes it impossible for the LC to relax to a smooth uniform state during the time before the evaporation finishes. In contrast, the surface of the thicker rim region appears smooth, displaying no signs of trapped local flow. This smoothing is plausible because the SSY near the rim has enough time to anneal to a more homogeneous microstructure. Generally, drops that dried very slowly, \textit{i.e.}, drops in humidity controlled chambers, exhibit greater uniformity of molecular orientations over larger regions compared to deposits from drops that dried quickly.

In summary, the drying of Sunset Yellow FCF containing droplets exhibits peculiarities unique to lyotropic chromonic liquid crystals. Oriented fluid phases form and move within large regions of the drop throughout the drying process, and SSY concentration gradients
Figure 4.7: Top, Profilometry results of dried droplets with varying initial weight concentrations of SSY. Drop size, or more precisely position within the drop, is normalized by the drop radius due to differences in spreading; all drops had a radius of approximately 0.5 mm. Bottom, a scanning electron microscope image of a droplet of SSY on a coverslip dried in ambient conditions. The droplet had an initial concentration of 15% SSY by weight. The inner region (inset) of the droplet thins due to the convective flows during drying and locks in the turbulent flows present in the drop just before the transition to the more viscous LC phase.
lead to Marangoni flows in the isotropic phase. These SSY-induced convective flows circulate opposite to those induced by conventional surfactants. Finally, the initial concentration and drying rate of the SSY solutions affect their final deposition and even the orientation of assemblies in the dried deposit, and are thus revealed to be essential parameters for creating uniform (or non-uniform) material deposits. Since many molecules with LCLC phases are common among dyes and pharmaceuticals, control of their deposition from solution are informed by our findings. Furthermore, these observations combined with methods of substrate patterning offer a means to control formation of polarizing and light absorbing films based on LCLCs.
5.1 Introduction

The manner by which crystalline solids respond and deform when strained is well studied and is understood to be closely related to structural defects present in the crystalline lattice [232, 233]. Similarly, properties such as heat capacity, thermal conductivity, and electrical conductivity are also dependent, at least in part, on the distribution and types of defects in the crystalline lattice [233–236]. Notably, point-like structural defects in crystalline lattices, such as vacancies or impurities, are readily identified, and line-like or plane-like structural defects in crystalline lattices, such as dislocations, are readily characterized by geometric parameters (e.g., Burgers vector) [233, 236].

By contrast, in glassy (amorphous) solids and super-cooled liquids, no comparable “simple” methods exist for identifying structural defects. As a result, we have much less understanding about how to predict and control bulk properties of the disordered solids such as their shear response, heat capacity, or conductivity [41, 42, 44]. Of course, this deficiency
presents exciting challenges for the community which have stimulated efforts to identify “defect” candidates in amorphous materials. Indeed, localized rearrangements have been observed in glasses [46, 47, 49, 50, 237], and they are somewhat similar to those that occur within “premelting matter” near defects in crystalline solids. Thus, development of rigorous methods for identifying soft/fragile regions in amorphous solids via structural signatures would represent an appreciable materials advance; such advances would, in turn, offer routes towards understanding the response and failure mechanisms of glassy matter. The preliminary research described in the present chapter takes steps towards these goals.

To date, mean field theory and other system aggregate approaches that ignore local structural heterogeneity have had limited success connecting mechanical response to structural properties [43, 238–240]. By contrast, dynamical and indirect measures of structure have demonstrated some recent success in finding so-called soft spots with a propensity to rearrange [47, 49, 50, 55, 237, 241]. In particular, localized low frequency modes have been shown to be correlated with structural rearrangements during shearing, thermal perturbation, and long duration relaxation [51, 242–247]. Likewise, indirect structural measures with a dynamic component have proven useful for predicting dynamical heterogeneities and local rearrangements [52, 56, 248]. Very recently, a method based on machine learning has successfully demonstrated a direct connection between structure and cage breaking rearrangements (or hops) in simulated atomic systems and in granular material experiment [57, 58, 249, 250].

In the present work, we build on these very recent developments by Schoenholz, et al. [58] and utilize machine learning to predict rearrangement-prone soft spots in colloidal glasses, i.e., to predict where rearrangements will occur. In general, particles in supercooled liquids and in glasses experience dynamic arrest because they are surrounded by neighbors, which form a “cage” [251–253]. Particles move within cages randomly over short time scales, \( t_R \), called “residence times”. At longer time scales, particles can overcome the local activation barriers with energy, \( E_b \). These barriers confine the particles to their cages; particles which cross over their local barriers are said to rearrange. In our work, we investigate the
residence times between cage rearrangements, and the activation energy associated with each rearrangement, using a Kramers activation model. The approach takes advantage of the softness concept developed in Ref. [58]. Ultimately, we utilize a support vector machine (SVM) to connect activation energies associated with each particle by considering their local cage structure.

Before reading further, the reader should be warned that the research reported in this chapter is comparatively preliminary compared to the research on liquid crystals in the other chapters of this thesis. The latter form the core of my thesis. Nevertheless, important progress has been made on the rearrangement problem that we felt was sufficient to report herein. We anticipate that completion of this work will occur within the next few months.

5.2 Materials and Methods

We employ a 2D binary suspension of soft poly(N-isopropyl acrylamide) (PNIPAM) microgel particles as an amorphous model system to study the structural origin of particle rearrangements [59, 254]. We synthesized both particle species by semi-batch/one-pot method as described in Ref. [59]. Particles are prepared in a deionized water solution at a desired volume fraction and sandwiched into a quasi-2D packing by placing a small amount (0.6 µL) of solution between two 18 × 18 mm² glass cover slips, which were first cleaned by an ethanol rinse. The sample is then sealed with Norland 65 optical glue and cured for 30 minutes to prevent evaporation. The two species of colloidal particles, with diameter \( \sigma_1 = 1.4 \) µm and \( \sigma_2 = 1.1 \) µm, are tracked by video microscopy at 10 frames per second for 90,000 frames using standard methods [255, 256]. The inset of Fig. 5.2a shows a typical cropped image frame of data used for tracking of the particles.

5.2.1 Classifying Stable and Rearranging Particles

Each \( i \)-th particle has a trajectory, \( r_i(t) \), which we use to compute various functions that describe the system dynamics and characterize local caging structures. For example, we can compute the mean-square displacement [257], MSD(\( \Delta t \)), and self-overlap function [258–
Figure 5.1: Mean square displacement (MSD) and self-overlap function, \( q_s(t) \), of both large and small particle species. 

(a) We compute the MSD from particle trajectories for each species (large and small) of particles. Small particles are more active at shorter times but longer time scale displacements are similar. The time parameter, \( \tau_p \), used in the \( P_{\text{Hop}} \) function is chosen from the \( \beta \) relaxation point, i.e. when on average particles exhibit cage breaking motion. 

(b) The self-overlap function, \( q_s(t) \), describes what fraction of particles have been displaced at least a large particle radius \( (0.5\sigma_1) \). The most stable particles in our sample are those confined such that they are not displaced \( 0.5\sigma_1 \) for at least \( \sim 2000 \) seconds.

To characterize particle rearrangements, we utilize the so-called hopping function, \( P_{\text{Hop}} \) [52, 248, 261]. This function enables us to define rearrangement events and to determine the \( i \)-th particle’s residence times (time between rearrangement events). The \( P_{\text{Hop}} \) function also has the advantage of being a single particle method that does not depend on the definition of a local cage, as is often done for other methods that characterize rearrangements such as...
where \( A \) and \( B \) are time intervals \([t - \tau_p, t]\) and \([t, t + \tau_p]\), respectively, and the brackets, \( \langle \rangle_A \) and \( \langle \rangle_B \), indicate time averages over those intervals. The interval window size, \( \tau_p \), is chosen to be a length of time roughly corresponding to the caging time, \( \beta \)-relaxation, which is found by measuring the sample’s mean square displacement (see Fig. 5.1a). In our experiments we compute \( P_{\text{Hop}} \) for all particles in the sample at all observations times. Note, though the function is computed for each species independently, for clarity, in the remainder of this chapter we only report on it for the large particles. The results we find below hold for smaller particles as well but the machine learning procedure is less accurate for them. We believe this is due to data limitations; there are not enough big jumps/rearrangements of small particles or enough very stable particles to carry out the machine learning procedure accurately as described in section 5.2.2 below.

To distinguish particles undergoing rearrangement events from particles that are stable we invoke three parameters: two threshold values on \( P_{\text{Hop}} \) and a so-called minimum stable time \( t_c \). Two classes of particles (rearranging and stable) define the particle-states selected for the training set used in the SVM algorithm. Specifically, a “high” threshold value, \( P_H \), is selected so that the 1000 particles with the largest peak values of \( P_{\text{Hop}} \) are labelled as rearranging. The minimum stable time, \( t_c \), is found by computing the self-overlap function, \( q_s(t) = (1/N) \sum_{i=1}^{N} H(|r_i(t) - r_i(0)| - 0.5\sigma_1) \) [258–260], for all particles and finding the time when \( q_s(t) = 1/e \) as in Fig 5.1b. Then, a “low” threshold value, \( P_L \), is chosen such that 1000 particles do not have a \( P_{\text{Hop}} \) value greater than \( P_L \) for at least a time \( t_c \).

5.2.2 Machine Learning Details

The goal of the machine learning approach is to distinguish, based purely on structure, those particles that are likely to rearrange from those that will be stable for a long time. To this
Figure 5.2: Poly(N-isopropyl acrylamide) (PNIPAM) particle trajectory and its corresponding $P_{\text{Hop}}$ values. (a) A typical trajectory of a particle in the xy-plane that undergoes a large rearrangement. The x- and y-axes (horizontal and vertical, respectively) are scaled to the large particle diameter, $\sigma_1$. The inset shows a cropped image of the PNIPAM particles. Large particles appear brighter. (b) The $P_{\text{Hop}}$ trajectory of the same particle from (a). Because this particle’s peak value of $P_{\text{Hop}}$ is greater than $P_H$, this particle is included in the training set class of “rearranging” particles for the machine learning algorithm.
end we employ an SVM [262, 263]. Briefly, we desire structural features that can represent the local caging structure around particles but which are also capable of distinguishing the classes of rearranging and stable particles.

As a hypothetical example, consider two features, \( F_1 \) and \( F_2 \), which are computed for every particle. If we compute these features for particles known \textit{a priori} to be rearranging or to be stable, and if we label them as such in the 2-dimensional feature space, then the goal of our algorithm is to show that the labeled groups of particles are well separated as in Fig. 5.3. These two labeled groups are collectively called the SVM’s “training set”. In other words, we seek the line (in the 2-dimensional hyperspace) that best separates rearranging from stable particles in the training set. The fraction of particles in the training set that are correctly divided by the hyperplane is the SVM’s accuracy.

In practice, having selected the particles that make up the training set, we train two SVMs, one for each particle species using generic local 2-point structural features that represent the cages surrounding each \((i\text{-th})\) particle [264]. The functions we choose are radial correlation functions:

\[
G_{XY}^\mu(i; \mu) = \sum_{j \neq i} e^{-(R_{ij} - \mu)^2/l},
\]

where \( j \) runs over all the particles within \( 5\sigma_1 \) radius, \( X \) and \( Y \) indicate the species of the \( i \)-th and \( j \)-th particle respectively, \( l = 0.1 \sigma_1 \), and \( \mu \) takes all values between 0.3 and 5.0 in increments of 0.1. Thus there are for each neighboring species 47 features that describe the local cage environment of each particle for a total of 94 “structure features”. Note, the features we chose only characterize the radial distribution of the cage forming neighboring particles. We also tested features that characterize bond angle between neighbors, but we did not find them to improve the accuracy of the SVM hyperplane. For the rearranging class of particles, the features are computed at a time-delay \((\tau_p)\) prior to when the particle’s \( P_{\text{Hop}} \) value increases above \( P_L \). For stable particles, the features are computed in the first frame for which the particle’s \( P_{\text{Hop}} \) is less than \( P_L \). To account for boundaries (edges) in
Figure 5.3: Description of support vector machine (SVM) method. Particles are first classified as “rearranging” (blue crosses) or “stable” (green dots) by e.g. $P_{\text{Hop}}$ (see text). Then features that represent their local caging are computed. In this case, the two hypothetical features, $F_1$ and $F_2$ are found to well separate the classes of rearranging and stable particles (though not perfectly). The SVM accuracy is the fraction of particles correctly sorted by the hyperplane. The SVM algorithm generates a hyperplane (red dotted line) that best separates the two classes of particles. A measurement of a new particle’s (black square) features $F_1$ and $F_2$ then can be used to predict if that particle will rearrange or be stable. We define the particles “softness” as its signed distance (displacement) from the hyperplane (doubled headed arrow).
the sample, we only utilize particles that are at least $5\sigma_1$ away from the edge of the field of view in the training set and in the results computed below. The SVM training accuracy for large particles and small particles is 85% and 80% respectively.

The trained SVM hyperplane is then employed to characterize the entirety of the observed data (the “test” sample). This process yields softness values of the whole system [58], i.e., for every particle at every instant in time. Briefly, the result of the SVM training is a 93 dimensional hyperplane that best separates the cage structures of rearranging particles from the cage structures of the most stable particles. The cage structures of all other particles in our experiments (the “test” samples) are then computed at all times using the structure features of equation 5.2.2. Finally, the signed distance (displacement) from the hyperplane is then computed for each particle at each time point. This signed distance (displacement) is called the “softness”; positive values of softness indicate a particle is more likely to rearrange, and more negative values indicate a particle is more stable.

Once an SVM is trained on a sufficiently large dataset, the softness parameter can be determined from a purely structural measurement such as an image of the particle ensemble. Given a single image frame, the same hyperplane can be used to compute softness of particles in other colloidal glasses with similar packing conditions and interactions. The goal then is to employ softness, a structural measure of particle packings, to predict dynamics of the particles and ultimately to characterize the properties of the bulk colloidal glass. In the following section, we show that softness is predictive of the residence times that particles will spend in their cages, and thus is predictive of the local activation energy barriers they must overcome to rearrange.

5.3 Results

Our preliminary experimental results in the colloidal glasses demonstrate that the softness value of a particle is predictive of that particle’s likelihood to undergo a rearrangement. Specifically, from the $P_{\text{Hop}}$ trajectories of each particle, we determine the residence times, $t_R$, during which the particles’ $P_{\text{Hop}}$ value does not rise above the threshold $P_L$ (Fig. 5.4a).
Figure 5.4: Distributions of residence times, softness, and residence times conditioned on softness. 
(a) The total distribution of residence times, $t_R$, for both large and small particles.  
(b) The distribution of time averaged softness values, $\langle S \rangle_{t_R}$, for all large particles during their residence times. The shaded blue and red regions in (b) are used to select residence-times/softness from the total distribution in (a).  
(c) For large particles, the mean residence times of conditioned distributions, $\bar{t}_R$, shows a decreasing mean with increasing mean softness, $\langle S \rangle_{t_R}$, during residence times.

Put another way, the residence times, $t_R$, represent the duration of time between a particle’s rearrangements. The average softness, $\langle S_i(t) \rangle_{t_R}$, is also computed for each particle during these residence time periods between rearrangement events. Notice that this distribution of average softness over all events is approximately gaussian and is centered near zero (Fig. 5.4b).

We next bin the particles more finely by softness value, and we consider the behaviors of particles within each bin. This strategy for analysis generates two interesting experimental observations. First, the particle residence times within each narrow bin of softness appear to be exponentially distributed. Second, the mean residence time of all particles within each narrow softness bin decreases monotonically as softness increases, as in Fig. 5.4c. To our knowledge, these observations represent new experimental results for thermal colloidal glasses. They also corroborate expectations that the softness parameter is connected to physics of colloidal glasses.

While we do not know of an underlying mechanism to suggest a precise form for the relationship between softness and residence time, we suspect the apparent exponential distributions of residence times within a softness bin may be due to Kramers like activation processes [265]. In particular, each particle cage structure creates an activation energy
Figure 5.5: Average particle residence times versus average softness of corresponding particle during residence time. The trend line fit is a ordinary least squares linear regression of $t_{R,i}$ against $\langle S_i(t) \rangle_{t_{R,i}}$. The green markers are the result of equal count binning of particles by softness and the averages of the corresponding averages of the logged residence times. The softness error bars indicate the bin range of softness values. The $\langle t_R \rangle$ error bars are the standard error of the mean residence time, i.e., the standard deviation of residences times within the bin divided by the square root of the number of particles in the bin, $\sigma_{t_R}/\sqrt{N}$.
Figure 5.6: Explanation of Kramers reaction rate theory and measurement of average caging potential due to neighboring particles. (a) Shows a cartooned energy landscape in one dimension that a particle at \( x = 0 \) might experience. The (activation) energy barrier, \( E_b \), is the energy such a particle would need to overcome to break its cage and complete a rearrangement. The local shape of the energy potential near both average position, \( x = 0 \), and the barrier peak, \( x = b \), are described by the second derivatives of the potential \( U''(x_0) \) and \( U''(x_b) \) respectively. (b) We assume that the confining potential due to caging near a particle’s average position is approximately quadratic. Larger displacements at short time scales, \( \tau \), from an average central position require larger energies. At short enough time scales the fluctuations about a cage do appear quadratic. Larger values of \( \tau \) will include some non-quadratic cage breaking motion. From displacements during \( \tau = 2s \) averaged over all particles during their residence times we invert the Boltzmann distribution to find \( U''(x = 0) = 1.6 \times 10^4 \ T/\sigma^2 \approx 5 \times 10^{-5} \ N/m \). (c) The local confining potential shape does not appear to vary by particle softness thus we use an average confining potential shape, \( U''_0 \) for all particles.

barrier for rearrangement. Furthermore, each cage structure also corresponds to a softness value. We can test this idea by performing an ordinary least squares linear regression of the residence times \( t_{R,i} \) against \( \langle S_i(t) \rangle_{t_{R,i}} \) [266]. The low P-value < 0.001 indicates the effect is real and the model is at least qualitatively meaningful. That is, an increase in particle softness is an indicator that particle’s residence time will be shorter, as shown in Fig. 5.5. We note that regressions testing other relationships, \( e.g., \) exponential, quadratic, would likewise have similar statistical significance and that a fundamental theoretical description is desirable to further interpret this result.

We next utilize the above relationship and we apply Kramers reaction rate theory to the problem. Briefly, Kramers reaction rate theory describes the relationship between energy barriers and a reaction (activation) rate for how often reactions (activations) will cross that barrier in the presence of thermal Brownian fluctuations. Since our colloidal glass is a thermal system, this approach is reasonable; it would not be justified in a granular system. For our system, we assume the activation rate of cage breaking (the inverse of a residence time) is determined by the energy barrier imposed by each particle’s cage structure and the
size of Brownian motion within the cage. In particular, we use the simple barrier-crossing model to calculate the distributions of activation energies, $E_b$, in our sample [265, 267], but in place of a reaction rate, we use a measured residence time (or corresponding rate):

$$\frac{\langle t_R \rangle}{t_0} \simeq \nu e^{E_b/k_B T}, \quad (5.3.1)$$

$$\nu = \frac{2 \pi k_B T}{(U''_0 U''_b)^{1/2} \lambda^2}. \quad (5.3.2)$$

Here, we measure time in units of the diffusion time, $t_0 = \lambda^2/D_0$, where $D_0 \approx 0.16 \text{ µm}^2\text{s}^{-1}$ is the short time diffusion constant for the particle. Notice that the hop length, $\lambda$, will cancel in the next steps.

To compute the activation energies we must also find the shape (curvature/second-derivative) of the local confining potential, $U''(x_0)$, and obtain the same shape information for the cage barrier, $U''(x_b)$. We can experimentally derive the local confining potential by assuming a quadratic shape and Boltzmann distribution for the particle deviations from their average position at short times during their residence periods. Figure 5.6 shows energies of particle displacements according to their Boltzmann distributed positions. To fit the shape of the local potential well, we use displacements up to $\tau = 2s$, which is sufficiently less than the $\tau_p$, the $\beta$ relaxation time, but enough to sample the potential well shape. We also checked for a correlation between the local confining potential shape and softness but found no clear correlation, i.e. the well shape does not appear to change significantly for different softness values (see Fig. 5.6c). This observation suggests that the particle softness will depend more on activation barrier energy than the local shape of the potential well. Because we cannot measure the barrier shape, we make a common assumption that $U''(x_b) = -U''(x_0)$. Note, if we did not make this assumption, the value of $U''(x_b)$ would enter our result in a log-square root. Thus, from equation 5.3.1, we obtain

$$\frac{E_b}{k_B T} \simeq \ln \left[ \frac{\langle t_R \rangle U''(x_0) D_0}{2 \pi k_B T} \right], \quad (5.3.3)$$

which allows us to re-plot Fig. 5.5 with an energy scale in Fig. 5.7.
Figure 5.7: Local activation energy versus softness. From measurements of particle residence times and potential well shape (see text) we apply Kramers reaction rate theory to derive activation energies as a function of particle softness. The green markers are the result of equal count binning of particles by softness and the average activation energy of the particles in those bins. The softness error bars indicate the bin range of softness values. The $E_b$ error bars are the standard error of the mean energy due to variation in residence times within a given softness bin, i.e., the standard deviation of energies within the bin divided by the square root of the number of particles in the bin, $\sigma_{E_b}/\sqrt{N}$. 
Though residence times (activation rates) are measured accurately, the energy barrier calculation relies on the assumptions made in applying Kramers reaction rate theory. Interestingly, we have now connected a static measure of particle cage structure to activation energy barriers throughout a glassy colloidal system. The distribution of activation energies is inferred from measurements of residence times of particles in their cages via application of Kramers activation theory; this approach enables us to deduce the corresponding energy barrier. Evidently, the combined effects of a distribution of activation energies and a Kramers process is responsible for the heterogeneous activation rates that gives rise to a broad distribution of total residence times in our colloidal glass. We next attempt to interpret which physical characteristics of the cage structure are important for setting the softness and thus the local energy barrier.

### 5.3.1 Interpreting Cage Structure-Softness Relationship

The machine learning algorithm obscures the underlying physical features that describe the local cage structure by reducing the 94 features we use to a single softness value. Ideally we would have an intuitive way to understand cage structure defects like vacancies or geometric measures used to describe defects in crystalline lattices. Therefore, to create a structural interpretation of softness, we examine the average structure feature values of the 3000 softest and 3000 “hardest” particles from Fig. 5.4b. In Fig. 5.8 we plot the average values equation 5.2.2 over all $\mu$ used in computing the features of large particle.

Apparently, for the softest particles in our sample, the absence of particles, especially large particles, in the first shell of caging particles begins to hint at the structural underpinnings of something like flow defects in crystalline lattices. However, the first shell does not appear to be the only determinant of softness. Other differences between the softest and hardest particles seem important, e.g., the number of smaller particles at distances greater than a particle diameter also seems important in determining softness. Had the presence of particles within one large particle diameter been sufficient to determine particle softness, then local cage volume should have been enough in previous studies to determine energy
Figure 5.8: Structure features for extreme values of softness. The softest 3000 particles have an average softness of approximately 1.0. The least soft, or “hardest”, 3000 particles have an average softness of approximately -0.87. (a) Shows the average values of the 47 structure features between large and small particles. (b) Shows the average values of the 47 structure features between large and large particles. The peaks and valleys of the function roughly correspond to the shells at multiples of particle diameter. Higher peaks indicate the presence of more particles of the respective subscript on the $G_X$ functions at the distance $\mu$. Correspondingly, lower valleys indicate fewer particles of the respective subscript at that distance $\mu$. Harder particles are likely to have more large particles nearby in their first shell.

barriers like we have done. Adding additional features, such as a measure of bond orientation, might help to further interpret what aspects of local structures determine activation barrier energy.

5.4 Discussion

Our preliminary experiments and softness analysis have quantitatively shown that local caging structure of particles is predictive of energy barriers that particles must overcome to rearrange. Of course, the local caging structure also predicts softness, so softness is explicitly correlated with activation barrier too. The energy barrier distribution we have measured is spread over approximately $1 \, k_B T$ between $11.6 \, k_B T$ and $10.6 \, k_B T$. Interestingly, these experimental numbers are the same order of magnitude found in several simulation works [58, 268, 269]. We have also found that local particle structure can be interpreted using softness and that certain structures, namely the absence of large particles, result if softer particle caging. We expect that careful tuning of local packing structure and thus energy barrier distribution can affect bulk material properties such as shear response
and mechanical failure.

Experiments could test these ideas further, for example by directly shearing a system, such as was done in Ref. [270], then we should be able to use the training with SVM to recognize soft spots particular to that system. Other related advances might connect the softness field and heterogeneity of activation energies directly to the dynamic heterogeneity and the four point correlation function $\chi_4$. Finally, testing this method over a range of temperatures (or packing fractions) as in Ref. [58] might prove to be a useful tactic for understanding the glass transition. In particular, at higher temperatures (or lower packing fractions), the predictive value of structural information should degrade and the correlation between softness and residence times ought to diminish, because particles would no longer be caged, i.e. they would diffuse freely.

Several theoretical questions remain as well. Our use of the SVM decision function (distance to hyperplane) in a predictive model is a nonstandard method of machine learning. A theoretically derived relation between softness and residence time would also be highly desirable. Nevertheless, the phenomenological result we have presented in this paper demonstrates that there is a connection between structure and dynamics via softness, even though our result does not as yet provide a deep explanation of the connection.
Chapter 6

Summary and Future Directions

Liquid crystals and disordered solid materials have proven to be rich systems for soft matter physicists to study. Both systems have yielded theoretical and technological advances through the application of physical principles. My dissertation has furthered both subfields by identifying and examining frontier questions and niches in each. Specifically, in the bulk of this thesis, I have shown that an unusual liquid crystal material, lyotropic chromonic liquid crystals (LCLC), exhibits fascinating chiral structures and assembly due to its large elastic anisotropy and concentration-dependent phase behavior. In a separate set of experiments, I have also shown that a model colloidal glass exhibits structural signatures which are predictive of heterogeneous rearrangements among its constituent particles and, further, that machine learning algorithms can detect those signatures. These results are summarized in more detail below; in addition, new avenues are suggested for further investigation.

6.1 Lyotropic Chromonic Liquid Crystals

The experiments I performed explored the effect of confinement on LCLCs. I confined aqueous Sunset Yellow FCF (SSY) solutions to spherical drops in a continuous oil phase, and I confined SSY to cylindrical capillaries. In both cases, the topology imposed by the confining geometry and interfacial boundary conditions produced unusual twisted structures of the nematic phase. Nematic SSY has a strikingly low twist elastic modulus relative to its splay
and bend moduli thus it can preferentially twist to relieve splay and bend deformations. In the case of the SSY droplet, I found that the regions around Boojum defects had concentrated splay and bend energy density. However, a twisted director throughout the drop significantly diminished the total elastic energy by reducing the splay energy – especially near the boojum. A similar effect was at play in cylindrical capillary confinement; however, instead of distortions near defects reducing splay, the homeotropic boundary conditions imposed by the capillary wall produced a twisted- and escaped-radial (TER) configuration. The non-zero $\alpha(r)$ (see Fig. 2.9) increases twist in the director field, but it also reduces splay such that the total energy is lowered.

Twisting is inherently chiral; thus the twisted configurations, which reduced the system energy, also induced spontaneous mirror symmetry breaking. In droplets, I found that there was no preferred handedness; entire droplets adapted left- and right-handed twisted bipolar configurations with equal frequency. When confined to capillaries with homeotropic anchoring, regions of left- and right-handedness formed with equal probability throughout the capillary and met at defects. Furthermore, when regions of opposite escaping direction met at defects, the handedness across the defect always switched, i.e. the defects always joined heterochiral regions. I performed numerical calculations and slow temperature annealing experiments to test for the possibility of homochiral defects, but interestingly, I found such defects to be energetically more costly; the LCLC would add additional domain walls to avoid homochiral defects.

In the second group of experiments, I confined nematic SSY to a cylindrical capillary with planar anchoring. As in the previous experiment where SSY was confined to a capillary with homeotropic anchoring, SSY again spontaneously broke mirror symmetry and adopted an escaped-twisted (ET) director configuration. The ET configuration is distinct from the TER configuration; it involves no splay deformations of the director field. By measuring the twist in the confined ET director field, I found that SSY saddle-splay, the elastic modulus associated with director configurations at the surface, is many times larger relative to the bulk elastic moduli than in typical liquid crystal materials. Saddle-splay, $K_{24}$, is in fact
so much larger that I found it violates the Ericksen inequality, which states $K_{24} < 2K_2$. This experiment set also introduced a new technique to measure the local orientation of the LC director field in 3D by observing fluctuations within the sample. Lastly, I found that the regions of opposite ET handedness meet to form heterochiral point defects. Thus, understanding the effects of surface elasticity on bulk deformation is essential for use of LCLC in applications.

A final and qualitatively different experiment with SSY found that the concentration-dependent phase behavior of SSY produces unusual drying and deposition phenomena when drops of SSY solution evaporate on a substrate. As water evaporates from the drop solution, the increasing concentration leads to phase separation, viscosity, and surface tension gradients that create circular flows in the opposite direction to those normally found in Marangoni eddies created in surfactant solutions. Additionally, the final deposited LCLC material on the slide is different from usual coffee-ring shapes and depends strongly on the evaporation rate and initial concentration of SSY. At faster evaporation rates and higher initial concentration the SSY material deposits tends to form more of a “volcano” shape. Since LCLC forming materials are common among many dyes, drugs, and biological molecules, the patterns created during the drying of SSY are representative of what can happen in a wide range of similar systems.

Recent results, concurrent with my writing of this dissertation, have made strides toward engineering applications of LCLCs by modifying their underlying chemistry [271] and by learning about their anchoring energies on treated surfaces [272]. Applying these new methods to the experiments/systems described in this dissertation could result in exciting new applications or the ability to probe features of LCLC mesophases with greater care. I describe some of these possibilities in the subsections below.

### 6.1.1 Surface Chemistry and Elastic Effects

As mentioned in section 3.5, I have found evidence that surface chemistry can in principle exhibit effects that mimic the saddle-splay elastic term found in the Frank free energy for
nematics. If indeed the surface chemistry modification changes the effective saddle-splay modulus, this phenomena should also be present in thermotropic liquid crystals (TLC) such as 5CB. This ability to chemically alter the effective saddle-splay suggests a new method to control the boundary conditions in all nematic liquid crystals. Typically, controlling director orientation at a surface with planar boundary conditions involves rubbing the interface [272]. Our work indicates that, with the right chemical modification and a slight surface curvature, a preferred orientation for the director could be achieved without surface rubbing. Further, a surface chemistry effect may explain the highly variable measurements of the saddle-splay over the years, even among a single LC species [33]. However, it is difficult to imagine the physical mechanism that would create a local (molecular) chemical effect that can sense a radius of curvature of 100 µm or more. Regardless, I have measured an effective $K_{24}$ and this issue is likely present in other measurements of $K_{24}$ as well.

6.1.2 Origins of Giant Elastic Anisotropy

One of the most striking features of the LCLC nematic phase is their relatively low value of the twist elastic moduli compared to the splay and bend moduli. This unusual feature of both SSY and disodium cromoglycate (DSCG) is responsible for many of the effects observed in this dissertation [20, 21]. An alternative framing of this unusual feature suggests instead that the splay and bend elastic moduli are relatively large. Splay and bend deformations in an LCLC both likely induce some breakage of the mesogens particularly near defects as discussed below in section 6.1.3. The energetic competition between the elastic deformation and breaking of the mesogen molecular stacks could result in higher valued elastic moduli; a complete understanding of these effects would require extending models such as those found in Refs. [273–275].

Perhaps a clue to these phenomena may come from previous studies of discotic liquid crystals, which have found experimentally, numerically and theoretically that in these systems the usual ordering of the elastic moduli is reversed, i.e. $K_2 > K_1 > K_3$ [22–24, 276–278]. In rod-like nematic systems, the twist elastic modulus is typically the smallest of the
moduli, but not to the extent found in LCLCs. Stroobants, Lekkerkerker, and Odijk found that polyelectrolytes and ions in nematic liquid crystals can induce an unusual twisting effects too [279]. Thus, the ionic charges and high ion density in SSY and DSCG solutions may play a role in their unusual elastic properties. One possibility for future experiment would be to design an anionic version of the SSY and DSCG molecules and test their elastic constants. Another option might be to use an ion exchange resin to try to remove some of the excess ions in the nematic phase that are not directly associated with the molecular stacks [221] and then test their elastic constants.

6.1.3 LCLC Mesogen Structure Near Defects

The recent advance in LCLC chemistry by Kularatne et al. [271] provides an opportunity to probe directly at a defect by cross-linking a director configuration in place. For example, a nematic LCLC sample could be prepared, quenched and crosslinked to lock in defects to a bulk system. Then by cutting open the resulting solid with a locked in director field, one could examine the microscopic structure by electron or atomic force microscopy. A similar technique in a thermotropic liquid crystal, combined with scanning electron microscopy, has enabled direct mapping of the director field and its study near defects [280]. Unlike traditional nematic liquid crystals, LCLC mesogens can also fracture and shorten when highly deformed as can happen near topological defects. Understanding the role this phenomena plays in affecting the structure of LCLC director fields in nematics involves higher order terms, in either the Landau-De Gennes or Frank theories, because it would directly couple the order parameter to the typical elastic moduli terms. It may be possible to inspect defect structure by using a fluctuation method similar to that used in section 3.3.1. For instance, near defects in capillaries, I noticed that thermal fluctuations of the birefringence appeared more intense. These fluctuations can be used to measure the local variability in the order parameter, which is also coupled to the birefringence.
6.1.4  LCLC Optical Guiding

Nematic lyotropic chromonic liquid crystals, such as SSY and DSCG, have a negative birefringence, or in other words $\Delta n = n_e - n_o < 0$. For prolate uniaxial nematics, the ordinary index of refraction, $n_o$, is the index of refraction for light with polarization perpendicular to the long axis of the mesogens. In LCLCs, $n_o > n_e$; this means the index of refraction for light polarized along the assembled stacks of molecules is greater than in the plane of the stacks. This characteristic offers an interesting result for the index of refraction gradient in a cylindrical capillary confinement for both homeotropic and planar anchoring scenarios. That is, for light polarized perpendicular to the capillary axis, the twisted escaped radial (TER) configuration and escaped twisted (ET) configuration both have a higher index of refraction at the capillary center than at the capillary boundaries and thus provide a possibility for wave-guiding. Similar liquid crystal systems have been studied before, but the twisted configurations found in capillary confined LCLCs add an interesting twist to this classic problem [281, 282].

6.2  Summary of and Future Experiments with Disordered Colloidal Glasses

The experiments and analysis I performed in soft disordered colloidal glasses set about probing the fundamental question: what is the relationship between structure and dynamics of the constituent particles? I found, via a machine learning algorithm, that the local packing structure of particles (caging) is predictive of those particles’ dynamics, and the relationship between structure and dynamics provides an interesting theoretical insight into the nature of heterogeneous dynamics in glassy materials. The various local caging structures that confine particle movements produced a distribution of activation energies of the confined particles. The energy barriers of these different cages were, in turn, deduced by applying Kramers reaction rate theory to the exponentially distributed residence times that the particles experience within their cages. This apparent relationship between softness
and residence time seems like a promising new direction for identifying the disordered solid equivalent of flow defects in crystalline materials.

### 6.2.1 Bridging Softness and Ensemble Properties in Disordered Colloidal Glasses

Because local structural features can predict residence times and activation heterogeneity, it may be possible to explicitly connect softness to other average properties such as the self-overlap function, mean square displacement, and dynamic heterogeneity ($\chi_4$). In addition to predicting residence times between rearrangements, it may also be possible to predict displacements during rearrangements. These ensemble measures are key tests of many theories of the glass transition that assume homogeneous structure of the underlying particles. Bridging properties of the underlying structural heterogeneity with ensemble measured properties, especially those that can be measured in metallic glasses or other atomic and molecular glasses, would represent a significant advance in understanding the bulk properties of these materials. By tuning the underlying structure’s constituents, the bulk properties could then be tuned in a predictable way.

I also began to examine what local features of particle cages are most predictive of the softness and residence time. I found that the presence of small particles nearby was a major signifier of particle softness and the likelihood of rearrangements. This same feature was apparent in determining the softness of both small and large particles and is most pronounced within the first shell of surrounding particles. Better understanding of the exact features that cause greater softness may assist in selecting particle types and ratios to design disordered solid materials with varying fragility.

It may also be possible to detect aging by measuring the evolution of particle softness values. Particle dynamics in glasses slow over long time scales [283–285], e.g., residence times between rearrangements can grow. Softness and perhaps changes in the softness value between rearrangements may give microscopic clues to the physical processes that result in aging phenomena. There are several possible routes to this in a colloidal system.
For example, colloidal samples, like those in my dissertation, age naturally thus “simply” observing a sample for a very extended period may reveal aging. Alternatively, it may be possible to heat and rapidly quench a sample while recording particle dynamics on a microscope.

6.2.2 Predicting Fracture in Sheared or Thermally Shocked Colloidal Glass

By identifying the softer cages, those with shorter residence times, I may be able to predict flow defects wherein non-affine, plastic, rearrangements will occur in sheared disordered solids. After training an SVM and identifying soft spots in a particle packing, it would be interesting to see if shear as in Ref. [270], or thermal shock as in Ref. [242] induced rearrangements in the softest areas first. These experiments would offer a test of how the presence of structure can determine flow defects in a disordered solid.
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