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I. Introduction

Consumption is clearly an important economic variable as its prominence in literatures spanning macroeconomics, asset pricing, and international economics testifies. In this paper, I empirically examine intertemporal consumption smoothing behavior across a broad group of countries to address some recent issues posed by the intersection of these three literatures. For this purpose, I employ a unique data set that indicates whether residents in a country face an official government restriction. I then ask whether the ex ante consumption movements among restricted countries differ from those of unrestricted countries.

To address this question, I modify the Zeldes (1989) approach of comparing the consumption Euler equations of individuals who are unlikely to be liquidity constrained with those of other individuals. I need to modify the approach because, while Zeldes found that Euler equations were not rejected for the unconstrained individuals, it is well known that Euler equations are rejected using aggregate data.\(^1\) To gauge the degree of liquidity constraints, therefore, I use the practice made popular by Campbell and Mankiw (1989, 1991) (hereafter, CM) of regressing consumption growth on income growth and instrumenting with lagged variables. CM interpret the coefficient on income growth as the proportion of individuals who are liquidity constrained. I begin with this interpretation despite some important caveats. I later provide alternative interpretations that do not depend upon liquidity constraints.

The empirical results are striking. Generally, I find that consumption growth for residents in countries that impose international restrictions have a significantly higher coefficient on income growth than do residents in countries without those restrictions. Thus, a greater proportion of consumers facing international restrictions appear to act as though they are liquidity constrained according to the CM interpretation.

There are at least two reasons why these results are interesting. The primary reason and motivation for this paper comes from recent research in both international finance and business cycle research finding that countries do not optimally share risk. The international finance literature has documented the well-known "home bias" puzzle, the phenomenon that domestic

\(^1\)See Deaton (1992), for example.
residents strongly bias their equity holdings toward domestic stocks foregoing the lower variance and potentially higher returns from a portfolio with more foreign stocks. The international business cycle literature has found a dual puzzle by examining consumption behavior across countries. One explanation proposed for this behavior is that markets are incomplete. Indeed, Lewis (1996) finds empirical evidence that international capital market restrictions affect the equilibrium degree of consumption risk-sharing.

This observation in the international market appears to be somewhat at odds with the prevalent view in the asset pricing literature, however. For example, Heaton and Lucas (1992,1995) and Telmer (1993) show that individuals facing frictions such as transactions costs in one capital market can effectively get around them by transacting in another market. Thus, applying the idea to the international context, one would expect that restrictions in foreign equity acquisitions would have little effect upon equilibrium consumption sharing if international investors have access to international borrowing and lending.

The evidence in this paper may therefore shed some light on this apparent inconsistency. Using the CM interpretation, these results suggest that countries facing restrictions in acquiring foreign stocks are also unable to borrow and lend internationally on the same terms as others. Thus, residents in these countries appear to face frictions in many capital markets at once and, therefore, may be unable to duplicate consumption insurance through other markets.

---

3See for example, French and Poterba (1991), Baxter and Jermann (1995), and the discussion in Lewis (1995).

3In contrast to the standard predictions of complete markets, Backus, Kehoe and Kydland (1992) and others show that consumption growth rates have a lower correlation across countries than output correlations.

4For example, Baxter and Crucini (1995) examine an open economy model in which investors in each countries can only borrow and lend, but cannot acquire shares in eachother's output. Explanations for this puzzle also focus upon non-tradeable goods and leisure, a possibility I consider in Section V. See Stockman and Tesar (1995), Tesar (1993), Devereux, Gregory, and Smith (1992), and Baxter, Jermann, and King (1995).

5This inability to borrow or lend may also arise from domestic credit restrictions. Without a data set on domestic credit restrictions on the broad set of countries examined here, I am unable to identify the international from domestic credit restrictions.
The second main reason why these results are interesting is that they document new evidence on market restrictions and consumption behavior in a growing literature on this subject. While the results in this paper represent the first attempt to statistically test for intertemporal consumption differences across countries, several other studies have examined the informal relationship between capital market frictions and differences in liquidity constraints across countries or over time. Jappelli and Pagano (1989) examine the sensitivity of consumption to income for seven countries. They use credit market variables such as consumer debt and mortgages to argue that the differences in income sensitivity across countries arise from differences in liquidity constraints. In a similar vein, Bayoumi (1993) examines the consumption sensitivity to income in the UK over time and considers whether this time-variation can be attributed to variation in financial market regulations. Relative to this literature, I use a new set of international restrictions measures and introduce a new empirical approach that allows direct testing for differences in "liquidity constraints" across countries.

The plan of the paper is as follows. Section II develops the tests and data to be used in the study. Section III describes the results. Section IV provides other possible explanations for the results. Concluding remarks follow.

II. Testing for Differences in "Liquidity Constraints" Across Internationally Restricted Countries

A large literature has tested the implications of the consumption Euler equation. Furthermore, a number of studies beginning with Zeldes (1989) have tested for differences in the implications of the Euler equations among different groups. In this paper, I follow this tradition by examining the Euler equation differences across groups that are more likely to face capital market restrictions.

This paper differs from the standard literature in several ways, however. First, I test for differences across countries. Second, I employ a unique panel data set of six official restrictions that may potentially proxy for market restrictions. While the data may not even proxy accurately for these restrictions, they allow an original comparison across a broad set of countries and permit the data to speak about whether the restrictions are significant. Third, I develop a new method of testing for differences in Euler equations across countries. Specifically, I interact the capital market
restrictions measures with the Euler equations and test for statistically significant differences across countries. Below, I develop these tests and describe the data.

II.A Intertemporal Substitution and the "Bonds-Only" Assumption in International Macroeconomics

Consider the decision of individuals in a given country of whether to consume today or invest in an asset with a possibly risky return. A standard approach in the international macroeconomics literature is to assume that each country is populated with a representative agent, an assumption I follow below. Then each country’s agent maximizes utility functions $u(C_t^j)$ where $j$ indexes the countries, $j = 1, \ldots, J$ and $C_t^j$ is an aggregate consumption good at time $t$ for this country $j$. Clearly, this problem is completely analogous to the optimal intertemporal consumption decision that has been extensively studied in asset pricing and macroeconomics.\(^4\) Defining the return on any asset as $R_t$, this decision implies the standard Euler equation:

$$E_t[R_t \rho_t^j u'(C_{t+1}^j)/u'(C_t^j)] = 1$$

where $\rho_t^j$ is the discount rate for country $j$.

The intertemporal approach to the current account assumes further that countries have access to a risk-free international real bond market for borrowing and lending.\(^7\) I define the rate on this risk-free bond as $R_t^w$. Assuming consumption growth is log-normally distributed\(^\ddagger\) and conditionally homoscedastic, that utility is isoelastic, $u(C_t^j) = (C_t^j)^{\alpha-1}/(1-\gamma)$, and substituting actual for expected consumption growth, the Euler equation can be rewritten:

$$\Delta c_{t+1}^j = (\frac{1}{2} \sigma_t^2 + (1/\gamma) \ln(\rho_t^j)) + (1/\gamma) \tau_t^w + \epsilon_{t+1}^j.$$  

where lower case letters represent the logarithm of the variables and $\epsilon_{t+1}^j = \Delta c_{t+1}^j - E_t \Delta c_{t+1}^j$.

Euler equations of the form given in (2) have been estimated and tested in standard forms such as the regression:

$$\Delta c_{t+1}^j = \theta_0 + \theta_1 \tau_t^w + \beta X_t^j + \epsilon_{t+1}^j,$$  

\(^4\)For surveys using consumption, see Hall (1990) or Deaton (1992). For an early study exploiting this relationship in empirical asset pricing, see Hansen and Hodrick (1980).

\(^7\)See for example Baxter and Crucini (1995) or Obstfeld and Rogoff (1995).

\(^\ddagger\)Below, I relax the assumption that consumption is conditionally homoscedastic. The basic results for the sensitivity of consumption to income are robust to relaxing this assumption.
where $\theta_j^i = (\frac{1}{2} \gamma a_j^i + (1/\gamma) \ln(p^i))$, a fixed country effect and $\theta_t = (1/\gamma)$, $X_t^j$ is defined as any variable in the time $t$ information set so that under the null hypothesis of intertemporal substitution, $\beta = 0$. Campbell and Mankiw (1989, 1991) treat $X_t^j$ as the logarithm of actual income growth, $\Delta y_{t+1}^i$, instrumented with information in the time $t$ information set. They interpret the coefficient $\beta$ as the share of consumers who are liquidity constrained.

To recall this interpretation, I briefly outline the Campbell-Mankiw story here and refer readers to the original papers for further details. There are two groups of individuals in the economy. The first group is not liquidity constrained and therefore follow equation (2). The second group of individuals cannot borrow or lend and are a so-called "rule-of-thumb" consumers. These individuals consume all of their income so that instead of equation (2), their consumption follows the process:

$$\Delta c_{t+1}^{RoT,j} = \Delta y_{t+1}^j + \epsilon_{t+1}^i$$

(4)

where the superscript "RoT" indexes "rule-of-thumb" consumers and $y_t^j$ is the logarithm of income for $j$ at time $t$. Next, the story assumes that the proportion of "rule-of-thumb" consumers in the economy is constant and equal to $\beta$. Therefore, summing across individuals in the economy to obtain aggregate consumption implies a share-weighted average of equation (2) and (4):

$$\Delta c_{t+1}^i = (1-\beta) [\frac{1}{2} a_j^2 + (1/\gamma) \ln(p^i)] + (1/\gamma) r_t^j + \beta \Delta y_{t+1}^i + \epsilon_{t+1}^i$$

(5)

$$= \theta_j^i + \theta_t r_t^j + \beta X_t^j + \epsilon_{t+1}^i,$$

which has the same form as equation (3) but where now $\beta$ is explicitly the proportion of individuals who are "rule-of-thumb" consumers.

There are at least two problems with this interpretation, however. First, there is no reason to expect that liquidity constrained consumers would consume all of their income according to the

---

9A third problem is that if consumers follow a different "rule-of-thumb" than the assumed one, it is not possible to identify the proportion who follow this rule. For example, if instead of consuming all of income as in (4), they consume a proportion $b$ of their income, then summing across the group of unconstrained and "rule-of-thumb" consumers would imply that (5) is:

$$\Delta c_{t+1}^i = \theta_j^i + \theta_t r_t^j + \beta b \Delta y_{t+1}^i + \epsilon_{t+1}^i,$$

where now the coefficient on income is the product of the proportion of individuals who are "rule-of-thumb" and the "rule-of-thumb" parameter itself, $b$. Thus, the estimate on income will be a product of these two effects that could not be identified separately.
"rule-of-thumb" as in equation (4). Indeed, as Zeldes (1989) has argued, liquidity constrained individuals may have a greater precautionary savings motive during high income periods, since they realize that they will be unable to borrow during low income periods. Therefore, they would not consume all of their income.

Second, although this framework assumes that the proportion $\beta$ of individuals who are "rule-of-thumb" consumers are constant, this proportion would necessarily vary over time if these individuals are always in the "rule-of-thumb" group. Put differently, summing over the growth rate of individuals as done to obtain equation (5) is not the same as the growth rate of the aggregate consumption; i.e., for individual $i$ consumption within an economy, $\Delta \ln(\Sigma C) \neq \Sigma, \Delta \ln(C)$.

Despite these problems with interpretation, I use the Campbell-Mankiw regression approach because it provides a useful summary of the relationships in the data. In particular, these regressions show the responsiveness of consumption growth to predictable income growth. Even if the CM interpretation is not valid, the finding that these responses differ between restricted and unrestricted countries is an interesting empirical result and may have alternative interpretations. As I discuss in Section IV, these alternative explanations include differences in measurement error, habit persistence, non-separabilities between tradeables and non-tradeables, and time-variation in the consumption variances, $\sigma^2_i$.

II.B Structure of the Tests

Zeldes (1989) shows how rejections of the hypothesis that $\beta = 0$ may provide evidence about liquidity constraints. When individuals are liquidity constrained, then the left-hand side of equation (13) will have an additional variable that reflects the shadow value of the restriction. He provides a test that segments the sample into two groups based upon whether they are likely to be constrained.\footnote{Zeldes used household data splitting the sample based upon the wealth of the household. Jappelli, Pischke, and Souleles (1995) use more direct information on borrowing constraints using two different data sets to model the split endogenously.}

In the international context, I consider a decomposition based upon whether residents of individual countries face governmental restrictions for international trade during the period or not.
For this purpose, I define:

\[ D(j,t) = \begin{cases} 1 & \text{if country } j \text{ is restricted at time } t \\ 0 & \text{if country } j \text{ is not restricted at time } t \end{cases} \]

I then consider estimates of the form:

\[ \Delta c_{t+1} = \theta_d + \theta_b(t) + \beta^R D(j,t) \Delta y_{t+1} + \beta^U (1 - D(j,t)) \Delta y_{t+1} + \epsilon_{t+1} \quad (6) \]

where \( \theta_b(t) \) is a common fixed time effect across countries at time \( t \) and thus captures all variables fixed at time \( t \), including \( \theta_1 r_t^* \). Also, the superscripts \( R \) refer to restricted and \( U \) refer to unrestricted. Under the CM interpretation of \( \beta \), a restricted country may be expected to have a higher share of liquidity constrained consumers: \( \beta^R > \beta^U \). Interestingly, I find this basic pattern in the results below.

II.C The Data

An ideal data set to examine the effects of capital market restrictions across countries would provide direct measures of the effective degree of credit controls across countries. Even such an ideal data set would share the problem faced by other studies in the consumption literature that these measures are likely to be endogenous.\(^\text{11}\)

Unfortunately, the available data for market restrictions measures across a broad set of countries are much more crude. In this study, I examine the variables from the International Monetary Fund’s Exchange Restrictions and Exchange Arrangements. This annual report summarizes the international market restrictions imposed by each country and provides a series of dummy variables for whether the country had a particular restriction in the year. The classifications of these restrictions are in some cases rather unspecific and need not have anything to do with credit market conditions. However, as the literature on financial repression suggests, countries with

\(^{11}\)For example, while studies such as Jappelli and Pagano (1989) and Ludvigson (1995) examine the debt levels to determine potential credit tightness, it is not clear whether high debt indicates an economy or household with a higher or lower likelihood of liquidity constraints. That is, high debt may mean a country is nearer a hard constraint, but it may also mean that the country is particularly credit-worthy.
international restrictions are also likely to have regulations in internal credit markets.\footnote{Financial repression occurs when governments restrict international capital markets to provide a larger domestic tax base and greater latitude for domestic credit market regulations. See, for instance, Giovannini and De Melo (1993). Also, for recent descriptions of the effects of liberalization or stabilization policies on domestic internal markets, see Folkerts-Landau and Ito (1995) and Rebelo and Vegh (1995).}

Of course, whether these various restrictions affect the ability of individuals to intertemporally consumption smooth is unknown \textit{a priori}. For this reason, I retain an agnostic approach. I use all of the available restrictions measures and simply ask the data whether the measures of restrictions affect the consumption smoothing behavior.

Thus, I examine the six measures of restrictions provided by the annual report from 1967 to 1992.\footnote{The annual report actually contains two additional series. The first series indicates whether a country was in interest arrears over the year. An earlier version of this paper provided evidence using this measure which suggested that countries with interest arrears exhibited significantly different consumption smoothing behavior, consistent with the findings in this paper. However, the data set only begins in 1986 and since the sample period is short, the interest arrears series was omitted in this version. The second series was a "Bilateral Payments Arrangements" measure that is quite similar to the one used in this paper and was therefore omitted to conserve space.} Table 1 provides the average over the sample period of the number of countries restricted according to these measures broken down by continents and the Group of Seven (G-7).\footnote{The G-7 are: the United States, Germany, Japan, the United Kingdom, Italy, France, and Canada.} The table lists the measures roughly corresponding to those that affect the largest number of countries moving from left to right.

The first and broadest measure is called "Restrictions for payments on capital transactions" in the report, referred to here as "Capital Market" for short. Since this restriction is considered in place when there is any governmental restriction on international capital movements, it is quite general and combines countries with extremely tight capital market restrictions with others that have weaker restrictions. For example, in 1990, both Algeria and Greece were classified as restricted according to this measure.\footnote{The data appendix to Lewis (1996) describes these two cases in more detail.} However, the summary description of Algeria indicates that it was extremely difficult to move capital in and out of the country at all, while for Greece the restriction...
required domestic firms who wanted to borrow in foreign currency to have debt contracts with maturity of at least six months. Clearly, the cases of these countries represent a rather wide range of capital market restrictions.

The second column reports on "Restrictions for payments on current account transactions." As with the "Capital Market" restriction measure, the "Current Account" restriction measure covers a large number of restrictions. In this case, however, the restrictions affect the international trade in goods and services as opposed to capital transactions. Table 1 shows that a large proportion of countries across continents are also affected by these measures.

The third column summarizes the continental break-down of "Export Taxes" by group. This measure indicates whether a country imposes a tax on exporters in the form of requiring export proceeds to be repatriated or surrendered.

The evolution of these first three measures over time are given in Figure 1. This figure shows that the proportions of all countries facing these types of restrictions are quite high, particularly for the "Capital Market" and "Export Taxes" measures. Furthermore, the proportion of countries facing these restrictions have declined only slightly over time. While this fact may appear inconsistent with the conventional wisdom that goods and capital markets have liberalized over time, it is important to recognize that this figure only shows the proportion of countries restricted and does not measure the degree of restriction. Therefore, these measures may miss finer distinctions in the effectiveness of restrictions.

By contrast, the remaining three restrictions are somewhat finer measures that cover fewer of the world's countries. Table 1 shows that the proportion of countries affected by these measures tend to be smaller. Two measures concern import transactions and are given in columns 4 and 5. "Import Taxes" indicate countries that require importers to pay surcharges, while "Advance Import Deposits" imply that importers must post a deposit with the government.

The final measure is called "Bilateral Payments." This measure signifies whether a country has arrangements for payments with other countries in non-market form such as barter. Since market transactions in internationally traded currencies are typically considered more efficient means of capital movements, bilateral payments arrangements are usually set up as a "second best"
solution. Many of these countries do not have convertible currencies, for instance.

Figure 2 illustrates how the proportion of countries affected by these three measures have evolved over time. "Bilateral Payments" show the most marked decline over time, beginning the sample at nearly 50% of the countries and declining to only 4%. The practice of requiring "Import Deposits" has also declined across countries over time. However, the proportion of countries with some "Import Taxes" increased in the late seventies before falling somewhat in the 1990s.

For consumption and output data, I follow the international consumption risk sharing literature in using the Summers and Heston (1991) data set. The countries in this group are listed in the data appendix. In the Penn World Tables, version 5.6 which updates the data through 1992. The consumption and output are in 1985 per capita real terms. Figures 3 and 4 plot the consumption growth rates against the output growth rates averaged, respectively, over time for each country and over country for each year. The figures show a strong positive association between consumption growth and output growth.

For the nominal world interest rate, I use the dollar London interbank offer rate (LIBOR) from the Bank of England Quarterly Statistics. This rate is adjusted for price level changes using the Penn World Tables as described below and in the appendix.

III. The Empirical Results

I now describe the results from estimating the Euler equations segmenting the countries according to the restrictions measures. I begin by describing some of the econometrics issues in the panel data estimation. I then turn to the results. Finally, I allow countries to face different real international interest rates. Interestingly, the basic results hold in all of these cases: the consumption growth rates in the restricted countries have a higher covariation with output growth.

16 Obstfeld (1994a, 1994b) and Tesar (1995) use these data, for example, dropping countries with data below a given quality, a practice followed here.

17 In Lewis (1996), I test for the effects of non-separabilities on cross-sectional risk sharing using observations for different groups of countries at five year intervals. However, intertemporal substitution requires observations for a given country for at least three consecutive periods to provide a current and lagged growth rate of consumption. At most two countries that faced restrictions had three consecutive observations. Clearly, two data points for the restricted group are insufficient for empirical testing.
than do the unrestricted countries.

III.A. Econometric Issues

The data set includes observations for 72 countries over 27 years. Thus, the number of countries, J, equals 72 and the number of years, defined below as T, is 27. Since some countries have missing values for certain years, the total number of observations are 1762. Due to the cross-sectional as well as time series dimension of the data set, the error terms are likely to be correlated both over time and across countries. To see how, consider the estimation equation (6), restated here for convenience.

\[ \Delta c_{i,t} = \theta_{0} + \theta_{1}(t) + \beta^{x} D(j,t) \Delta y_{i,t} + \beta^{u} (1 - D(j,t)) \Delta y_{i,1} + \epsilon_{i,t} \]  

(6)

Since aggregate consumption for individual countries tends to be serially correlated, it is likely that \( E(\epsilon_{i,t} \epsilon_{i,t}) \neq 0 \) for \( i = 1, 2, \ldots, q \), where \( q \) is some maximum lag of autocorrelation. In addition, since countries may face similar shocks in a given year, it is likely that \( E(\epsilon_{i,t} \epsilon_{i,t}) \neq 0 \) for \( j \neq t \). Therefore, I allow for both possibilities in the estimation results.

In particular, I use a GMM estimator that allows for an MA(q) error process for each country and contemporaneous correlation in the error terms across countries. This estimator is the same as in Attanasio and Weber (1995), but it allows for higher order moving average processes. To see the form of the estimator, I define the stacked estimation equation (6) as: \( C = X \delta + \epsilon \), where \( C \) is the JT x 1 vector of stacked consumption growth rates, \( X \) is the JT x K matrix of stacked explanatory variables, \( \delta \) is the K x 1 parameter vector, and \( \epsilon \) is the residual vector. Finally, let \( Z \) be the stacked JT x H instrumental variables matrix, where \( H \) is the number of instruments, and assume that the second moments of the error process converge to a positive definite matrix, \( \Omega \). Then, the estimator for \( \delta \) is given by:

\[ \delta = [Z'Z(Z'\Omega Z)^{-1}Z'X]'Z'(Z'\Omega Z)^{-1}Z'C \]

(7)

where the variance-covariance matrix of \( \delta \) is:

---

Due to these missing values, the data set is unbalanced as in Attanasio and Weber (1995). For expositional simplicity, I ignore this complication in the description of the estimator in the text. This issue is described in greater detail in the appendix.

Attanasio and Weber (1995) assume an MA(1) error process, while this estimator allows for an MA(q) where q > 0 by incorporating more autocovariance matrices for each country.
\[ \text{Var}(\delta) = [X'Z\Omega Z]'Z'X]. \] (8)

In practice, estimators of these parameters and their variance-covariance matrix require identifying assumptions on the error process, \( \epsilon \), which, in turn impose zero restrictions on the \( \Omega \) matrix. For this purpose, I make two identifying assumptions. First, I assume that: \( \text{E}(\epsilon_i \epsilon_{i, \tau}) = 0 \), for all \( \tau > 0 \). This assumption amounts to a lag length restriction on the error processes. I test for the appropriate lag length, \( q \), using the Cumby and Huizinga (1992) "l-test" described below.

The second identifying assumption I make follows Attanasio and Weber (1995). I assume that: \( \text{E}(\epsilon_i \epsilon_i') = 0 \) for all \( \tau > 0 \), \( i \neq j \). In other words, the error terms across countries are only correlated contemporaneously. Any time series correlation across countries can be broken down into this contemporaneous correlation plus country-specific autocorrelation.

The appendix provides more details concerning the construction of this estimator.

III.B Empirical Results

Table 2 presents the results of estimating equation (6) using the GMM estimator described above. For instruments, I use the lagged right-hand side variables as well as lagged consumption growth following CM. I interact these instruments with the restrictions dummies so that the first stage regressions in the instrumental variables estimation are not constrained to be the same between restricted and unrestricted countries. Full lists of the instrumental variables are reported at the bottom of this and future tables.

Estimation requires a lag length assumption on the time series error processes, as described above. To get a sense for the appropriate lag length, I conduct a series of Cumby and Huizinga (1992) "l-tests." This test provides a \( \chi^2 \) statistic of the hypothesis that \( \text{E}(\epsilon_i \epsilon_{i, \tau}) = 0 \), for \( \tau > 0 \) for a given country. Panel A reports the results for this test under the assumptions that \( q = 0 \) (white noise), 1, and 2. Since these tests are conducted for 72 countries for each value of \( q \), I report the proportion of countries that reject the hypothesis at the 5% marginal significance level. If the processes are roughly similar, I would expect to reject the hypothesis when the hypothesis is true in approximately 5% of the countries. Thus, as a heuristic rule of thumb, I increase the lag length until roughly 5% or less of the countries reject the hypothesis.

Since the time series dimension is short at only 27 years, this test may suffer from low power
due to the small sample. To examine this possibility, the table also reports the tests for the full sample in the Summers-Heston data set from 1950 to 1992. However, the results do not show substantial differences in the implications for the order of the MA process. In this case, a lag length of $q = 2$ appears conservative.

Panel B reports the estimation results. Strikingly, for all six restrictions measures, $\beta^R > \beta^U$. The last column reports the marginal significance levels for the Wald test of the hypothesis that $\beta^R = \beta^U$. Since the hypothesis implies one linear restriction, the test statistic is distributed as $\chi^2(1)$. As the column shows, the hypothesis is rejected in all cases except for "Bilateral Payments" at low marginal significance levels.

Thus, the evidence suggests that countries facing international restrictions are also likely to have a significantly higher income coefficient. According to the CM interpretation, this finding would suggest a higher proportion of liquidity constrained individuals.

III.C Allowing for Differences in International Interest Rates

The results above treat the international interest rate as the common expected consumption growth rate across countries by imposing fixed time effects. If countries are restricted from borrowing and lending in international markets, however, this interest rate may differ from the rate faced by unrestricted countries. In this section I examine the effects of allowing this rate to differ across countries. I assume that unrestricted countries have access to the U.S. dollar rate in real US terms. This assumption has commonly been used in the international literature on business cycles and the current account.20

When the US inflation rate is uncertain, the real interest rate is not known at time $t$. Assuming that $R_t^\tau$ and consumption growth are joint log-normally distributed, the Euler equation can be rewritten:

$$\Delta c_{t+1} = (\frac{1}{2} \gamma \sigma_j^2 + \frac{1}{2} (1/\gamma) \sigma_{R_j}^2 - \sigma_{R_{\Delta j}} + (1/\gamma) \ln(p^j)) + (1/\gamma) r_t^\tau + \epsilon_{t+1}$$

where now $\epsilon_{t+1} = (\Delta c_{t+1} - E_t \Delta c_{t+1}) + (1/\gamma) (r_t^\tau - E_t r_t^\tau)$, the composite forecast error of consumption growth and the real interest rate. Also, $\sigma_{R_j}^2$ is the variance of the real interest rate and $\sigma_{R_{\Delta j}}$ is the

---

20For example, models in Baxter and Crucini (1995), Clarida (1990), and Obstfeld and Rogoff (1995) assume a world real interest rate.
covariance between the interest rate and consumption growth.

Note that this equation has the same form as equation (6) except that the interpretation of the constant fixed effects changes and the interest rate is given by the international US rate. In other words, this equation can be rewritten in the regression form:

\[ \Delta c_{s,t} = \theta_0^j + \theta_{ij} r^w_t + \beta X_t + \epsilon_{s,t}, \]  

(10)

where now \( \theta_0^j = (1/2) \frac{\gamma}{1} \sigma^2_j + (1/2) \left[ (1/\gamma) \sigma_{Rj}^2 - \sigma_{Rj} + (1/\gamma) \ln(\rho^j) \right] \). I therefore estimate the Euler equation allowing the relationship with the logarithm of the common world interest rates, \( r^w_t \), to vary according to whether countries are restricted or not.

\[ \Delta c_{s,t} = \theta_0^j + \theta_1^R \cdot D(j,t) \cdot r^w_t + \theta_1^U \cdot (1 - D(j,t)) \cdot r^w_t \]

\[ + \beta^R \cdot D(j,t) \cdot \Delta y_{s,t} + \beta^U \cdot (1 - D(j,t)) \cdot \Delta y_{s,t} + \epsilon_{s,t}. \]  

(11)

If the international restrictions are important, the interest rate effects may differ: \( \theta_1^R \neq \theta_1^U \), for \( i = 1, 2 \). When the Euler equation holds so that \( \beta = 0 \), the interest rate coefficient represents the elasticity of intertemporal substitution in consumption. However, empirical consumption studies have typically found this coefficient to be close to zero.\(^{21}\) Also, under the CM interpretation, countries with a higher proportion of liquidity-constrained consumers would suggest the finding that \( \beta^R > \beta^U \).

Table 3 reports the results of estimating equation (11) using the dollar London interbank offer rate (LIBOR) as the world nominal interest rate. This variable represents a known benchmark rate in international bond markets. The rate is adjusted for US inflation using the consumption price index from the Penn World Tables according to: \( r^w_t = \ln \{ (1 + i^m_t) \times (P^US_{t+1}/P^US_t) \} \) where \( i^m_t \) is the dollar LIBOR rate, and \( P^US_t \) is the US price index over the period. Since the ex post real interest rate is not known at time \( t \), I use as instruments the lag of the right-hand side variables for restricted and unrestricted countries: the real interest rate, consumption growth rate, and income growth rate.

In Panel A, I report the results of the "l-tests" for the lag length of the moving average error process. As before, the residuals show evidence of significant autocorrelation both over the sample period and an extended sample period dating back to 1950. A conservative assumption therefore

\(^{21}\)See Hall (1988), for example.
appears to be that the error process is MA(3).

Panel B gives the estimation results. As in domestic studies, the interest rate coefficients, \( \theta^i \), are close to zero, but are also negative, apparently due to a negative correlation between the US price index and the consumption growth rate.\(^{22}\) In all cases but "Bilateral Payments," these interest coefficients for restricted and unrestricted countries are significantly different from each other.

Interestingly, the income coefficients show the same pattern as before. In all cases, either \( \beta^R > \beta^U \) or else the coefficients are insignificantly different as for the broader measures such as "Capital Market" and "Current Account." Generally, these results corroborate those in Table 2, finding that the coefficients for restricted countries exhibit greater income sensitivity.

III.D Allowing for Country-Specific Real Exchange Rate Changes

An important underlying assumption in the estimates above is that the real international interest rate is common to all countries. However, even if international capital markets are open to all countries and the countries face the same nominal interest rate, real interest rates will differ if real exchange rates are not constant over time. Thus, if \( i_i \) is the one-year nominal interest rate in dollars observed at time \( t \), the ex post real interest rate over period \( t \) to \( t+1 \) for country \( j \) is:

\[
R_i^j = (1 + i_i) \left( \frac{S_{i,t}^j}{P_{i,t}^j} \right),
\]

where \( S_{i,t}^j \) is the price of dollars in terms of currency \( j \) and \( P_{i,t}^j \) is the price level of country \( j \) both at time \( t \). Under purchasing power parity, the real exchange rate, \( P_{i,t}^j/(S_{i,t}^j P_{1,t}^j) \), is constant so that the real interest rate is common to all countries as assumed in Table 3. A substantial amount of research has demonstrated that purchasing power parity is rejected, however.\(^{20}\) Therefore, even a common nominal world interest rate may imply substantially different domestic real interest rates.

I therefore test for differences between liquidity constraints among the restricted and unrestricted countries by conditioning on country-specific interest rates in the following way:

\[
\Delta c_{i,t}^j = \theta_0^j + \theta_R^j D(j,t) r_{i,t}^j + \theta_U^j (1 - D(j,t)) r_{i,t}^j + \beta^R D(j,t) \Delta y_i^j + \beta^U (1 - D(j,t)) \Delta y_i^j + \epsilon_{i,t}^j, \tag{13}
\]

\(^{22}\)Omitting the nominal LIBOR rate and running the same estimates on the US inflation rate alone gives a similar negative coefficient. This negative covariation does not show up in domestic studies since cross country relationships are not typically analyzed.

\(^{20}\)For a recent survey, see Froot and Rogoff (1995).
and testing the hypotheses: \( \theta^R_t = \theta^U_t \), \( \beta^R = \beta^U \). For the interest rates, I use the LIBOR rate adjusted by the country-specific consumption price indices in the Penn World Tables. The appendix describes the construction of these series. Since the real interest rate is not known at time \( t \), I use as instruments the lagged real interest rates, lagged income growth rates, and lagged consumption growth rates for restricted and unrestricted countries.

Table 4 reports the results of estimating these equations. Panel A summarizes the "l-test" results, suggesting an MA(3) process as a conservative assumption. Panel B shows the estimates of equation (13). These estimates are strikingly similar to the results using common world interest rates in Table 3, Panel B. All measures but the two broadest restriction measures reject the hypothesis that the parameters are common across restricted and unrestricted countries. The interest rate coefficients are small but negative and, in half the cases, the hypothesis that: \( \theta^U_t = \theta^R_t \) is rejected. Finally, when the income coefficients are significantly different, \( \beta^R > \beta^U \). Overall, the results appear to corroborate and strengthen the evidence in Table 3.

IV. Alternative Explanations

The preceding discussion has treated the positive covariation between expected consumption growth and expected output growth as evidence against intertemporal consumption smoothing. In this section, I examine four alternative explanations for this finding even when the intertemporal consumption Euler equation holds. These explanations are based upon various types of omitted variables that are correlated with income growth. While these explanations are by no means exhaustive, they are among the most often-cited alternative interpretations for Euler equation rejections.

The four explanations I examine are: (1) measurement error in income growth and/or consumption growth, (2) conditional heteroskedasticity in consumption growth, (3) habit persistence, and (4) non-separabilities in utility between traded and non-traded goods or leisure. In the case of heteroskedasticity, I present evidence suggesting that the basic conclusions above are maintained when allowing for time-varying variances.

IV.A. Measurement error

To show how measurement error can explain the above results, I make several simplifying
assumptions. First, I assume that the interest rate is constant and is therefore captured by the constant term. In this case, the estimation equation can be written as in equation (6) where the time effect is now constant. Second, I treat the expected growth rate as observable with error at time $t$, defined as $\phi^i_t = E_t \Delta y_{i,t} + u^i_t$, where $u$ is measurement error. In this case, the estimation equation can be written:

$$\Delta c_{i,t} = \theta_0^i + \beta^R D(j,t) \phi^i_t + \beta^U (1 - D(j,t)) \phi^i_t + \xi_{i,t}^i$$

(6')

where $\xi_{i,t}^i = \epsilon_{i,t}^i + \beta^R D(j,t) u^i_t + \beta^U (1 - D(j,t)) u^i_t$. Third, I consider the effects of running an OLS regression of consumption growth on the observed proxy for expected output growth. Clearly, the actual estimation using instrumental variables is more complicated, but retains the basic features.\footnote{Weak instruments can also introduce biases in $\beta$ as has been noted by Campbell and Mankiw (1990) as well as others. In the present case, lagged variables appear to have significant explanatory power for the right-hand side variables.}

Under these assumptions, the probability limit of $\beta^i$, for $i = R, U$, under perfect consumption smoothing is:\footnote{This result follows for OLS since the information matrix is block diagonal between $\beta^R$ and $\beta^U$.}

$$\text{plim}(\beta^i) = \text{Cov}(\Delta c_{i,t}, \phi^i_t) / \text{Var}(\phi^i_t) = \text{Cov}(\Delta c_{i,t}, u^i_t) / \text{Var}(\phi^i_t)$$

(14)

where the second equality follows since: $\text{Cov}(\Delta c_{i,t}, E_t \Delta y_{i,t}) = 0$. Moreover, with time-aggregation problems, it is likely that the measurement error in expected consumption will be correlated with consumption growth. Thus, even when the Euler equation holds, time-aggregation may lead to the finding that $\beta^i > 0$. Although this discussion focuses upon measurement error in income growth, this correlation is likely to be exacerbated by measurement error in consumption growth as well.

Note that to explain the finding that $\beta^R > \beta^U$, this story suggests that:

$$\text{plim}(\beta^R) = \text{Cov}(\Delta c_{i,t}, \phi^R_t) / \text{Var}(\phi^R_t) > \text{plim}(\beta^U) = \text{Cov}(\Delta c_{i,t}, \phi^U_t) / \text{Var}(\phi^U_t)$$

Thus, the finding would require a higher covariation between measurement error for the restricted countries than the unrestricted countries along with a lower variance of the expected income growth proxy.

There is no immediately apparent reason for this pattern to hold. Note, however, that this pattern could hold if measurement error between consumption and income were correlated and this
measurement error were serially correlated over time for to a greater degree for restricted countries than for unrestricted countries. Without more information about differences in patterns of measurement error, this explanation is difficult to assess.

**IV.B. Conditional heteroskedasticity**

Another potential explanation for finding $\beta \neq 0$ in the above regressions is conditional heteroskedasticity in consumption growth. To see how, assume that consumption growth is conditionally log normal. Replacing the variance in equation (2) with its conditional version gives:

$$\Delta c_{t+1} = \left( \frac{1}{2} \text{Var}(\Delta c_{t+1}) + (1/\gamma) \ln(p_t) \right) + (1/\gamma) \tau_t + \varepsilon_{t+1}.$$  \hspace{1cm} (15)

As noted by Zeldes (1989), covariation between $\sigma^2_t$ and the right-hand side variables such as income growth can bias the regression coefficient, similar to the measurement error problem noted above.\(^{26}\)

One way to examine whether the findings that $\beta^i > 0$ and $\beta^R > \beta^U$ are due to underlying covariation between consumption growth and its variance would be to identify and estimate a variance time series process such as GARCH. However, the relatively short time dimension of the data set precludes estimating these series for each country. Instead, I evaluate the possible effects of time variation in the variance by conditioning consumption growth on a noisy measure of this variance. In particular, I assume that the conditional variance of the consumption process is proportional to the squared ex post residuals plus a forecast error.\(^{27}\) In other words,

$$\text{Var}(\Delta c_{t+1}) = \alpha \varepsilon_{t+1}^2 + \nu_{t+1},$$  \hspace{1cm} (16)

where $\alpha > 0$. I focus upon the more parsimonious case where the interest rate is the common fixed time effect since the results were little affected by using the actual interest rates. Thus, substituting the observed squared residual for the conditional variance in equation (6), the regression equation can be rewritten:

$$\Delta c_{t+1} = \theta_0 + \theta_0(t) + \alpha \varepsilon_{t+1}^2 + \beta^R D(j,t) \Delta y_{t+1} + \beta^U (1 - D(j,t)) \Delta y_{t+1} + \xi_{t+1},$$  \hspace{1cm} (17)

where now $\theta_0 = (1/\gamma) \ln(p_t)$, $\xi_{t+1} = \varepsilon_{t+1} + \nu_{t+1}$, and the squared residual provides a noisy measure

\(^{26}\)More recently, other authors such as Carroll (1996) have noted that the effects of variation in consumption variance can affect precautionary savings, altering the interpretation of $\beta$.

\(^{27}\)See Lewis (1991) for a more detailed description of this approach.
of the variance. Since the \textit{ex post} variance is not known at time \( t \), the estimation must use instruments in the time \( t \) information set. As before, I use the lagged right-hand side variables.

Table 5 reports the results of estimating these equations for the six restrictions measures and assuming an MA(2) error process as in Table 2. I adopt a two step procedure for estimation using the measure of conditional variance. First, I estimate the consumption equations with instrumental variables as in Table 2, saving the residuals. Second, I treat the squared residuals as regressors in equation (17) to provide measures of the conditional variance and re-estimate the equations with instrumental variables. I make no correction for the "generated-regressors" problem created by the first-stage estimation so that the standard errors must be viewed with caution. Nevertheless, conditioning consumption growth on measures of the variance potentially absorbs the variation due to \( \sigma_{it} \). Therefore, if the finding that \( \beta^{u} > \beta^{u} > 0 \) disappears when controlling for the variance, it would seem likely this bias is largely responsible for the result.

Table 5 suggests controlling for this variance does not overturn the basic conclusions, however. The basic pattern of higher coefficients for the restricted countries is preserved. Since the standard errors do not correct for the first-stage regression, technically speaking the hypothesis tests cannot be conducted. However, to get a feel for whether these hypotheses would be rejected based solely upon the second stage regressions, I report these statistics. Interestingly, while the hypothesis that \( \beta^{u} = 0 \) is rejected, the same hypothesis for \( \beta^{u} = 0 \) can be rejected only for two of the finer measures, "Import Taxes" and "Bilateral Payments." Overall, the basic results do not appear to be driven by omitting variation in the consumption variance.

\textit{IV.C. Habit Persistence}

Utility functions with habit persistence can also introduce omitted variables that may be correlated with variables in the lagged information set. Constantinides (1990) and others have argued that the utility from current consumption depends upon how this consumption compares to past consumption levels. To relate this utility function to the estimation above, it is convenient to

\footnote{Dynan (1993) takes a similar approach with household data. She averages over squared quarterly consumption within a year, finding that the precautionary savings effect is small. The basic conclusions in the text are preserved when using squared total consumption instead of squared unexpected consumption.}
use of the form of this utility function specified by Abel (1990):  

\[ u(C_t) = (C_t/C_\tau^*)^{1-\gamma}/(1 - \gamma). \]  

(18)

As Abel explains, \( \eta \) represents the habit persistence parameter where \( \eta = 0 \) implies the standard time-additive iso-elastic utility case.

Substituting this utility function into the Euler equation (1), and taking the logarithm implies:

\[ \Delta c_{t+1} = (\frac{1}{2} \sigma^2 + (1/\gamma) \ln(\rho)) + (1/\gamma) r_{t+1} + (\eta/\gamma) \Delta c_t + \epsilon_{t+1}. \]

(19)

Relating this Euler equation to the estimation equation (6) shows that, if expected income growth is positively correlated with current consumption growth, then we will find \( \beta > 0 \) even when the true \( \beta = 0 \). Thus, habit persistence can explain a non-zero coefficient on expected income growth.

On the other hand, the finding that \( \beta^h > \beta^v \) requires an additional feature beyond habit persistence. For restricted relative to unrestricted countries, either the covariance between expected income growth and lagged consumption must be higher or else the degree of habit persistence, \( \eta \), must be higher.

IV.D. Non-Separabilities in Utility Between Tradeables and Non-Tradeables

Finally, I analyze the potential biases introduced by non-separabilities in utility between tradeables and non-tradeables. In primarily cross-sectional analysis, Lewis (1996) shows that non-separabilities are important for understanding the lack of risk-sharing internationally in the presence of capital market restrictions. Unfortunately, the data set does not include enough time series observations to analyze the significance of non-tradeables in intertemporal consumption smoothing.

Nevertheless, if tradeables and non-tradeables are complements as recent studies have assumed, then a higher expenditure share on non-tradeables by restricted countries would also be consistent with the findings above.  

This share may differ across countries due to factors such as government spending and services. Also, the basic reasoning applies for leisure when labor is

---

\(^{29}\)Abel (1990) introduces a more general utility form that simultaneously allows for habit persistence and "keeping up with the Joneses," a preference for individual consumption levels relative to the aggregate consumption level. In the text, I focus only upon the former effect.

\(^{30}\)See the summary of the literature described in Baxter, Jermann and King (1995), for instance.
immobile internationally.\textsuperscript{31} I sketch out this result below and relegate the details to the appendix. I first treat the aggregate consumption measure as tradeable consumption to illustrate the basic point, and later discuss the implications when aggregate consumption is a composite of both tradeables and non-tradeables.

Assume that instantaneous utility is a function of both tradeable consumption and non-tradeables, defined as $N_j$ for country $j$. Specifically, suppose the form of this utility function is:

$$U(C_i, N_j) = \Psi(C_i, N_j)^{\alpha}/(1-\gamma),$$

(20)

where $\Psi$ is a linearly homogeneous function. A standard assumption in the international business cycle literature is that borrowing in international markets requires payment in terms of the tradeables good. Thus, the Euler equation becomes:

$$E_t[p_t U_t(C_{t+1}, N_{t+1})/U_t(C_t, N_t)] = 1/R_t^w$$

(21)

where $U_t$ is the marginal utility with respect to the tradeable consumption. Furthermore,

$$U_t(C_t, N_t) = \Psi(C_t, N_t)^{\gamma} \Psi_t(C_t, N_t).$$

Then, assuming that tradeables and non-tradeables consumption growth are joint log-normally distributed, the appendix shows that the logarithm of the Euler equation (21) can be written as

$$\Delta C_{t+1} = \theta_0 + \theta_1 r_{t+1} + \alpha E_t \Delta n_{t+1} + \epsilon_{t+1}$$

(22)

where now $\theta_0 = (\sigma_\theta + \ln(p_0)) \theta_1 = (\gamma (1-x_n) + (x_n \xi))^{-1}$, $\sigma_\theta$ is the variance of the growth rate in the marginal utility with respect to tradeables, $x_n$ is the expenditure share on non-tradeables, and $\xi$ is the inverse of the elasticity of substitution between tradeables and non-tradeables.

More importantly, tradeable consumption growth depends upon expected non-tradeables consumption growth according to the parameter $\alpha$ where: $\alpha = (\xi - \gamma)/(\xi + \gamma (1-x_n)x_n^{-1})$. Thus, $\alpha > 0$ as long as $\xi > \gamma$; i.e., as long as tradeables and non-tradeables are net complements. The intuition behind this result is straightforward. If tradeables and non-tradeables are net complements, then lower expected future non-tradeables consumption will increase the marginal utility of future non-tradeables and, hence, tradeables consumption. Therefore, consumers will try to move current tradeables consumption into future periods, inducing a positive relationship

\textsuperscript{31}Baxter and Jermann (1994) show that non-separabilities between consumption and leisure can explain the Campbell and Mankiw (1989, 1991) result even when individuals are not constrained.
between tradeables and non-tradeables consumption growth.

Consider now the implications for the estimation of equation (6) above rewritten here:
\[ \Delta c_{t+1}^i = \theta_i \theta_i (t) \beta^R D(j,t) \Delta y_{t+1}^i + \beta^U (1 - D(j,t)) \Delta y_{t+1}^i + \epsilon_{t+1}^i. \]  
Since non-tradeables consumption and non-tradeables output are equal by definition, then the covariance between expected output growth and expected non-tradeables growth is likely positive: \( \text{Cov}(E_n \Delta y_{t+1}^i, E_n \Delta n_{t+1}^i) > 0. \) As a result, the estimation is likely to find \( \beta^i > 0 \) even in the presence of perfect intertemporal smoothing of tradeables consumption.

Consider next the pattern found above that \( \beta^R > \beta^U. \) Conventional wisdom suggests that developing countries tend to have a higher share of consumption spending on non-tradeables. If developing countries are more likely to face international restrictions, as the evidence in Table 1 suggests, then complementarity between tradeables and non-tradeables would imply this pattern.

To see why, suppose that the covariance between non-tradeables and output are the same between restricted and non-restricted countries. Clearly, even in this case, the coefficients, \( \beta^i \), will differ across restricted and unrestricted countries if the expenditure share on non-tradeables is higher for restricted countries. Specifically, recall that the coefficient on expected non-tradeables growth is: \( \alpha = (\zeta - \gamma)/(\zeta + \gamma(1-x_n)x_n) \) where \( x_n \) is the expenditure share on non-tradeables. By inspection, it is clear that countries with higher non-tradeables expenditures have higher coefficients. Thus, if \( \alpha^R > \alpha^U \), we would expect to find \( \beta^R > \beta^U \), as above.

Of course, the evidence in this paper is based upon aggregate consumption as the regressor, a variable that combines tradeables and non-tradeables. Nevertheless, this analysis suggests the direction of the effect on \( \beta \) from complementarity between tradeables and non-tradeables.

**VI. Concluding Remarks**

This paper has examined the differences in consumption sensitivity to output growth across various measures of international restrictions. Campbell and Mankiw (1989, 1991) have suggested that greater sensitivity of expected consumption to expected output growth may be interpreted as a higher proportion of individuals who are liquidity constrained. While some of the restrictions examined do not necessarily imply capital market restrictions per se, governments who impose restrictions are more likely to impose other types of regulations. Thus, the approach of this paper
has been to let the data speak on whether consumers in countries facing six different international restrictions have significantly different income sensitivities.

Interestingly, the evidence in this paper suggests that these restrictions matter. Specifically, across a broad range of restrictions measures and specifications for the interest rate, the income sensitivity is significantly higher for restricted countries than unrestricted countries. These differences are most pronounced for the restrictions that affect a smaller proportion of the world's countries. Moreover, the relationship remains when allowing for precautionary savings due to time-variation in consumption variances.

The paper also provides an analysis of alternative explanations for the results including differences across restricted and unrestricted countries in: (a) the patterns of measurement error, (b) habit persistence parameters, and/or (c) expenditure shares on tradeables and non-tradeables goods when these goods are complements in utility. Future research should examine whether these alternative explanations are important.

Appendix A: Data Sources and Construction

1. Consumption and Output Data: Following standard practice in the literature, the consumption and income data were taken from the Penn World Tables described in Summers and Heston (1991), updated using the most recent data available in the Mark 5.6 version. Specifically, output is the series RGDPCH "Real GDP per capita in constant dollars" using 1985 as the base year. Consumption is series C, the share of GDP times output. Countries with missing values for a given year are dropped from estimation, including calculation of the fixed time effects. In choosing the countries, I follow Obstfeld (1994a,b) and Tesar (1994) in taking all countries with data quality of C- or better. These are: Argentina, Australia, Austria, Barbados, Belgium, Bangladesh, Bolivia, Botswana, Brazil, Cameroon, Canada, Chile, Colombia, Costa Rica, Cyprus, Denmark, Dominican Republic, Ecuador, El Salvador, Finland, France, Germany, Greece, Guatemala, Honduras, Hong Kong, Hungary, Iceland, India, Indonesia, Iran, Ireland, Israel, Italy, Ivory Coast, Jamaica, Japan, Kenya, Luxembourg, Malaysia, Mexico, Morocco, Netherlands, New Zealand, Norway, Pakistan, Panama, Paraguay, Peru, Philippines, Poland, Portugal, Senegal, Singapore, South Africa, South Korea, Spain, Sri Lanka, Sweden, Switzerland, Syria, Tanzania, Thailand, Trinidad & Tobago,
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Tunisia, Turkey, United Kingdom, United States, Uruguay, Venezuela, Yugoslavia, and Zimbabwe.

2. Interest Data: The world nominal interest rate data are the LIBOR rate from the Bank of England's Quarterly Bulletin. To adjust for inflation, this series is multiplied by the ratio of the \( t+1 \) domestic price at international prices to the same price at time \( t \). This price is calculated by taking the ratio of future consumption at international prices to the 1985 real consumption level.

3. Capital Market Restrictions Data: The data on capital market restrictions are from the summary tables at the end of The Annual Report on Exchange Arrangements and Exchange Restrictions (1967 through 1993). These data equal one if there was a restriction during the year, and a zero otherwise. See the appendix in Lewis (1996) for a more detailed discussion of some of the restrictions measures.

Appendix B: Estimation

As described in the text, the GMM estimator is given by:

\[
\delta = [X'Z(Z'\Omega Z)^{-1}Z'X]^{-1}X'Z(Z'\Omega Z)^{-1}Z'C
\]

(7)

where the variance-covariance matrix of \( \delta \) is:

\[
\text{Var}(\delta) = [X'Z(Z'\Omega Z)^{-1}Z'X]^{-1}.
\]

(8)

This estimation requires an estimate of \( \Omega \). I first estimate the stacked equation: \( C = X \delta + \epsilon \) using instrumental variables, \( Z \), to obtain a consistent estimate of \( \epsilon \). I then follow Attanasio and Weber (1995) by using these residuals to construct an estimate of \( Z'\Omega Z \) according to:

\[
Z'\Omega Z = A_0 + A_1 + A_2
\]

where

\[
A_0 = \sum_{j=1}^{J} B_{\delta_{j}} \sum_{t=1}^{T_{i}} z_{t,j} \epsilon_{t} (\epsilon_{t})^{2}
\]

\[
A_1 = \sum_{r=1}^{R} (1-r/1+q) \sum_{j=1}^{J} B_{\delta_{j}} \sum_{t=r+1}^{T_{i}} z_{t,j} \epsilon_{t} \epsilon_{t,r,j}
\]

\[
A_2 = \sum_{r=1}^{R} \sum_{j=1}^{J} B_{\delta_{j}} \sum_{t=1}^{T_{i}} z_{t,j} \epsilon_{t} \epsilon_{t,r,j}
\]

where \( T_{ij} \) is the number of observations in common for countries \( j \) and \( \ell \), \( \epsilon_{t} \) is defined as the residual for country \( j \) at time \( t \), \( z_{t,j} \) is the Hx1 row vector of instruments of country \( j \) at time \( t \), and
$B_p$ is the inverse of the total number of observations in each subgroup of $j$ and $t$. Note that $A_1$ is the sum over the covariance matrices of the countries using a Newey and West (1987) estimator for autocovariances up to lag $q$, assuming an error process of MA($q$). $A_2$ captures the cross-sectional covariation at time $t$ across countries. As described in Attanasio and Weber (1995), $a$ is an ad hoc weight less than one. The Wald tests in the tables are constructed using the variance-covariance matrix given by (8).

Appendix C: Derivation of Relationship between Tradeables and Non-Tradeables Growth

Recall that the utility function is given by: $U(C^i_t, N^i_t) = \Psi(C^i_t, N^i_t)^{(1-\gamma)/(1-\gamma)}$. Then substituting the marginal utility with respect to tradeables, $U_C(C^i_t, N^i_t) = \Psi(C^i_t, N^i_t)^{\gamma} \Psi_C(C^i_t, N^i_t)$, into the Euler equation (21) gives:

$$E_t[\rho \Psi(C_{t,t+1}^i, N^i_{t+1}^i) \gamma \Psi_C(C_{t,t+1}^i, N^i_{t+1}^i)/\Psi(C^i_t, N^i_t)^{\gamma} \Psi_C(C^i_t, N^i_t)] = 1/R^*_t.$$  \hfill (C1)

Assuming joint log-normality and taking the natural logarithm of (C1) implies:

$$-\gamma E_t[\Delta \ln \Psi(C_{t,t+1}^i, N^i_{t+1}^i) + \Delta \ln \Psi_C(C_{t,t+1}^i, N^i_{t+1}^i)] = -\sigma^2_h - \ln(\rho) - r^*_t.$$ \hfill (C2)

where $\sigma^2_h = \frac{1}{2} \gamma^2 \text{Var}\Delta \Psi + \frac{1}{2} \text{Var}\Delta \Psi_C - \gamma \text{Cov}(\Delta \Psi, \Delta \Psi_C)$. By the linear homogeneity of $\Psi$, the following linear approximations hold:

$$\Delta \ln \Psi(C_{t,t+1}^i, N^i_{t+1}^i) = (1-x_N)\Delta C_{t+1}^i + x_N \Delta N_{t+1}^i$$ \hfill (C3)

and

$$\Delta \ln \Psi_C(C_{t,t+1}^i, N^i_{t+1}^i) = -x_N \xi (\Delta C_{t+1}^i - \Delta N_{t+1}^i)$$ \hfill (C4)

where $\xi$ is the inverse of the elasticity of substitution between tradeables and nontradeables consumption growth. Substituting (C3) and (C4) into (C2) and actual for expected $\Delta C_{t+1}$, yields equation (22) in the text.
References

Abel, A. B., 1990, Asset prices under habit formation and catching up with the Joneses, American Economic Review 80, 38-42.


Heaton, J. and D. Lucas, 1992, Evaluating the effects of incomplete markets on risk sharing and asset pricing, Alfred P. Sloan School of Management working paper No. 3491-92-EFA.


Holland: Amsterdam).
Tesar, L., 1995, Evaluating the gains from international risk-sharing, Carnegie Rochester Conferences on Public Policy 42, 95-144.
Figure 3: Plot of Average Consumption and Output Growth for Country for 1967-1992
<table>
<thead>
<tr>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
<th>Continents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oceanian</td>
<td>European</td>
<td>Asian</td>
<td>South American</td>
<td>North &amp; Central American</td>
<td>African</td>
<td>Continents:</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>0.37</td>
<td>0.37</td>
<td>0.08</td>
<td>0.09</td>
<td>0.97</td>
<td>0.08</td>
<td>0.05</td>
</tr>
</tbody>
</table>

### Table 1

Average Restrictions over the Sample Period by World Group

<table>
<thead>
<tr>
<th>Group</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(6)</td>
<td>(5)</td>
<td>(4)</td>
<td>(3)</td>
<td>(2)</td>
</tr>
</tbody>
</table>

Differential Requirements Deposit Import Import Export Current Capital Market Account Taxes Taxes Deposits

| (6) | (5) | (4) | (3) | (2) | (1) |
Table 2

$L$-Tests and Consumption Euler Equations with Common World Interest Rates

\[
\Delta c_{t+1} = \theta_0 + \theta_0(t) + \beta^R D(j,t) \Delta y_{t+1}^j + \beta^U (1-D(j,t)) \Delta y_{t+1}^j + \epsilon_{t+1}
\]

A. $L$-Tests of Hypothesis that $\epsilon_{t}$ is MA($q$)

<table>
<thead>
<tr>
<th>Sample Period</th>
<th>$q = 0$</th>
<th>$q = 1$</th>
<th>$q = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967–1992</td>
<td>.64</td>
<td>.04</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>(46)</td>
<td>(3)</td>
<td>(3)</td>
</tr>
<tr>
<td>1950–1992</td>
<td>.69</td>
<td>.07</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>(50)</td>
<td>(5)</td>
<td>(3)</td>
</tr>
</tbody>
</table>

B. Consumption Euler Equation Estimates

\[\begin{array}{l|ll|ll}
\text{Restriction} & \beta^R & \beta^U & \text{Marginal Significance Level} & H_0: \beta^R = \beta^U \\
\hline
\text{Capital Market} & .853** & -.094 & \text{<.001} \\
& (.054) & (.080) & \\
\text{Current Account} & .573** & .408** & \text{.045} \\
& (.050) & (.062) & \\
\text{Export Taxes} & 1.053** & .267** & \text{<.001} \\
& (.136) & (.049) & \\
\text{Import Taxes} & .940** & .615** & \text{<.001} \\
& (.044) & (.048) & \\
\text{Import Deposit Requirements} & 1.076** & .004 & \text{<.001} \\
& (.045) & (.072) & \\
\text{Bilateral Payments} & .504** & .457** & .577 \\
& (.068) & (.050) & \\
\end{array}\]

Notes: $L$-Tests are the tests from Cumby and Huizinga (1992) of the null hypothesis that the error term follows an MA($q$) process. Panel A reports the proportion of the 72 countries for which the hypothesis is rejected at the 5% marginal significance level in favor of the hypothesis of a non-zero MA coefficient for one or more of the next 3 lags. The number of countries with rejections are given in parentheses. Panel B provides instrumental variables estimates and standard errors in parentheses allowing for contemporaneous correlation across countries and an MA(2) error process over time for each country. Instruments are lags of restricted output growth, unrestricted output growth, restricted consumption growth, and unrestricted consumption growth. The final column reports the marginal significance levels of a Wald test that $\beta^R = \beta^U$ and is distributed as $\chi^2(1)$.

**Significantly different from zero at the 95% confidence level.
Table 3

$L$-Tests and Consumption Euler Equations with U.S. World Interest Rates

\[
\Delta c_{t+1}^j = \theta_0^j + \theta_1^j D(j, t) r_t^w + \theta_2^j (1-D(j, t)) r_t^w + \beta^R D(j, t) \Delta y_{t+1}^j + \beta^U (1-D(j, t)) \Delta y_{t+1}^j + \epsilon_{t+1}^j
\]

A. $L$-Tests of Hypothesis that $\epsilon_t^j$ is MA($q$)

<table>
<thead>
<tr>
<th>Sample Period</th>
<th>$q = 0$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967–1992</td>
<td>.65</td>
<td>.13</td>
<td>.06</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>(47)</td>
<td>(9)</td>
<td>(4)</td>
<td>(3)</td>
</tr>
<tr>
<td>1950–1992</td>
<td>.61</td>
<td>.08</td>
<td>.01</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>(44)</td>
<td>(6)</td>
<td>(1)</td>
<td>(4)</td>
</tr>
</tbody>
</table>

B. Consumption Euler Equation Estimates

<table>
<thead>
<tr>
<th>Restriction</th>
<th>$\theta_1^R$</th>
<th>$\theta_1^U$</th>
<th>$\beta_1^R$</th>
<th>$\beta_1^U$</th>
<th>$H_0$: $\theta_1^R = \theta_1^U$</th>
<th>$H_0$: $\beta_1^R = \beta_1^U$</th>
<th>Marginal Significance Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital Market</td>
<td>-.035</td>
<td>-.107**</td>
<td>.604**</td>
<td>.601**</td>
<td>.013</td>
<td>.004</td>
<td>.973</td>
</tr>
<tr>
<td></td>
<td>(.021)</td>
<td>(.012)</td>
<td>(.043)</td>
<td>(.042)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current Account</td>
<td>-.044**</td>
<td>-.123**</td>
<td>.636**</td>
<td>.598**</td>
<td>.011</td>
<td>.003</td>
<td>.518</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.013)</td>
<td>(.047)</td>
<td>(.037)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export Taxes</td>
<td>-.016</td>
<td>-.144**</td>
<td>1.049**</td>
<td>.320**</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.016)</td>
<td>(.015)</td>
<td>(.047)</td>
<td>(.037)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Import Taxes</td>
<td>-.029*</td>
<td>-.103**</td>
<td>.872**</td>
<td>.289**</td>
<td>&lt;.001</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.015)</td>
<td>(.034)</td>
<td>(.048)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Import Deposit</td>
<td>-.073**</td>
<td>.036**</td>
<td>.941**</td>
<td>.662**</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Requirements</td>
<td>(.013)</td>
<td>(.018)</td>
<td>(.033)</td>
<td>(.033)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bilateral Payments</td>
<td>-.058**</td>
<td>-.086**</td>
<td>.799**</td>
<td>.599**</td>
<td>.001</td>
<td>.187</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.018)</td>
<td>(.011)</td>
<td>(.037)</td>
<td>(.039)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: $L$-Tests are the tests from Cumby and Huizinga (1992) of the null hypothesis that the error term follows an MA($q$) process. Panel A reports the proportion of the 72 countries for which the hypothesis is rejected at the 5% marginal significance level in favor of the hypothesis of a non-zero MA coefficient for one or more of the next 3 lags. The number of countries with rejections are given in parentheses. Panel B provides instrumental variables estimates and standard errors in parentheses allowing for contemporaneous correlation across countries and an MA(3) error process over time for each country. Instruments are lags of restricted output growth, unrestricted output growth, restricted consumption growth, unrestricted consumption growth, the restricted U.S. real rate and the unrestricted U.S. real rate. The final three columns report the marginal significance levels of Wald tests that alternatively, $\theta_1^R = \theta_1^U$ and $\theta_1^R = \theta_1^U$, and $\beta_1^R = \beta_1^U$ and are distributed as $\chi^2(2)$, $\chi^2(1)$, and $\chi^2(1)$, respectively.

**Significantly different from zero at the 95% confidence level.

*Significantly different from zero at the 90% confidence level.
### Table 4

*L*-Tests and Consumption Euler Equations with Time-Varying World Interest Rates
Differing by Real Exchange Rates

\[
\Delta c_{i+1}^j = \theta_0^j + \theta_1^R D(j, t) r_t^j + \theta_1^U (1 - D(j, t)) r_t^j + \beta^R D(j, t) \Delta y_{i-1}^j + \beta^U (1 - D(j, t)) \Delta y_{i+1}^j + \epsilon_{i+1}^j
\]

A. *L*-Tests of Hypothesis that \( c_i^j \) is MA(\( q \))

<table>
<thead>
<tr>
<th>Sample Period</th>
<th>( q = )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967–1992</td>
<td>.63</td>
<td>.10</td>
<td>.03</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(45)</td>
<td>(7)</td>
<td>(2)</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>1950–1992</td>
<td>.64</td>
<td>.13</td>
<td>.08</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(46)</td>
<td>(9)</td>
<td>(6)</td>
<td>(3)</td>
<td></td>
</tr>
</tbody>
</table>

B. Consumption Euler Equation Estimates

<table>
<thead>
<tr>
<th>Restriction</th>
<th>( \theta_1^R )</th>
<th>( \theta_1^U )</th>
<th>( \beta^R )</th>
<th>( \beta^U )</th>
<th>( \beta^R = \beta^U )</th>
<th>( \theta_1^R = \theta_1^U )</th>
<th>( \theta_1^R = \beta^U )</th>
<th>( \beta^R = \beta^U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital Market</td>
<td>−.024</td>
<td>−.069**</td>
<td>.606**</td>
<td>.628**</td>
<td>.140</td>
<td>.056</td>
<td>.722</td>
<td>.391</td>
</tr>
<tr>
<td></td>
<td>(.020)</td>
<td>(.012)</td>
<td>(.020)</td>
<td>(.012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current Account</td>
<td>−.052**</td>
<td>−.074**</td>
<td>.633**</td>
<td>.524**</td>
<td>.690</td>
<td>.391</td>
<td>.891</td>
<td>.914</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.012)</td>
<td>(.047)</td>
<td>(.036)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export Taxes</td>
<td>−.023</td>
<td>−.095**</td>
<td>1.044**</td>
<td>.354**</td>
<td>&lt;.001</td>
<td>.002</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.016)</td>
<td>(.015)</td>
<td>(.034)</td>
<td>(.048)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Import Taxes</td>
<td>−.024</td>
<td>−.026**</td>
<td>.874**</td>
<td>.318**</td>
<td>&lt;.001</td>
<td>.914</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.016)</td>
<td>(.013)</td>
<td>(.037)</td>
<td>(.049)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Import Deposit Requirements</td>
<td>−.062</td>
<td>.054</td>
<td>.941**</td>
<td>.667**</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.016)</td>
<td>(.033)</td>
<td>(.032)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bilateral Payments</td>
<td>−.055**</td>
<td>−.046**</td>
<td>.798**</td>
<td>.622**</td>
<td>.002</td>
<td>.686</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.019)</td>
<td>(.011)</td>
<td>(.037)</td>
<td>(.039)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- *L*-Tests are the tests from Cumby and Huizinga (1992) of the null hypothesis that the error term follows an MA(\( q \)) process. Panel A reports the proportion of the 72 countries for which the hypothesis is rejected at the 5% marginal significance level in favor of the hypothesis of a non-zero MA coefficient for one or more of the next 3 lags. The number of countries with rejections are given in parentheses. Panel B provides instrumental variables estimates and standard errors in parentheses allowing for contemporaneous correlation across countries and an MA(3) error process over time for each country. Instruments are lags of restricted output growth, unrestricted output growth, restricted consumption growth, unrestricted consumption growth, the restricted own rate and the unrestricted own real rate. The final three columns report the marginal significance levels of Wald tests that alternatively, \( \theta_1^R = \theta_1^U \) and \( \beta^R = \beta^U \), \( \theta_1^R = \theta_1^U \), and \( \beta^R = \beta^U \) and are distributed as \( \chi^2(2) \), \( \chi^2(1) \), and \( \chi^2(1) \), respectively.
- **Significantly different from zero at the 95% confidence level.
- *Significantly different from zero at the 90% confidence level.
Table 5

Consumption Euler Equations with Time-Varying Variances

\[ \Delta c_{t+1} = \theta_0 + \theta_0(t) + \alpha \sigma_t^j + \beta^R D(j, t) \Delta y_t^j + \beta^U (1-D(j, t)) \Delta y_t^j + \epsilon_{t+1} \]

<table>
<thead>
<tr>
<th>Restriction</th>
<th>( \alpha )</th>
<th>( \beta^R )</th>
<th>( \beta^U )</th>
<th>Marginal Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital Market</td>
<td>9.009</td>
<td>1.306**</td>
<td>-.218</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(1.036)</td>
<td>(.123)</td>
<td>(.174)</td>
<td></td>
</tr>
<tr>
<td>Current Account</td>
<td>6.406</td>
<td>.886**</td>
<td>.009</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(1.169)</td>
<td>(.103)</td>
<td>(.178)</td>
<td></td>
</tr>
<tr>
<td>Export Taxes</td>
<td>5.253</td>
<td>1.220**</td>
<td>.059</td>
<td>.016</td>
</tr>
<tr>
<td></td>
<td>(1.245)</td>
<td>(.454)</td>
<td>(.142)</td>
<td></td>
</tr>
<tr>
<td>Import Taxes</td>
<td>8.890</td>
<td>1.405**</td>
<td>.924**</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(.448)</td>
<td>(.067)</td>
<td>(.059)</td>
<td></td>
</tr>
<tr>
<td>Import Deposit</td>
<td>8.723</td>
<td>.817**</td>
<td>-.074</td>
<td>.001</td>
</tr>
<tr>
<td>Requirements</td>
<td>(1.275)</td>
<td>(.102)</td>
<td>(.187)</td>
<td></td>
</tr>
<tr>
<td>Bilateral Payments</td>
<td>3.932</td>
<td>.894**</td>
<td>.330**</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(.517)</td>
<td>(.093)</td>
<td>(.112)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: L-Tests are the tests from Cumby and Huizinga (1992) of the null hypothesis that the error term follows an MA(\(q\)) process. The table provides instrumental variables estimates and standard errors in parentheses allowing for contemporaneous correlation across countries and an MA(2) error process over time for each country. Instruments are lags of restricted output growth, unrestricted output growth, restricted consumption growth, and unrestricted consumption growth. The final column reports the marginal significance levels of a Wald test that \( \beta^R = \beta^U \) and is distributed as \( \chi^2(1) \). Standard errors under \( \alpha \) do not correct for the generated regressors problem and therefore likely understate the true variance of the estimate.

**Significantly different from zero at the 95% confidence level.