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Attractive van der Waals–London dispersion interactions between two half crystals arise from local physical property gradients within the interface layer separating the crystals. Hamaker coefficients and London dispersion energies were quantitatively determined for Σ 5 and near-Σ 13 grain boundaries in SrTiO 3 by analysis of spatially resolved valence electron energy-loss spectroscopy (VEELS) data. From the experimental data, local complex dielectric functions were determined, from which optical properties can be locally analyzed. Both local electronic structures and optical properties revealed gradients within the grain boundary cores of both investigated interfaces. The results show that even in the presence of atomically structured grain boundary cores with widths of less than 1 nm, optical properties have to be represented with gradual changes across the grain boundary structures to quantitatively reproduce accurate van der Waals–London dispersion interactions. London dispersion energies of the order of 10% of the apparent interface energies of SrTiO 3 were observed, demonstrating their significance in the grain boundary formation process. The application of different models to represent optical property gradients shows that long-range van der Waals–London dispersion interactions scale significantly with local, i.e., atomic length scale property variations.
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I. INTRODUCTION

Most materials used for technological applications are polycrystalline. Their macroscopic properties are significantly influenced by the material’s microstructure, especially by boundaries separating grains. General grain boundaries often consist of partially ordered, disordered, or even amorphous intergranular films whose composition can differ significantly from that within the adjacent grains due to, e.g., segregation effects. For this study we chose SrTiO 3 as a model system for a functional ceramic that crystallizes into the cubic perovskite structure at room temperature. Polycrystalline perovskites have a wide range of applications, such as oxygen ion conductors in sensors, diverse electronic devices as varistors, piezoelectric materials in actuators, dielectric materials in capacitors, and as substrate for thin film growth of high T c superconductors. Examples where the macroscopic properties of these materials depend critically on the structural variations are high toughness, reduced ionic conductivity, diminished creep resistance, tunable electrical conductivity, decreased thermal conductivity, and enhanced sintering behavior. The reason for this dominance is that interfaces inherently contain a concentration of defects and dopants far in excess of the equilibrium distribution in the bulk of the material. This excess of defects results in the interface having a different atomic arrangement and consequently, different properties from the bulk. In addition, interfaces can serve as a source or sink of extrinsic segregant and dopant atoms that produce compositional variations at interfaces in addition to their structural variations.

In this study, we have used valence electron energy-loss spectroscopy (VEELS) in a scanning transmission electron microscope (STEM) (Refs. 25–32) to analyze the electronic band structure and the interband transition spectrum of a Σ 5 and a near-Σ 13 grain boundary in SrTiO 3. Interband transitions are analyzed quantitatively based on ab initio calculated densities of states. Observed gradients in the interband transition strength for both grain boundary structures directly lead to locally modified optical properties within and close to the grain boundary cores and therefore to the appearance of appreciable van der Waals–London dispersion forces at the grain boundaries. The role of such long range interactions, which are a direct manifestation of quantum electrodynamic effects, has become a topic of critical interest in interface sciences. In this work we determine the van der Waals–London dispersion interactions using a new multilayer gradient method to represent more accurately gradual changes in the optical properties across the corresponding grain boundary cores. This directly leads to the determination of Hamaker coefficients. The magnitude of the attractive van der Waals–London dispersion force between two grains is expected to be very low for a dense, atomically abrupt interface like in the Σ 5 case, while for a boundary such as the nΣ 13, the range of van der Waals–London dispersion forces can be appreciable and may play a role in the determination of equilibrium grain boundary thickness. These thermodynamic forces may drive segregation or depletion of the boundary as well as determine the adhesion strength of the interface.
II. EXPERIMENTAL DETAILS

Two symmetrical tilt grain boundaries in SrTiO₃ with a \( \Sigma=5 \) (310) \( \theta=36.87^\circ \) and a near \( \Sigma=13 \) (310) \( \theta=24^\circ \) orientation relationship, each formed by diffusion bonding of (0.14 wt. \%) Fe doped SrTiO₃ single crystals, were prepared for cross-sectional TEM investigations following techniques described by Strecker et al. The bicrystals were cut, ground, dimpled, polished, and afterwards ion-beam thinned using 6 keV Ar⁺ ions in a Gatan DUOMILL600 with an inclination angle of 12°. After perforation of the specimens, ion milling was continued at 3 keV in order to remove most of damage layers done to the specimen surfaces. VEELS measurements were performed using a Gatan parallel electron energy-loss spectrometer (PEELS) attached to the Stuttgart VG Microscopes HB501 UX dedicated STEM. The beam current was reduced to less than 1 nA in order to improve the energy resolution to better than 0.6 eV, measured by the full width at half maximum of the zero-loss peak. The electron probe size was about 0.5 nm.

Spectra were acquired using an energy dispersion of 0.1 eV/channel to record spectra up to energy-losses at higher than 90 eV. The convergence semiangle was chosen equal to the collection semiangle, which was given to 6.5 mrad by the 2 mm PEELS entrance aperture. One hundred single spectra were acquired as line scans by scanning the electron probe perpendicular across the interface with lengths between 12.5 and 40 nm. Therefore, the spatial separation of two adjacent spectra is between 0.125 and 0.4 nm. Although probe sizes used are in the range of 0.4–0.6 nm, this setup provides the determination of very local changes within the acquired spectra.

In order to decrease contamination effects in the STEM, the specimens were heat treated in the airlock of the microscope at approximately 100 °C for about 20 min. By this procedure, carbon contamination effects during electron irradiation could be significantly reduced. Specimen thicknesses ranged from 1.5 to 2.5 multiples of inelastic mean free path to minimize influences of surface plasmons and remaining effects by contamination or beam damage due to the specimen preparation.

III. DATA ANALYSIS

For each energy-loss spectrum, the center of the zero-loss peak was determined, and the wings of the zero-loss peak were fitted by using a Pearson VII function up to a height varying between 20% and 40% of the maximum intensity. Subsequently the spectra were corrected for multiple scattering events by Fourier-logarithmic deconvolution and were scaled for constant relative thickness. Therefore the intensity of the single-scattering spectrum below this value is set to zero. Cerenkov radiation was neglected, consistent with our previous observations. The single-scattering energy loss function (ELF), which is given by the double differential cross section \( d^2\sigma/dE d\Omega \) for inelastic electron scattering, is proportional to \( \text{Im} -1/\varepsilon(\omega) \), where \( \varepsilon(\omega)=\varepsilon'(\omega)+i\varepsilon''(\omega) \), is the complex dielectric function. \( \varepsilon'(\omega) \) and \( \varepsilon''(\omega) \) are the real and the imaginary parts of the complex dielectric function, respectively. To be consistent with the language of measurement, from here on we use energy \( E=h\omega \) rather than the radial frequency \( \omega \) as the independent parameter in the dielectric response function.

The real part of the inverse dielectric response function, \( \text{Re}\{1/\varepsilon(\omega)\} \), is obtained by a Kramers-Kronig transformation, described in detail elsewhere, which finally leads to the determination of the complex dielectric function from each single spectrum of the line scan. For a correct quantitative scaling of the amplitude of ELF, a scaling factor was determined using Eq. (1) based on a known value of \( \varepsilon = \sqrt{\varepsilon(0)} \approx 2.37 \) for the refractive index within bulk SrTiO₃ (Ref. 33)

\[
1 - \text{Re}\left\{ \frac{1}{\varepsilon(\omega)} \right\} = \frac{2}{\pi} \int \frac{\text{Im}\left\{ \frac{-1}{\varepsilon(\omega)} \right\} dE}{E} = \frac{2}{\pi} \int [\text{Scale factor} \times \text{Data}] \frac{dE}{E}. \tag{1}
\]

After calibrating ELF within the bulk material, the subsequent data sets can be quantitatively analyzed even within the grain boundary area.

Once the dielectric function is derived, the complex transition strength \( J_{cv} \) can be calculated in the following form

\[
J_{cv}(E) = J_{cv}' + iJ_{cv}'' = \frac{m_0^2 E^2}{\varepsilon e h^2} \frac{2}{8\pi}\left[\varepsilon''(E)+i\varepsilon'(E)\right], \tag{2}
\]

where \( m_0 \) is the electron mass and \( e \) its charge. \( J_{cv} \) corresponds to the joint densities of states and has units of g cm⁻³. For computational convenience, we take the prefactor in Eq. (2), whose value in cgs units is \( 8.289 \times 10^{-6} \) g cm⁻³ eV⁻², as unity. Therefore, the units of \( J_{cv}(E) \) spectra become eV⁻².

The analysis of the spectra was done using electronic structure tools (EST). The effective number of electrons per cubic centimeter, \( n_{eff} \), contributing to interband transitions up to energy \( E \), is calculated using the oscillator strength or f-sum rule shown in Eq. (3), evaluated for \( J_{cv}' \) as

\[
n_{eff}(E) = \frac{4}{m_0} \int_0^E \frac{J_{cv}'(E')}{E'} dE' = \frac{m_0}{2\pi^2 e h^2 \varepsilon} \int_0^E E' \varepsilon_{2dE'}. \tag{3}
\]

Optical properties are commonly formulated in the cgs unit system. However, the reported results from f-sum rule calculations below are converted to electrons per cubic nanometer.

IV. ATOMIC AND ELECTRONIC STRUCTURE RESULTS

A. Interband transition strength

Figure 1 shows three-dimensional (3D) plots of the interband transition strength \( \text{Re}\{J_{cv}\} \) for the \( \Sigma \Sigma \) [Fig. 1(a)] and the \( n\Sigma \) [Fig. 1(b)] grain boundaries as a function of energy and relative position. Intensities are color coded. Intensity
variations within the data are no longer related to any thickness variations of the TEM specimens. Instead, changes in intensity arise directly from local changes in the quantitative optical properties and electronic structure across the interfaces. For each grain boundary a high-resolution transmission electron microscopy (HRTEM) image is shown. Kienzle et al. and Hutt et al. have demonstrated that both grain boundaries have atomically structured grain boundary cores and do not show intergranular films. However, the \( \Sigma 5 \) grain boundary structure appears less dense compared to the \( n\Sigma 13 \) case and is characterized by a smaller structural periodicity along the interface plane.

The interband transition strength exhibits a large decrease in amplitude across both interfaces, as observed in the centers of each GB core. Spectra well apart from the GB cores show exactly the same line shapes for the front and the back grain. An assignment of transitions in the densities of states to peaks seen in the interband transition strengths allow an understanding of these changes on the basis of changes in the local electronic structure and bonding at the interfaces. To analyze this in further detail, three single Re\([J_{\pi}]\) spectra, two extracted from each GB core together with one from bulk SrTiO\(_3\) are plotted in Fig. 2. It is observed that over the entire spectrum, the interband transition strength is strongest in bulk SrTiO\(_3\), followed by the spectra for the \( \Sigma 5 \) and the \( n\Sigma 13 \) grain boundaries. Featured peaks in Fig. 2 are labeled \( A_2-H \), which correspond to different interband transitions for both grains and boundaries. Differences between the bulk SrTiO\(_3\) material and the two GBs are summarized in Table I. In the low-energy region below 8 eV no significant features, except for a small remnant of \( A_2-A_4 \) remain evident in the \( n\Sigma 13 \) interface, but some intensity of the \( A_2-A_4 \) peaks is present for the \( \Sigma 5 \) interface in Fig. 2. The triplet structure \( B-C-D \) observed in bulk SrTiO\(_3\) has depressed strength in the two boundary cores with the \( n\Sigma 13 \) interface again showing the greatest decrease in intensity. Peaks \( B \) and \( C \) exhibit smaller intensities in the grain boundary core region than in the bulk. At 13.6 eV, a new shoulder-like peak labeled \( D' \) appears at both the \( \Sigma 5 \) and the \( n\Sigma 13 \) boundaries, which may be interpreted as a new interface specific feature or as just the bulk transition labeled \( D \) shifted towards higher energy. Transitions \( E_2 \) and \( E_1 \) at 20.1 eV and 16.5 eV are reduced in intensity while peak \( E_2 \) remains distinct in the \( \Sigma 5 \) grain boundary structure. The weak features labeled \( E_3 \) and \( E_4 \) are not observable at either of the two grain boundaries. The most intense transition labeled \( F_2 \) at 27.3 eV shifts by 1.1 eV to higher energy whereas the slight shoulder \( F_1 \) at 26.1 eV disappears in both grain boundary core structures. The weak features labeled \( G \) at 37.5 eV is not observable above the noise limit inside the GB cores while strong peak at 45 eV labeled \( H \) is present in all three spectra in Fig. 2.

### B. Interfacial electron density

Following Eq. (3) oscillator strength \( f \)-sum rule calculations were performed for the two investigated GBs in com-
TABLE I. Interband transition energies (in eV) for bulk SrTiO$_3$ the $\Sigma5$ and the $n\Sigma13$ grain boundary as determined from spatially resolved VEELS (see Fig. 2). Peak assignments are based on total densities of states analyses (see Ref. 33). Transitions are labeled as in Fig. 2 with $p$ denoting a peak and $s$ a shoulder.

<table>
<thead>
<tr>
<th>Peaks</th>
<th>Assignment</th>
<th>Type</th>
<th>Bulk</th>
<th>$\Sigma5$ GB</th>
<th>$n\Sigma13$ GB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>O 2p$\rightarrow$Ti 3d $t_{2g}$</td>
<td>$s$</td>
<td>4.2</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$A_2$</td>
<td>O 2p$\rightarrow$Ti 3d $t_{2g}$</td>
<td>$p$</td>
<td>4.8</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$A_3$</td>
<td>O 2p$\rightarrow$Ti 3d $t_{2g}$</td>
<td>$s$</td>
<td>5.3</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$A_4$</td>
<td>O 2p$\rightarrow$Ti 3d $t_{2g}$</td>
<td>$p$</td>
<td>6.3</td>
<td>7</td>
<td>***</td>
</tr>
<tr>
<td>$B_1$</td>
<td>O 2p$\rightarrow$Ti 3d $e_g$</td>
<td>$p$</td>
<td>9.1</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$B_2$</td>
<td>O 2p$\rightarrow$Ti 3d $e_g$</td>
<td>$p$</td>
<td>9.9</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$C$</td>
<td>O 2p$\rightarrow$Ti 3d $e_g$, Sr 4d $t_{2g}$</td>
<td>$p$</td>
<td>11.9</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$D_1$</td>
<td>O 2p$\rightarrow$Sr 4d $t_{2g}$</td>
<td>$s$</td>
<td>12.9</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>$D_2$</td>
<td>O 2p$\rightarrow$Sr 4d $t_{2g}$</td>
<td>$s$</td>
<td>13.7</td>
<td>14</td>
<td>13.6</td>
</tr>
</tbody>
</table>

Transitions predominantly from the O 2s, Sr 4p lower valence band

| Transitions predominantly from the Sr 4s, Ti 3p shallow core level |
|-------------------|------|------|------|
| $E_1$ | Sr 4p$\rightarrow$Ti 3d $t_{2g}$ | $s$ | 16.4 | *** | 16.5 |
| $E_2$ | Sr 4p$\rightarrow$Ti 3d $e_g$ | $s$ | 19.7 | *** | 20.2 |
| $E_3$ | Sr 4p$\rightarrow$Sr 4d $t_{2g}$ | $s$ | 21.7 | *** | *** |
| $E_4$ | Sr 4p$\rightarrow$Sr 4d $e_g$ | $s$ | 24.2 | *** | *** |
| $F_1$ | O 2s$\rightarrow$Ti 3d, Sr 4d | $s$ | 26.4 | *** | *** |
| $F_2$ | O 2s$\rightarrow$Ti 3d, Sr 4d | $p$ | 27.4 | 27.7 | 28.4 |

Transitions predominantly from the Sr 4s, Ti 3p shallow core level

| Sr 4s, Ti 3p$\rightarrow$Ti 3d $t_{2g}$ | $s$ | 37.5 | *** | 37.5 |
| Ti M$_{2,3}$, Edge | $p$ | 45.5 | 45.0 | 45.5 |

C. Index of refraction

The index of refraction $n$ was evaluated as a function of relative distance across the two GBs. Bulk SrTiO$_3$ has an index of refraction of 2.37, 33 which drops significantly to about 1.56$\pm$0.05 and 1.29$\pm$0.05 for the $\Sigma5$ and the $n\Sigma13$ GB, respectively.

V. CALCULATION OF HAMAKER COEFFICIENTS FOR COMPLEX CONFIGURATIONS

The interfacial physical properties vary across an atomically structured GB, and they exhibit local physical properties which distinguish them from bulk phases. The significant decrease in the local index of refraction as well as the electron density in the GB core, compared to the bulk, demonstrate the presence of strong optical property gradients.31 Because of the presence of these gradients, which are the fundamental basis of the long-range van der Waals–London dispersion interaction,37 it becomes feasible to determine London dispersion forces and interaction energies and their role in interface formation and energy.

Once the electronic structure of bulk SrTiO$_3$ and of the interface has been determined, the full spectral Hamaker coefficient,37 which sets the magnitude of the van der Waals–London attraction between two grains, can be calculated using the Lifshitz theory.50,31 In the following, we describe two different approaches to determine Hamaker coefficients for GB, based on either a three layer model or a multiple layer model to represent detailed GB dielectric properties.

A. Three layer Hamaker coefficients

For the case of two grains of material 1 (label $A$) which are separated from each other by one unique intervening material 2 (label $B$) of thickness $L$ [cf. Fig. 3(a)], we refer to as the three layer (121) configuration, the nonretarded Hamaker coefficient, $A_{121}^{NR}$, can be calculated following Ninham and Parsegian as

$$A_{121}^{NR} = -12\pi L^2 G_{vdW}(L).$$

$G_{vdW}(L)$ is the van der Waals–London dispersion interaction free energy per unit surface area in the nonretarded limit of
small layer separations. Although retardation effects due to the finite velocity of light are small at the small separations considered here,37,53 they are nevertheless included in the computational programs. Mathematical details for the formulation of the van der Waals interactions with incorporated retardation effects are omitted here and are published elsewhere.37,52,54 $G_{vdW}(L)$ can be obtained from Eq. (5) (Ref. 53).

$$G_{vdW}(L) = \frac{\hbar}{4\pi^2} \int_0^\infty \rho d\rho \int_0^\infty \ln D_{121}(L; \xi, \rho) d\xi$$ (5)

The secular determinant of electromagnetic field modes $D_{121}(L; \xi, \rho)$ is obtained again in the non-retarded limit from52,53

$$D_{121}(L; \xi, \rho) = 1 - \Delta_{12}^2(i\xi)e^{-2L\rho}.$$ (6)

$\Delta_{12}(i\xi)$ represents the difference of the London dispersion spectra on the two sides of an interface between materials 1 and 2 evaluated at imaginary frequencies, given by

$$\Delta_{12}(i\xi) = \frac{\varepsilon_1(i\xi) - \varepsilon_2(i\xi)}{\varepsilon_1(i\xi) + \varepsilon_2(i\xi)}.$$ (7)

One should note here that the magnetic properties of the layers are considered to be homogeneous and thus irrelevant for the evaluation of the layer eigenmodes. The London dispersion spectra $\varepsilon(i\xi)$ are obtained from the imaginary part of the dielectric constant $\varepsilon''(E)$ as the Kramers-Kronig transform57,55

$$\varepsilon(i\xi) = 1 + \frac{2}{\pi} \int_0^\infty \frac{(E/h)\varepsilon''(E/h)}{(E/h)^2 + \xi^2} d(E/h).$$ (8)

In this three-layer system, the interfacial material serves to shield the attraction of the two SrTiO$_3$ grains. The Hamaker coefficient is fictitiously infinite for a vacuum interlayer and zero if the interfacial material 2 is identical to material 1.

However, a simple three-layer configuration does not adequately describe the experimental situation. Experimentally measured dielectric properties point to a quasi-continuous variation of the dielectric properties through the $\Sigma 5$ and $n\Sigma 13$ interlayers [cf. Fig. 3(b)].

---

**B. Multilayer Hamaker coefficients**

In order to achieve a better representation of graded optical properties across even atomically abrupt grain boundaries, we introduce another approach to calculate Hamaker coefficient of the van der Waals–London dispersion interaction. The new concept is based on a finer, i.e., more than three, intergranular layer division. Instead of considering the three-layer 121 model, we divide the single intergranular layer into a series of multiple layers, such as 12321 or even 1234321, to describe the graded properties across the interface. The limit of infinitely many subdivisions would represent a continuous distribution of dielectric properties across the intergranular space.

Hamaker coefficients for multilayer configurations are most easily calculated using a method described by Parsegian,55 in which one starts from a three layer 121 configuration and then systematically adds new layers between material 1 and 2, or between material 2 and 3, and so forth, modifying the effective dielectric discontinuities at the interfaces that bound the central layer. For this reason we call this method *add-a-layer*.54 With a large number of subdivisions this approach can get as close to a quasicontinuous spatial distribution of dielectric properties as desirable to realistically describe the properties of the investigated grain boundary.

The Hamaker coefficient for a multilayer system described via a configurational mnemonic 12321, being the first higher order approximation when compared to the original 121 configuration, is obtained by generalizing Eq. (6), valid for the 121 configuration to the 12321 configuration. In this case the secular determinant of the EM field modes can be written in a similar form53

$$D_{12321}(L; \xi, \rho) = 1 - \Delta_{12}^2(i\xi)e^{-2L\rho}.$$ (9)

$\Delta_{12}$ has been replaced by $\Delta_{12}^{eff}(d; i\xi, \rho)$, which can be shown to be of the form53

$$\Delta_{12}^{eff}(d; i\xi, \rho) = \frac{\Delta_{13}(i\xi)e^{-pd} + \Delta_{32}(i\xi)e^{-pd}}{1 + \Delta_{13}(i\xi)\Delta_{32}(i\xi)e^{-pd}}.$$ (10)

In Eqs. (9) and (10), $d$ is the thickness of layer 2, and $L$ is the thickness of the central layer 3. By adding layer after layer and constructing the corresponding secular determinant of the EM field modes at each step as detailed above, the *add-a-layer* method allows us to compute Hamaker coefficients for any number of layers, generalizing Eq. (9) to a multilayer geometry.

**C. Special layers for use in Hamaker coefficient calculations**

Hamaker coefficients calculated for multilayer configurations are often very different in magnitude from those calculated for simple three layer systems. The presence of quasi-continuous gradients in dielectric properties reduces the magnitude of the attraction that is found for atomically abrupt interfaces.

In order to be able to calculate Hamaker coefficients with quasi-continuous gradients in the dielectric properties, most specifically in examples where gradient spectra do not exist,
a mixture formulation was set up to approximate the effects of measured dielectric response gradients. The general approach in the mixture method is to assume a model form for the graded dielectric response, instead of the one experimentally determined, to calculate the appropriate Hamaker coefficients.

For this mixture layer, one needs to obtain \( \varepsilon \), and thereby \( \varepsilon(i\xi) \), using an approach such as the Bruggemann effective medium approximation,\(^{56}\) which uses the full dielectric properties of the two materials in the mixture, i.e., the grain with \( \varepsilon_A \) and the interface core with \( \varepsilon_B \). Here, we use a simple volume average to obtain the London dispersion spectrum of \( \varepsilon_{A+B} \), a mixture consisting of volume fractions \( f_A(x) \) of material \( A \) plus \( f_B(x) \) of material \( B \), with \( f_A(x) + f_B(x) = 1 \). In this formulation, \( f_A(x) \) is a function of the transverse coordinate \( x \) perpendicular to the intergranular layer

\[
e_{A+B}(x; i\xi) = f_A(x)\varepsilon_A(i\xi) + f_B(x)\varepsilon_B(i\xi) = f_A(x)e_A(i\xi)
+ (1 - f_A(x))e_B(i\xi).
\] (11)

Though other algebraic mixture rules can be implemented,\(^{57}\) the Bruggemann effective medium approximation is the simplest scheme that can be implemented computationally. The form of this functional dependence specifies the nature of the model in the mixture formulation. Several different gradient templates, i.e., several forms of the functional dependence \( f_A(x) \) were tested in this study and are described in the following.

We consider only symmetric cases where we measure the transverse position from \( x = 0 \) at the plane of symmetry. The thickness of the variable region is always designated by \( d \) [cf. Figs. 3(b), 4(a), and 4(b)]. Gradients are specified only for the right (positive \( x \)) side of the separating layer. All the different interlayers were described numerically by using 10 sublayers of equal thickness.

1. Linear gradient layer

For a linear gradient layer model, the fraction \( f_A(x) \) at a distance \( x \) into a layer of material \( A \) of thickness \( d \) varies linearly (see Fig. 4). It has the analytical form

\[
f_A(x) = \frac{1}{d}\left(x - \frac{L}{2}\right), \quad \frac{L}{2} \leq x \leq \frac{L}{2} + d.
\] (12)

Note that linear gradient layers contain discontinuities in the gradient slope at the two sides of the layer. In realistic graded layers, the changes in material properties are more likely to be continuous in the value as well as in the derivative, as one moves into the layer. The corresponding volume fraction \( f_A(x) \) should therefore be given within a different model scheme that we detail below and that we refer to as the “quadroid,” the “circuloid,” and the “quadratic” gradient models.

2. Quadroid gradient layer

A quadroid gradient layer model, composed of two parabolic arcs, provides a continuous change (in the value as well as the derivative) of the dielectric response from the grain with \( \varepsilon_A \) into the interlayer core with \( \varepsilon_B \) (Fig. 4). The equation for the mixing fraction \( f_A(x) \), at a distance \( x \) into a quadroid layer of thickness \( d \) has the form

\[
f_A(x) = \frac{2}{d^2}\left(x - \frac{L}{2}\right)^2, \quad \frac{L}{2} \leq x \leq \frac{L}{2} + \frac{d}{2}.
\]

\[
f_A(x) = 1 - \frac{2}{d^2}\left(x - \frac{L}{2} - \frac{d}{2}\right)^2, \quad \frac{L}{2} + \frac{d}{2} \leq x \leq \frac{L}{2} + d.
\] (13)

3. Circuloid gradient layer

The circuloid gradient layer model is composed of two inverted circular arcs and provides a continuously varying dielectric response function from the grain into the interlayer (Fig. 4). In this case, \( f_A(x) \) is given by


FIG. 4. (Color online) (a) sketches of various gradient layers (quadroid, quadroid, circuloid) as well as abrupt and linear layer models for the calculation of Hamaker coefficients for the different grain boundary structures. (b) shows the abrupt, the linear and the quadroid gradient models in more detail for the numerical analysis. The slopes of the gradients were approximated by 10 distinct steps of equal width, as it is shown for the linear and the quadroid models.
TABLE II. Hamaker constants ($zJ$) as determined from the abrupt and the different graded interface layer models.

<table>
<thead>
<tr>
<th>Ham. coeff.</th>
<th>Abrupt</th>
<th>Linear</th>
<th>Quadratic</th>
<th>Circuloid</th>
<th>Quadroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO$_3$</td>
<td>Vac.</td>
<td>SrTiO$_3$</td>
<td>243.9</td>
<td>176.4</td>
<td>151.5</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>n$\Sigma$13</td>
<td>SrTiO$_3$</td>
<td>105.5</td>
<td>74.3</td>
<td>64.0</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>$\Sigma$5</td>
<td>SrTiO$_3$</td>
<td>35.0</td>
<td>21.3</td>
<td>21</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>SiO$_2$</td>
<td>SrTiO$_3$</td>
<td>68.2</td>
<td>48.5</td>
<td>42.0</td>
</tr>
</tbody>
</table>

4. Quadratic gradient layer

In the quadratic gradient layer model (Fig. 4) the volume fraction $f_A(x)$ of the intergranular space of thickness $d$ is now expressed via two inverted quadratic arcs as

$$f_A(x) = \frac{1}{2} - \frac{1}{d} \sqrt{\left( \frac{d}{2} \right)^2 - \left( \frac{x - L}{2} \right)^2}, \quad \frac{L}{2} \leq x \leq \frac{L + d}{2}$$

$$f_A(x) = \frac{1}{d^2} \left( \frac{x - L}{2} \right)^2, \quad \frac{L}{2} \leq x \leq \frac{L + d}{2}. \quad (14)$$

D. Results: van der Waals–London dispersion forces and Hamaker coefficients

The Hamaker coefficients for both grain boundary structures were calculated using the five different approaches as explained above. Core widths perpendicular to the GB plane of 0.6 (Refs. 9 and 58) and 0.9 nm (Refs. 48 and 49) were used for the $\Sigma$5 and the $n\Sigma$13 grain boundaries, respectively. A region adjacent to the boundary core was chosen, in which quadratic, circuloid and quadroid gradient model features of the complex optical properties describe the quasicontinuous transition between the bulk grains and the boundary core, with a thickness of $d=0.195$ nm, corresponding to a Ti-O bond length in SrTiO$_3$. Resulting Hamaker coefficients for the abrupt, linear, quadratic, circuloid, and quadroid interface models are listed in Table II and plotted in Fig. 5. In the “abrupt” case rather larger Hamaker constants were found, while all other cases reveal significantly smaller and almost identical values.

In relation to infinite separation, the change in Gibbs free energy per unit area of van der Waals–London dispersion interactions $G_{vdW}(L)$ for a film of material 2 of finite thickness $L$ between two semi-infinite regions of material 1 is given by

$$G_{vdW}(L) = \frac{A_{12}(L)}{12\pi L^2}. \quad (16)$$

A corresponding form of the Gibbs free energy per unit area for van der Waals–London dispersion interactions in multilayer geometries can be obtained with the add-a-layer method as described in Sec. IV B. In the numerical implementation retardation effects were considered to compute $G_{vdW}(L)$. However, for the small intergranular separations, retardation effects are negligible. The resulting van der Waals–London dispersion interaction energies for the given core thicknesses are listed in Table III. As it was observed for the Hamaker constants, also the London dispersion energies are large for the abrupt interface description, while for the other cases rather comparable values were found.

VI. DISCUSSION

A. Electronic structure

Every peak or shoulder in the interband transition strength data shown in Fig. 2 corresponds to one or more distinct transitions from certain initial states in the valence bands to certain final states in the conduction band. In an earlier study, we had done such peak assignments for Re[$I_{\alpha\alpha}$] data recorded from bulk SrTiO$_3$. The interband transition strengths for the $\Sigma$5 and the $n\Sigma$13 grain boundary structures will be analyzed and discussed in the following based on those assignments.

The shoulderlike transition $A_4$ at the $\Sigma$5 GB originates from excitations of O 2$p$ electrons into the Ti 3$d$ $t_{2g}$ band.
which are dramatically reduced in the nΣ13 interface (seen in Fig. 2). Transitions C and D correspond to O 2p to Ti 3d \( e_g \) and O 2p to Sr 4d excitations, respectively. Peak D also has contributions from O 2p → Sr 4d transitions since the Sr 4d DOS becomes large at energies between 12 and 15 eV above the top of the valence band. Peak C is present in the interfacial interband transitions of the Σ5 interface but peak B is not observed, while both B and C peaks are dramatically reduced in the nΣ13 interface. At energies of 16.5 eV and 20.1 eV, the features \( E_1 \) and \( E_2 \) of interband transitions show up clearly the Sr 4p → Ti 3d \( t_{2g} \) and \( e_g \) excitations in Σ5 boundary while only shoulder-like shapes of the two excitations are seen in nΣ13 boundary. Due to the experimental energy resolution, a spin-orbit splitting of the Sr 4p level by 0.6 eV, \(^{60}\) i.e., splitting within \( E_1 \) and \( E_2 \), is not observed in our VEELS measurements. For final states with energies higher than about 15 eV above the Fermi energy, the density of states shows a wealth of different overlapping energy levels that result in broad energy bands. \(^{33}\) The transition peaks \( F_1, F_2, G, H \) at transition energies above 24 eV clearly appear in both Σ5 and nΣ13 boundaries but with lower strength when compared to bulk SrTiO3 with higher intensity. Features of \( E_3 \) at 21.7 eV and \( E_4 \) at 24.2 eV for transitions of Sr 4p to Ti 3d \( t_{2g} \) and \( e_g \) observed on the J\(_{1\alpha}\) spectra of bulk SrTiO3 were not observable at the Σ5 and the nΣ13 GBs in this work, again due to energy resolution limits. Peaks \( F_1 \) and \( F_2 \) energetically correspond to the transition of O 2s to Ti 3d and Sr 4d levels. Because the initial states of these transitions arise at different atomic sites than the final states, such transitions do not violate selection rules for dipole transitions. Peaks G at 37.5 eV and H at 45.5 eV, appearing in the J\(_{1\alpha}\) spectra for bulk SrTiO3 as well as in both GB cores, are both due to core-level excitations. Although peak G at 37.5 eV is a weak spectral peak, which is not clearly resolved, it is most likely due to a Sr 4s → Ti 3d \( t_{2g} \) transition, but can also be assigned to the Sr N\(_1\) absorption edge. \(^{61}\) Also, a Ti 3p → Ti 3d \( t_{2g} \) transition is possible since the initial and the final state of this transition belong to different atomic sites. Peak H can be identified with the Ti M\(_{2,3}\) edge \(^{62}\) and arises from transitions from Ti 3p → Ti 4s, Ti 3d and Sr 4d conduction bands. The energetic shift of 1.5 eV towards lower energy losses in comparison to the metallic Ti edge arises from the different oxidation state of Ti in SrTiO3.

The intensity of the transition peaks, and the integral of the area of the optical properties, are related to the oscillator strength, or \( f \), sum rule, and depend on the mass density and the degree of the atomic packing density in the interface, i.e., the interfaces with well ordered and tightly packed atomic structure should, to first order, show the strongest transition strengths, while the complicated nΣ13 boundary with many dislocations and a lower packing density and physical density has the weakest interband transitions.

The reduction in intensity of peaks labeled A, B, C, and D in the interband transition spectrum of Σ5 and nΣ13 GB is due to a loss of oxygen and/or a loss of titanium at the GB. Based on previous energy dispersive x-ray measurements, \(^{49}\) which have shown an increased Ti/Sr atom ratio at the nΣ13 GB, this loss of intensity is due to the formation of oxygen vacancies in the GB region.

The observed reduction in density in the interfacial material and the formation of oxygen vacancies lead to a reduced splitting of the Ti \( t_{2g} \) and Ti \( e_g \) levels. Because core levels are relatively unaffected by density related changes of bandwidths (e.g., Sr 4p levels), transition energies \( E_1 \) and \( E_2 \) remain constant at the GB. Band narrowing effects of the Ti \( t_{2g} \) and Ti \( e_g \) levels could not be resolved for these transitions. The origin of peaks \( F' \) and \( F \) could not finally be determined. However, peak \( F \) shifts by 1.1 eV towards higher energies in the GB region. Finally it can be concluded that the more strongly disturbed nΣ13 interface (compared to bulk SrTiO3 and the Σ5 GB structure) dramatically changes the electronic structure and therefore optic and electric properties of the GB. For a complete understanding of the electronic structure, calculations of the atomic and the electronic structure would be needed. The explicit influence of segregated Fe to the GB has not been accounted for in this discussion.

### B. Optical properties

The index of refraction decreases gradually into the center of the boundary cores. \(^{32}\) For both interface structures, this index contrast corresponds to lower mass density of the interfacial materials arising from changes in the composition and atomic structure compared to the bulk SrTiO3 grains.

Reduced electron densities in both the Σ5 and the nΣ13 grain boundary cores can be inferred from the reduced integrated intensities and directly from \( f \)-sum rule calculations. Stronger deviation of the interface structure from the bulk atomic structure, as observed for the nΣ13 GB compared to the Σ5 GB, leads to a greater difference in the mass density and therefore to a greater difference in the interfacial electron density. Consequently, bulk SrTiO3 exhibits the highest electron density, the Σ5 interface intermediate electron densities, and the nΣ13 interface the lowest electron density. The order of change in the interfacial electron density correlates with the observed changes in the interfacial index of refraction, so as to give a sense of changes in the physical density and polarizability of the interface.

### Table III. London dispersion energies (mJ/m\(^{2}\)) as determined using the abrupt and the different graded interface layer models.

<table>
<thead>
<tr>
<th>Disp. energy</th>
<th>Abrupt</th>
<th>Linear</th>
<th>Quadratic</th>
<th>Circuloid</th>
<th>Quadroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO(_3)</td>
<td>169</td>
<td>122.7</td>
<td>105.4</td>
<td>114.1</td>
<td>119.1</td>
</tr>
<tr>
<td>SrTiO(_3)</td>
<td>73</td>
<td>51.7</td>
<td>44.5</td>
<td>48.8</td>
<td>50.4</td>
</tr>
<tr>
<td>SrTiO(_3)</td>
<td>24</td>
<td>14.8</td>
<td>14.6</td>
<td>13.9</td>
<td>14.4</td>
</tr>
<tr>
<td>SrTiO(_3)</td>
<td>66</td>
<td>47.3</td>
<td>40.9</td>
<td>47.7</td>
<td>49.0</td>
</tr>
</tbody>
</table>
To understand the origin of the large changes in interband transition strength within the GB, one should consider that the transition strength is correlated with the physical density of a material, the material’s high frequency electronic structure and the polarizability. For example, if either the polarizability or the density decreases, consequently the electron density decreases because the atom number per unit volume decreases with physical density. The relative physical or mass density at the core of the $\Sigma 5$ GB can be estimated on this basis to be 39%, while the density at the $n\Sigma 13$ boundary reduces to 21% of the bulk density of SrTiO$_3$. Once the electron density reduces with mass density, the electron number participating in the interband transition also decreases. The $n\Sigma 13$ GB has the smallest physical and especially electron density so that its transition strength is overall reduced compared to the bulk and the $\Sigma 5$ grain boundary (cf. previous results published in Ref. 32).

C. van der Waals–London dispersion interactions and Hamaker coefficients

The positive value of Hamaker coefficients reveals the existence of attractive van der Waals–London dispersion forces across the GB that are a consequence of the strong optical property gradients. The boundary core serves as an “interfacial layer” of a unique material between the grains, and its optical property discontinuity leads to the attractive van der Waals–London dispersion force. For this interface configuration, the limiting values of the Hamaker coefficient for differing interfacial layer properties would be a maximum for a vacuum interlayer and zero if the interfacial layer (i.e., the grain boundary core) were indistinguishable from bulk SrTiO$_3$. The optical contrast between the bulk grain layers and the grain boundary core determines the magnitude of the Hamaker coefficients. The optical contrast scales inversely with the index of refraction, i.e., 1.00, 1.29, 1.44, and 1.56 for a vacuum interlayer, the $n\Sigma 13$ GB, an SiO$_2$ interlayer, and the $\Sigma 5$ GB, respectively (error bars are ±0.05).

Therefore, the optical contrast is the largest for vacuum, and the smallest for the $\Sigma 5$ GB. As a consequence, the Hamaker coefficient as well as the van der Waals–London dispersion force for a vacuum interlayer shows the highest values, followed by the $n\Sigma 13$ GB, the SiO$_2$ interlayer. The $\Sigma 5$ GB structure reveals the smallest values.

The important role of the dispersion interaction in GB formation and the final equilibrium GB structure can be seen from the large changes in the dispersion energy comparing free surface energies and interface energies. Forming the $n\Sigma 13$ GB regains about 69 mJ/m$^2$ (i.e., 58%) of the London dispersion energy in the GB structure (compared to 119 mJ/m$^2$). The $\Sigma 5$ GB regains about 105 mJ/m$^2$, corresponding to about 88% of the London dispersion energy of the free surfaces.$^{63,64}$

Although London dispersion energies of 14–24 mJ/m$^2$ and 44.5–73 mJ/m$^2$ for the two investigated GB are small, they represent appreciable amounts, 4% and up to 10%, of the total GB energies (see Table III).$^{63,64}$ Dispersion forces are usually taken into account when addressing other multiphase systems. Here we have demonstrated that a GB can be considered as just such a multiphase system through changes in materials properties at the atomic level that lead to dispersion interaction caused by the exchange of virtual photons between the two crystalline grains across the grain boundary cores.

D. Abrupt interfaces vs graded interfaces

A graded representation of the dielectric properties across even an atomically structured interface approaches its real local properties more closely than by the use of an abrupt and discontinuous model. Numerically different graded layer models give uniform and comparable values of the Hamaker coefficient, whereas the abrupt layer model reveals numerical values that are significantly larger, depending on the essentially arbitrary position of the dielectric discontinuity. For example, the Hamaker coefficient for the $\Sigma 5$ grain boundary based on an abrupt interface model is about 69% higher than the one based on the quadroid model. The tested graded layer models reveal very similar values for the Hamaker coefficients. The most consistent value of the Hamaker coefficient is obtained for the $\Sigma 5$ GB, where the deviation is within ±5% for different graded response models. For the $n\Sigma 13$ GB, the deviation for different graded response models is within ±16.5%. The same conclusions can be reached also for the absolute value of the van der Waals–London dispersion free energy, as seen in Table III. In this special case of atomically structured grain boundaries with structural changes within one nanometer around the interface plane, this effect demonstrates that the dielectric properties change gradually across an even abrupt interface, but the actual shape of the gradation is not of significant importance due to the very small width of the GB core region (i.e., below 1 nm).

For the graded interface model, the graded interlayer thickness $d$ was chosen to be a natural length scale in the investigated materials, i.e., a Ti-O bond length of 0.195 nm. The experimentally observed width of the gradient in, for instance, the index of refraction, is predominantly determined by the electron probe size (≈0.6 nm in this study) and the apparent interaction volume, which includes electron beam broadening while penetrating the material and delocalization effects due to the inelastic scattering process.$^{31,40}$ The width of the observed gradient can thus be reduced by using aberration-corrected electron optical lenses providing electron probe sizes of 0.1 nm or less.$^{66}$ Therefore, the use of a modeled form of the graded dielectric response instead of the experimentally observed gradient (see above) becomes physically more meaningful since no experimental artifacts are imposed on the determined optical properties.

The difference between the graded and the abrupt interface dielectric response models is most clearly seen in Fig. 6. Here the Hamaker coefficient is shown for the abrupt model as well as for the quadroid model as a function of the grain boundary core width $L$ between two symmetric SrTiO$_3$ grain boundaries. The curves cover the $L$ dependence of the Hamaker coefficient from $L=0$ to $L$ appropriate for the $\Sigma 5$ ($L=0.6$ nm) and the $n\Sigma 13$ ($L=0.9$ nm) core widths.$^{32,48,49}$ For large values of $L$ both models will converge since at signifi-
The Hamaker coefficient is a salient feature of the graded, continuous models, and should be taken into account when making numerical estimates of the van der Waals–London dispersion interactions, which are non-negligible and strong in dense systems, can be neglected. Such conditions are very computing time consuming and the results would still remain far from being exact.

VII. CONCLUSION

Electronic structure investigations for Σ5 and nΣ13 GB in SrTiO3 were performed by Kramers-Kronig analyses of previously collected spatially resolved VEELS data. The experimentally determined interband transition energies for bulk SrTiO3 and both Σ5 and nΣ13 GB structures were evaluated and assigned to distinct interband transitions by comparison with calculated densities of states. The acquired VEELS line scans show a decrease in intensity in the interband transition strength that is due to a reduced electron density within the GB compared to bulk SrTiO3. The index of refraction exhibits its big gradient contrast across both grain boundary structures, i.e., the index of refraction remains almost the same on the surface of grains, but decreases gradually if away from grain edges and stretching into the centre of the GB. The index of refraction reaches the lowest value at the interface core of the GB.

In both Σ5 and nΣ13 GB regions, the interband transition strength showed a GB specific line shape and therefore a modified electronic structure compared with the bulk. Decreasing transition strengths for O 2p to metal d transitions reconfirm an enrichment of oxygen vacancies inside the grain boundary cores. Moreover, the Ti atoms in the GB are reduced in their nominal oxidation state as indicated by a negative chemical shift in the EELS spectrum as well as the loss of the transition peak from O 2p to Ti 3d t2g and dramatically reduced strength involving the interband transition in the Ti energy levels.

An observed reduction of the index of refraction and electron density inside both interfaces is due to a smaller mass density and, therefore, a smaller electron density in the GB cores when compared to the bulk materials. Because of the presence of these graded contrasts of electronic properties across the GB, which are the fundamental origin of the long-range van der Waals–London dispersion interaction, we were able to propose several new graded layer dielectric response models based on quadratic, circuloid, and quadroid functions, in order to calculate the Hamaker coefficient and the van der Waals–London dispersion free energies of the two investigated grain boundary structures. The abrupt-layer and

cantly large separations with respect to the width of the boundary core, the abrupt model and the graded models become indistinguishable. However, at the core width of 0.6 nm and 0.9 nm the Hamaker coefficients are different from the abrupt interface models.

For graded layer models the Hamaker coefficient becomes zero for \( L \to 0 \). For the abrupt spatial dielectric response model, the Hamaker coefficient remains finite and almost constant in the whole range of \( L \) values. This anomaly is a simple consequence of the quadroid (as well as any other continuous graded response) model that assumes a continuous dielectric function as well as its derivative across the grain boundary. In this case, the van der Waals–London dispersion interaction free energy \( G(L) \) has a finite limit for \( L \to 0 \), which results in a vanishing Hamaker coefficient, following \( A(L \to 0) = 12 \pi L^2 G(L) \). For larger \( L \) the graded response Hamaker coefficient increases and eventually saturates after the van der Waals–London dispersion interaction free energy resumes its whole dependence on \( L \) for \( L \) larger than the thickness of the boundary layers. This behavior of the Hamaker coefficient is a salient feature of the graded, continuous models, and should be taken into account when making numerical estimates of the van der Waals–London dispersion interaction. Clearly the abrupt model unphysically overestimates the interaction at small grain boundary core thicknesses. The origin of the small change in the Hamaker coefficient with \( L \) for the abrupt model is the retardation effect that leads to a different \( L \)-dependence of the interaction free energy:

\[
G(L) \propto L^{-n}, \quad \text{with } n > 2 \text{ for large values of } L \text{ (Ref. 57).}
\]

For the separations under consideration in this study, retardation effects can be neglected. Retardation effects are also negligible in the graded response calculations since the width of the diffuse boundary layers is significantly smaller than any characteristic length scales concerning retardation effects.

As \( L \) becomes smaller than the Ti-O bond length, i.e., the thickness of the diffuse boundary in the graded response model, the Lifshitz formulation of the macroscopic electrodynamics on which the van der Waals–London interaction is based, breaks down. In such a case, one would have to resort to an atomic calculation and evaluate all the dispersion interactions between single atoms separately. But even if this exercise can be accomplished, problems would remain in assessing when, and indeed if ever, the higher order nonpairwise components of the dispersion interactions, which are non-negligible and strong in dense systems, can be neglected. Such conditions are very computing time consuming and the results would still remain far from being exact.

\[
G(L) \propto L^{-n}, \quad \text{with } n > 2 \text{ for large values of } L \text{ (Ref. 57).}
\]

(17)

For the separations under consideration in this study, retardation effects can be neglected. Retardation effects are also
linear layer models, both exhibiting discontinuities either in the value or the derivative, or both, of the dielectric properties, give rise to physical values of the Hamaker coefficient. However, Hamaker coefficients calculated from the three proposed graded layer dielectric response models (quadratic, circuloid, and quadroid), for the same interlayer materials, show much less variation in their numerical values, indicating that they represent the interfaces more realistically.

The determination of quantitative physical properties and interfacial electronic structure of GB at high spatial resolution goes beyond previous interface studies that focused on atomic structural or compositional observations of interfaces. A combination of this technique with well established routes for atomic structure and composition analyses gives a deeper fundamental understanding of formation processes. Furthermore, it sheds light on how certain GB structures and microstructures are established, and how their properties are optimized to produce unique functional materials with desirable properties and performance.
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The electronic Structure Tools (EST) consists of a number of programs for the quantitative analysis of optical, VUV and EELS spectra. It has been developed under Grams, a PC based spectroscopy environment. EST is available from Deconvolution and Entropy Consulting, 755 Snyder Hill Road, Ithaca NY 14850, or http://www.deconvolution.com


