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ON THE ECONOMETRIC TESTING OF RATIONALITY-MARKET EFFICIENCY

Andrew B. Abel and Frederic S. Mishkin*

I. Introduction

Procedures for testing the rational expectations hypothesis deserve careful study because rationality of expectations has such important implications for macroeconomic modeling and policy analysis. 1 Rationality of expectations generally imposes cross-equation restrictions. 2 In this paper we discuss the implementation and analyze the econometric properties of a particular test of such restrictions. This test has been used in recent empirical studies of bond market behavior. 3 Since the test focuses on the distinction between anticipated and unanticipated movements in variables (as in Barro (1977, 1978)), it is applicable to many macroeconomic issues. Indeed, the results of this paper are useful in further work (Abel and Mishkin (1983)) that clarifies the relations among tests of (1) rationality and market efficiency, (2) the short-run neutrality of anticipated policy and (3) Granger (1969) causality in macroeconometric models.

Two important questions about the test of cross-equation restrictions arise naturally. First, under what conditions will the test lead to correct inference about the rationality of expectations? Second, what is the relation of this cross-equation test to the more common single-equation test of market efficiency frequently used in the literature? The answers to these questions are provided by the theorem in section II which states the asymptotic equivalence of the cross-equation test with the more common test of market efficiency. Also in section II we discuss identification and demonstrate that we can test for rationality of expectations even if some parameters are not identified. Finally, we present an empirical example in section III and concluding remarks in section IV.

II. Tests of Rationality and Market Efficiency

Let $R_t$ denote the return from holding a particular security from the end of period $t - 1$ to the end of period $t$, and let $\phi_{t-1}$ denote the set of information available at the end of period $t - 1$. Rationality of expectations, or equivalently, capital market efficiency, implies that the subjective expectation of $R_t$ assessed by the market is equal to the objective expectation conditional on past available information, $\phi_{t-1}$:

$$E_m(R_t|\phi_{t-1}) = E(R_t|\phi_{t-1}).$$

(1)

where $E_m(R_t|\phi_{t-1})$ is the subjective expectation assessed by the market. A slightly weaker condition 4 is used in empirical applications,

$$E(y_t|\phi_{t-1}) = 0,$$

(2)

where

$$y_t = R_t - E_m(R_t|\phi_{t-1}).$$

In order to give (2) empirical content, we must specify a model of market equilibrium which determines $E_m(R_t|\phi_{t-1})$. The reader is referred to section III for an example and to Fama (1976) for further discussion of various models of market equilibrium used to determine $E_m(R_t|\phi_{t-1})$ in empirical work. Tests of (2) are tests of the joint hypothesis of market efficiency (rational expectations) and that the model of market equilibrium is correctly specified in computing $y_t$. For expository convenience we refer to this joint hypothesis as "the efficient markets model."

Since equation (2) implies that $y_t$ should be uncorrelated with any available information in $\phi_{t-1}$, market efficiency is commonly tested by testing the null hypothesis that $\alpha = 0$ in the equation below:

$$y_t = Z_{t-1} \alpha + \mu_t$$

(3)

4 To see that (2) is weaker than (1), consider the case in which the market’s subjective expectation is equal to the objective expectation plus an unforecastable observation error, that is, $E_m(R_t|\phi_{t-1}) = E(R_t|\phi_{t-1}) + \mu_t$ where $E(\mu_t|\phi_{t-1}) = 0$. In this case condition (2) is satisfied but unless $\mu_t \equiv 0$, condition (1) is violated.
where \( Z_{t-1} \) is an \( h \)-element row vector of information contained in \( \phi_{t-1} \), \( \alpha \) is an \( h \times 1 \) vector of coefficients, and \( \mu_t \) is a disturbance where \( E(\mu_t|\phi_{t-1}) \) is assumed to equal zero.

If the market has rational expectations about \( X \) so that \( E(X_t - \hat{X}_m(X_t|\phi_{t-1}))/\phi_{t-1} = 0 \), then a characterization of the efficient markets model which satisfies (2) is

\[
y_t = (X_t - \hat{X}_m(X_t|\phi_{t-1}))/\phi_{t-1} + \epsilon_t^* \tag{4}
\]

where \( \epsilon_t^* \) is a scalar disturbance with the property \( E(\epsilon_t^*|\phi_{t-1}) = 0 \), \( X_t \) is a \( k \)-element row vector containing variables relevant to the pricing of the security at time \( t \), and \( \beta \) is a \( k \times 1 \) vector of coefficients. As is evident in (4), only unanticipated changes in \( X_t \) can be correlated with \( y_t \).

Suppose that the linear model for the \( k \) variables in \( X_t \) can be written as

\[
X_t = Z_{t-1} \gamma + u_t \tag{5}
\]

where \( \gamma \) is a \( h \times k \) matrix of coefficients and \( u_t \) is a \( k \)-element row vector of disturbances. Suppose, for the moment, that \( E(u_t|\phi_{t-1}) = 0 \) so that \( E(X_t|\phi_{t-1}) = Z_{t-1} \gamma \). Then, provided that \( E((X_t - \hat{X}_m(X_t|\phi_{t-1}))/\phi_{t-1}) = 0 \), equation (4) can be written as

\[
y_t = (X_t - Z_{t-1} \gamma^*) + \epsilon_t \tag{6}
\]

where \( \gamma = \gamma^* \), and \( E(\epsilon_t|\phi_{t-1}) = 0 \).

The system in (5) and (6) can be stacked into one regression system with \( n(k + 1) \) observations, and estimated by non-linear least squares.\(^6\) The cross-equation constraints implied by market efficiency, \( \gamma = \gamma^* \), can then be tested with a likelihood ratio test. Two questions arise as to the econometric properties of this test. First, can this test be used for valid inference if \( Z_{t-1} \) excludes variables relevant to forecasting the variables in \( X_t^2 \)? Second, what is the relation of this test to the common test for market efficiency using equation (3)? The following theorem provides answers to these related questions.

**Theorem:** The likelihood ratio (LR) test of the null hypothesis \( \gamma = \gamma^* \) in (5) and (6) is asymptotically equivalent to an \( F \)-test of the null hypothesis \( \alpha = 0 \) in (3).

**Proof:** Observe that the system in (5) and (6) can be rewritten as

\[
X_t = Z_{t-1} \gamma + u_t,
\]

\[
y_t = Z_{t-1} \theta + u_t \beta + \epsilon_t \tag{7}
\]

\(^6\) If \( E((X_t - \hat{X}_m(X_t|\phi_{t-1}))/\phi_{t-1}) = 0 \) (which corresponds to the weaker definition of rationality in (2)), then \( E(X_t|\phi_{t-1}) = Z_{t-1} \gamma + \epsilon_t^* \) where \( E(\epsilon_t^*|\phi_{t-1}) = 0 \). Therefore \( \epsilon_t = \epsilon_t^* = \epsilon_t^* \beta \) and \( E(\epsilon_t|\phi_{t-1}) = 0 \).

The parameters \( \gamma \) and \( \theta \) can each be estimated using Zellner’s seemingly unrelated regressions technique since the disturbances \( u_t \) and \( u_t \beta + \epsilon_t \) are each uncorrelated with \( Z_{t-1} \). Although the disturbances are correlated across equations, Zellner’s technique reduces to equation-by-equation ordinary least squares (OLS) since the right-hand-side variables are identical in all equations. Therefore, the estimate of \( \theta \) in (7) is numerically identical to the OLS estimate of \( \alpha \) in (3). Thus, an LR test of \( \gamma = \gamma^* \) is asymptotically equivalent to an \( F \)-test of \( \alpha = 0 \).\(^7\)

We now turn to identification and estimation of the remaining parameters: \( \beta \) and the covariance matrix of \( u_t \) and \( \epsilon_t \). Let

\[
\Sigma = \begin{bmatrix} a_{uu} & a_{u\epsilon} \\ a_{u\epsilon}^* & a_{\epsilon\epsilon} \end{bmatrix} \tag{8}
\]

be the contemporaneous covariance matrix of \( u_t \) and \( \epsilon_t \).\(^8\) Since \( a_{uu} \) is a \( k \times k \) matrix, \( a_{\epsilon\epsilon} \) is a \( k \times 1 \) vector and \( a_{u\epsilon} \) is a scalar. Therefore, the covariance matrix of the disturbances \( u_t \) and \( u_t \beta + \epsilon_t \) in (7) is

\[
\Omega = \begin{bmatrix} a_{uu} & a_{u\epsilon} \\ a_{u\epsilon}^* & a_{\epsilon\epsilon} \end{bmatrix} \begin{bmatrix} \beta a_{uu} + a_{u\epsilon} \\ a_{u\epsilon}^* + 2 \beta a_{\epsilon\epsilon} \end{bmatrix} \tag{9}
\]

Let the sample contemporaneous covariance matrix of the residuals from the estimated system in (7) be

\[
S = \begin{bmatrix} S_{XX} & S_{XY} \\ S_{XY}^* & S_{YY} \end{bmatrix} \tag{10}
\]

where \( S_{XX} \) is a \( k \times k \) matrix, \( S_{XY} \) is a \( k \times 1 \) vector and \( S_{YY} \) is a scalar. Using \( S \) as our estimate of \( \Omega \) we obtain

\[
S_{XX} = a_{uu} \tag{11}
\]

\[
S_{XY} = a_{u\epsilon} \beta + a_{u\epsilon} \tag{12}
\]

\[
S_{YY} = \beta a_{uu} \hat{\beta} + 2 \beta a_{\epsilon\epsilon} + a_{\epsilon\epsilon} \tag{13}
\]

where a circumflex denotes the estimate of a parameter. The estimate of \( a_{uu} \) is obtained directly from (11). However, without further a priori restrictions, the parameters \( \beta \), \( a_{uu} \), and \( a_{\epsilon\epsilon} \) are not identified. Equations (12) and (13) contain \( 2k + 1 \) parameters to be estimated and only \( k + 1 \) equations. Thus, \( k \) additional restrictions are required for identification. For example,

Note that \( \theta = 0 \) does not imply that \( \gamma = \gamma^* \) since \( \beta \) could be equal to zero. However, if \( \beta \) is equal to zero, the parameter \( \gamma^* \) is not identified and hence \( \gamma = \gamma^* \) is not testable. Also, in the case in which \( k = 1 \) so that \( \beta \) is not a scalar, \( \theta \) could equal zero even if \( \beta = 0 \) and \( \gamma = \gamma^* \). In this case, the test of \( \theta = 0 \) could fail to detect a violation of \( \gamma = \gamma^* \) even asymptotically. See section V of Abel and Mishkin (1983) for further discussion of this point.

The tests are only asymptotically equivalent because of differences in degrees of freedom. See footnote 12.

\(^7\) Note that \( \theta = 0 \) does not imply that \( \gamma = \gamma^* \) since \( \beta \) could be equal to zero. However, if \( \beta \) is equal to zero, the parameter \( \gamma^* \) is not identified and hence \( \gamma = \gamma^* \) is not testable. Also, in the case in which \( k = 1 \) so that \( \beta \) is not a scalar, \( \theta \) could equal zero even if \( \beta = 0 \) and \( \gamma = \gamma^* \). In this case, the test of \( \theta = 0 \) could fail to detect a violation of \( \gamma = \gamma^* \) even asymptotically. See section V of Abel and Mishkin (1983) for further discussion of this point.

\(^8\) The tests are only asymptotically equivalent because of differences in degrees of freedom. See footnote 12.
if the covariance vector $\sigma_{uv}$ is known, then $\beta$ and $\sigma_{uv}$ can be estimated from (12) and (13).

The null hypothesis $\theta = 0$ in (7) can be tested with a likelihood ratio test with $h$ degrees of freedom. An asymptotically equivalent alternative to the likelihood ratio test is a Wald test based on the statistic

$$Q = \hat{\theta}'[V(\hat{\theta})]^{-1}\hat{\theta}$$

(14)

where $V(\hat{\theta})$ is the variance of $\hat{\theta}$. Under the null hypothesis, $Q$ is distributed asymptotically as chi squared with $h$ degrees of freedom. Since the estimate of $\theta$ can be obtained from an OLS regression of $y$ on $Z$, it can be easily shown that

$$V(\hat{\theta}) = (\beta'\sigma_{uv}\beta + 2\beta'\sigma_{uv} + \sigma_{uv})(Z'Z)^{-1}.$$  

(15)

Recall from (13) that $S_{y_y}$ provides an estimate of the scalar $\beta'\sigma_{uv}\beta + 2\beta'\sigma_{uv} + \sigma_{uv}$. Therefore, we estimate $Q$ in (14) by

$$Q = \hat{\theta}'Z'Z\hat{\theta}/S_{y_y}.$$  

(16)

Except for the adjustment for degrees of freedom, the test statistic in (16) is the same as the test statistic for the null hypothesis $\sigma_{uv} = 0$ in (3).

There are cases in which we might be interested in the coefficient estimates of the efficient markets model in (7) in order to study the effects of unanticipated movements in $X$ on the variable $y$ or to explore the source of rejections of market efficiency (rationality). In order to estimate $\beta$ consistently, we need to impose some identifying restrictions on the covariance vector $\sigma_{uv}$. If we assume that $\sigma_{uv} = 0$, then it is particularly easy to estimate the constrained version $(\theta = 0)$ of the system in (7) by non-linear weighted least squares in which the residuals from an ordinary least squares regression of $y$ on $u$ and $Z$, $\hat{\epsilon}$, will be orthogonal to $u$. Therefore, $S_{y_y} = 0$ and the estimated covariance matrix will be block diagonal. Furthermore, because all of the right-hand side variables in the first $k$ equations are identical, this procedure will lead to the same parameter estimates and test statistics that would be obtained by weighting the variables in equation $i$ by $1/(SSR_i)^{1/2}$, where $SSR_i$ is the sum of squared residuals in equation $i$.

If $\sigma_{uv} = 0$, then the procedure described above will not produce consistent estimates of $\beta$. However, the calculated test statistic for the null hypothesis $\theta = 0$ will continue to be appropriate in this case.

Recall that market efficiency, as described by equation (2), implies that $y$ is uncorrelated with any linear combination of available past information. Therefore, the common test of market efficiency has the desirable property that, except for a chance, a rejection of the null hypothesis can only occur if the market is not efficient, regardless of what available information is included in $Z$. However, a failure to reject the null hypothesis, even asymptotically, does not rule out market inefficiency.

Because we have shown that the common test is asymptotically equivalent to the test of the cross-equation constraints in (5) and (6), it follows that the cross-equation test can also be used for inference under quite general conditions. That is, for any choice of the available information in $Z_{t-1}$ and for any value of $\sigma_{uv}$, a

$\beta$ and $\sigma_{uv}$ does not prevent estimation of the scalar $v^2 = (\beta'\sigma_{uv}\beta + 2\beta'\sigma_{uv} + \sigma_{uv})$, which is used in the test for the significance of $\theta$. Using a standard regression package, $S_{y_y}$ would be calculated as $\hat{\epsilon}'\hat{\epsilon}/(n-h)$ rather than $\hat{\epsilon}'\hat{\epsilon}/n$, where $\hat{\epsilon}$ is the vector of residuals $y - Z\hat{\theta}$. Of course, this difference disappears asymptotically. Note, however, that although $\theta$ may be obtained from a regression of $y$ on $Z$ and $(X - Z\hat{\gamma})$, the test statistics on $\theta$ using this regression are inconsistent because the residuals from this regression, denoted by $\hat{\epsilon}$, yield an inconsistent estimate of $\beta'\sigma_{uv}\beta + 2\beta'\sigma_{uv} + \sigma_{uv}$.

Let

$$\hat{\epsilon} = y - (X - Z\hat{\gamma})\hat{\theta} - Z\hat{\theta} = y - \hat{u}\hat{\beta} - Z\hat{\theta}$$

and recall that $\hat{\epsilon} = y - Z\hat{\theta}$. Therefore, $\hat{\epsilon} = \hat{\epsilon} + \hat{u}\hat{\beta}$ so that $\hat{\epsilon}'\hat{\epsilon} = \hat{\epsilon}'\hat{\epsilon} + \hat{u}'\hat{\beta}'\hat{\epsilon}$, since $\hat{\epsilon}'\hat{u} = 0$. Hence,

$$\text{plim} \frac{1}{n} \hat{\epsilon}'\hat{\epsilon} = \text{plim} \frac{1}{n}(\hat{\epsilon}'\hat{\epsilon} + \hat{u}'\hat{\beta}'\hat{\epsilon}) = \beta'\sigma_{uv}\beta + 2\beta'\sigma_{uv} + \sigma_{uv} - \text{plim} \frac{1}{n} \hat{u}'\hat{\beta}'\hat{\epsilon}.$$ 


12 Since $S_{y_y}$ will equal zero, the estimated variance-covariance matrix for $\hat{\theta}$ will be calculated by a non-linear least squares program as

$$V(\hat{\theta}) = \hat{\sigma}^2 \left( \hat{\beta}'\hat{u}'\hat{u}\hat{\beta} + \hat{\epsilon}'\hat{\epsilon} \right)(Z'Z)^{-1}$$

where $\hat{\sigma}^2$ is the square of the standard error of the non-linear regression and is estimated as the total sum of squares divided by the degrees of freedom for this regression. Because of the weighting of each equation by $1/\sqrt{SSR_i}$, the total sum of squares of the non-linear regression equals the number of stacked equations, i.e., $k + 1$, while the degrees of freedom equals $(k + 1)(n-h) - k$. Thus $\hat{\sigma}^2 = (k + 1)/[(k + 1)(n-h) - k]$ and the test statistic will be $Q = \hat{\theta}'Z'Z\hat{\theta}/\omega$ where

$$\omega = \left[ \frac{(k + 1)}{(n-h) - k} \right] (\hat{\beta}'\hat{u}'\hat{u}\hat{\beta} + \hat{\epsilon}'\hat{\epsilon}).$$

Since $\hat{\theta}$ will be the same as that estimated in a regression of $y$ on $Z$ and since $\hat{\beta}'\hat{u}'\hat{u}\hat{\beta} + \hat{\epsilon}'\hat{\epsilon} = (y - Z\hat{\theta})(y - Z\hat{\theta})$, the test statistic $Q$ is asymptotically equivalent to the test statistic of the null hypothesis $\alpha = 0$ in (3).

13 See section II of Abel and Mishkin (1983) for a discussion of this point.
rejection of the null hypothesis is a rejection of market efficiency.

III. An Empirical Example

An empirical example from Mishkin (1981b) will illustrate how the tests of market efficiency discussed in the previous section can be conducted. Using bond price data, we conduct a test of the rationality of short-term interest rate forecasts similar to the test with survey data by Friedman (1980). Consider the following efficient markets model:

\[ r_t = \gamma_0 + \sum_{i=1}^{6} \gamma_i r_{t-i} + u_t \]  
(17)

\[ BRET_t = r_{t-1} = d + \beta \left( r_t - \gamma_0 - \sum_{i=1}^{6} \gamma_i r_{t-i} \right) + \epsilon_t \]

where

\[ r_t = 90 \text{ day Treasury bill rate at a quarterly rate} \]

\[ BRET_t = \text{quarterly return from holding a long-term bond.} \]

The equilibrium return, \( E_n(\gamma_0, \phi_{-1}) \), is assumed to equal the expected return on a 90 day bill (which is \( r_{t-1} \), the bill rate at the end of the quarter \( t-1 \)), plus a constant liquidity premium, \( d \). Note that in terms of the notation of the previous section, \( r_t \) corresponds to \( X_t \), the lagged \( r \)'s to \( Z_t \), and the \( BRET_t - r_{t-1} - d \) to \( y_t \).

We estimate the constrained system (17) for the 1969:3 to 1976:4 sample period using non-linear least squares and the weighting procedures outlined above. The results are presented in table 1. \(^{15} \) The coefficient on the unanticipated movements of the bill rate is significantly different from zero at the 1% level, thus indicating that movements in short-term interest rates embody information relevant to the pricing of long-term bonds. Also, as might be expected from the expectations hypothesis of the term structure, the sign of this coefficient is negative, indicating that an unanticipated rise in the bill rate is accompanied by higher long-term rates with a resulting lower bond return. Furthermore, the magnitude of this coefficient is quite close to that found in another study (Mishkin (1978)). \(^{16} \)

\[ r_t = \gamma_0 + \sum_{i=1}^{6} \gamma_i r_{t-i} + u_t \]  
(18)

\[ BRET_t = r_{t-1} = d + \beta \left( r_t - \gamma_0 - \sum_{i=1}^{6} \gamma_i r_{t-i} \right) + \epsilon_t \]

\[ + \sum_{i=1}^{6} \theta_i r_{t-i} + \epsilon_t \]

Also found in table 1 are estimates of the unconstrained system \(^{17} \):

\[ r_t = \gamma_0 + \sum_{i=1}^{6} \gamma_i r_{t-i} + u_t \]  
(19)

\[ BRET_t = r_{t-1} = d + \beta \left( r_t - \gamma_0 - \sum_{i=1}^{6} \gamma_i r_{t-i} \right) + \epsilon_t \]

\[ + \sum_{i=1}^{6} \theta_i r_{t-i} + \epsilon_t \]

and the usual regression equation test for market

\(^{14} \) The reader is referred to Mishkin (1981b) for more details on the model of market equilibrium used here and the data and the motivation behind the particular specification chosen.

\(^{15} \) Note that the results here are slightly different from Mishkin (1981b) because in that paper an iterative procedure was used to weight each equation. Note, however, that under the null hypothesis, either procedure will lead to the same results asymptotically.

\(^{16} \) Note that in Mishkin (1978) the Treasury bill rates are at an annual rate. Thus an equivalent coefficient on unanticipated movements in the bill rate there should be 1/4 of that found here.

\(^{17} \) Note that the liquidity premium, \( d \), is estimated in (18) and (19), and thus there are only six constraints implied by rationality and hence only six \( \theta \) parameters.
efficiency

$$BRET_t - r_{t-1} = d + \sum_{i=1}^{6} \theta_i r_{t-i} + \epsilon_t. \quad (19)$$

The theory of the previous section indicates that the $\hat{\theta}$ coefficient estimates should be equal for (18) and (19), and the results in table 1 illustrate this conclusion. Even though quite different computer programs (SAS and ESP) were used in estimating (18) and (19), the $\hat{\theta}$ coefficients were equal for at least four significant digits and often more. In addition, the variance-covariance matrix for $\hat{\theta}$ in (18) should equal \([n - h] / [(k + 1)(n - h) - k] = 46/45\) times the variance-covariance matrix for $\hat{\theta}$ in (19). This is also borne out by the results in table 1, for the standard errors of the $\hat{\theta}$ in (18) are \((46/45)^{1/2}\) times the standard errors of the $\hat{\theta}$ in (19).

Three test statistics for rationality and market efficiency are reported in table 2 along with their marginal significance levels: i.e., the probability of obtaining that value of the test statistic or a higher value under the null hypothesis that $\hat{\theta} = 0$. The Wald test statistic was derived from the variance-covariance matrix of (18), the likelihood ratio statistic from the sum of squared residuals of (17) and (18), and the $F$-statistic from the estimates of (19). Note that all three of these statistics yield similar results as would be expected. None leads to rejection of market efficiency, and indeed the marginal significance levels are quite high. The discussion in the previous section also indicates that the Wald statistic should be \([h(n - h)(k + 1)] / [(k + 1)(n - h) - k] = 6(46/45)\) times the $F$-statistic derived from (19), which is what we find in table 2.\(^\text{18}\)

IV. Summary and Conclusions

In this paper we have explored the econometric properties of a test of cross-equation restrictions developed from the theory of efficient markets. We proved the asymptotic equivalence of this test with the common test of market efficiency which tests for the correlation of $y_t$ with past information, $Z_{t-1}$. This result is of interest because it is useful for other applications, as in Abel and Mishkin (1983), and because it demonstrates that the cross-equation test can be used for inference under quite general conditions: i.e., regardless of the true value of $\sigma_{\epsilon t}$ and regardless of which past variables are included in $Z$. We also discuss the need for additional restrictions in order to achieve identification. Finally, the empirical application of the cross-equation test illustrates the results derived in the paper.

\(^\text{18}\) However, the marginal significance levels are not equal because one is calculated from the $F$-distribution, while the other is calculated from the chi-squared distribution. Of course, this difference disappears asymptotically.

<table>
<thead>
<tr>
<th>Table 2. — Tests of the null Hypothesis $\theta = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wald Statistic from (18)</td>
</tr>
<tr>
<td>$X^2(6) = 5.635$</td>
</tr>
<tr>
<td><strong>Marginal Significance Level</strong></td>
</tr>
</tbody>
</table>

Note: Marginal Significance Level = the probability of finding that value of the test statistic or higher under the null hypothesis.
Note that both the Wald and likelihood ratio statistics are distributed only asymptotically as $X^2(6)$.
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THE EMBODIMENT HYPOTHESIS: AN INTERREGIONAL TEST

Richard McHugh and Julia Lane*

I. Introduction

Several decades ago, Solow (1962) hypothesized that increases in worker productivity could be explained by improvements in the design of new equipment. Output per man-hour would depend not simply on improvements in operations design or the skill level of workers and other factors which would enhance the productivity of all units of capital, and not simply on the level of capital per worker, but would also be dependent on the vintage or age distribution of capital.

Despite the intuitive appeal of this embodiment hypothesis, proponents of embodiment have not found much empirical support in the economics literature on productivity change. In a recent article in this Review, for example, J. K. You (1976) tested for embodiment effects in U.S. manufacturing over the time period from 1929 to 1968 and concluded that technical progress appeared to be disembodied. Earlier, Wickens (1970) used an alternative econometric procedure on U.S. data for 1900 to 1960 to reach essentially the same conclusion: embodiment was not an important factor in the growth of labor productivity.

One thing that is common to tests of the embodiment hypothesis is the use of pure time-series data. In this paper, a report is made on a test of the embodiment hypothesis which utilizes information across regions of the United States.

If technological change is embodied, it is more likely to be uncovered in a cross-section, time-series study. As Denison (1964) notes, for the nation’s economy as a whole, the average age of capital changes only very slightly over time. As a result, true embodiment effects may be statistically swamped by other, secular factors.

Given the relatively large variance in the rates of economic growth and capital accumulation over regions of the United States in the past few decades, ages of capital can vary much more substantially among regions than for the aggregation of these regions. The emergence of an industrial base in the South has led to striking differences in the age of capital between these growth areas, and the older industrial Northeast and Midwest. This shift in the location of manufacturing activity, while not greatly disturbing the overall age distribution of capital in the United States, can cause concurrent striking differences in the change in ages of the capital stock among these regions. If this disparity in ages is statistically associated with differences in the rate of growth in output per man-hour, this could be taken as evidence of embodiment.

In this study, data on capital stocks by U.S. Census region for the years 1960 to 1972 have been used to test for embodiment.

II. Method

To test for embodiment effects, the same basic procedures as those developed by You (1976) are employed. Total potential output at time $t$ can be defined to equal

$$ P(t) = \int_{-\infty}^{t} P(v, t) \, dv $$

(1)

where $P(v, t)$ is the potential output which could be produced at time $t$ using $K(v, t)$, the capital of vintage $v$ surviving at time $t$, and $L(v, t)$, labor working with $K(v, t)$.

Assuming a Cobb-Douglas production function with constant returns to scale,

$$ P(v, t) = Ae^{\gamma t}K(v, t)^aL(v, t)^{1-a} $$

(2)

where

- $\gamma$ is the rate of disembodied technological change
- $\lambda$ is the rate of embodied technological change
- $\alpha$ is the capital-output elasticity.
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