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Computational Analysis of Binary Segregation During Colloidal Crystallization with DNA-mediated Interactions

Abstract
A detailed computational study of compositional segregation during growth of colloidal binary solid-solution crystals is presented. Using a comprehensive set of Metropolis Monte Carlo simulations, we probe the influence of colloid size, interaction strength, and interaction range on the segregation process. The results are interpreted in terms of a simple, but descriptive mechanistic model that allows us to connect to studies of binary segregation in atomic systems. The validity of Metropolis Monte Carlo simulations for the nonequilibrium phenomena investigated in this work is established theoretically and by connections to Brownian dynamics and molecular dynamics simulations. It is demonstrated that standard Metropolis Monte Carlo, properly applied, can provide an efficient framework for studying many aspects of crystallization in colloidal systems.
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I. INTRODUCTION

Colloidal models have provided considerable insight into a variety of fundamental processes related to particle aggregation including crystal nucleation, morphology, melting, and growth. By virtue of their size (from nanometers to microns) and well-defined interactions, colloidal models can provide useful platforms for probing subtle mechanistic elements related to aggregation in atomic systems. In addition to serving as a model system, colloidal assembly technology is now sufficiently versatile and controllable to provide a host of promising approaches for fabricating novel materials with useful properties (e.g., optical metamaterials).

The assembly of colloidal crystals using engineered interparticle interactions has now been demonstrated experimentally with a variety of particle types and sizes. There are numerous approaches for engineering interactions between colloidal particles including direct particle modification and induction by external fields. Examples of interparticle interaction sources that have been successfully realized in experiments include depletion and electrostatic fields. One versatile route for colloidal assembly relies on the use of grafted brushes comprised of single-stranded DNA oligomers, as shown schematically in Fig. 1. In this approach, the single-stranded DNA sequences are engineered to either be partially self-complementary or to be partially complementary to another “linker” oligomer that is introduced into the solution containing the engineered particles. Both approaches have been shown to drive colloidal crystallization under the appropriate conditions of the total particle volume fraction, system temperature relative to the DNA melting point, and particle size relative to the DNA oligomer length. A key advantage of DNA-mediated interactions is their specificity, which, in principle, enables a systematic approach for fabricating multicomponent assemblies with an arbitrary number of different particle “types.” Recent efforts in this regard have led to the assembly of binary colloidal and nanoparticle crystals with controllable composition and even compositional ordering.

Much theoretical emphasis has been placed on the prediction of equilibrium phase diagrams for assembly as a function of interparticle interaction characteristics, while relatively little consideration has been directed toward growth kinetics and the related problem of defect formation. Numerous literature studies have sought to increase the range of accessible assembly structures by manipulating particle shape, preassembling building blocks with desired symmetries, and theoretically predicting interaction models that would lead to interesting assemblies. Nonetheless, it is generally well understood that the incorporation of particles into a growing crystal is controlled by both thermodynamic and kinetic factors at the crystal interface. For example, recent theoretical and experimental studies highlight the importance of the growth kinetics for realizing high-quality DNA-colloidal assemblies that are consistent with the predicted equilibrium phase.

In this paper, we extend a recent study of the growth of binary solid-solution (close-packed) colloidal crystals in which particle assembly is driven by DNA-mediated interactions. Our motivation arises from recent experimental work that suggests the importance of kinetics in the growth of colloidal crystals, with concomitant implications for defect formation. We analyze the effect of growth kinetics on the binary segregation process at the crystallization interface using a model that is closely connected to an actual experimental system. Using detailed Metropolis Monte Carlo (MMC), and now also Brownian dynamics (BD) and molecular dynamics (MD) simulations, we construct simple mechanistic models to describe the process of...
interfacial segregation that appears to be generically applicable to a broad variety of materials systems. We also make direct connections between colloidal and atomistic binary systems and explore in detail the application of MMC simulation to the study of nonequilibrium crystal growth phenomena. The remainder of the paper is outlined as follows. In Sec. II, we provide brief details of the experimental system upon which the present study is based and the associated pair potential model used in the simulations. In Sec. III, we describe the various simulation methods employed. Results and associated discussion are presented in Sec. IV. In Sec. V, the MC results are further interpreted in the context of BD and MD simulations, and finally, conclusions are presented in Sec. VI.

II. BINARY SOLID-SOLUTION CRYSTALLIZATION WITH DNA-MEDIATED INTERACTIONS

The experimental system on which the present computational study is based consists of two mixed populations of micron-sized (diameter, \(\sigma = 0.98 \ \mu m\)) polystyrene spheres, A and B, which bear short grafted strands of single-stranded DNA oligomers, whose sequences differ by a single nucleotide. Pairs of particles interact with each other according to the scheme shown in Fig. 1(b), i.e., via linker DNA molecules that are introduced into the solution and which are designed to be partially complementary to the single-stranded DNA molecules on the particle surfaces. Experimental details regarding the DNA grafting procedure and particle fabrication are given in Ref. 12. Here, we note simply that the interactions between two A particles are assumed to be stronger than those between one A and one B and between two B particles, i.e., \(E^{AA} > E^{AB} > E^{BB}\), where \(E^{XY}\) is the maximum value of the DNA-induced sphere-sphere binding energy. Based on simple thermodynamic considerations, this interaction system is expected to form close-packed A-rich crystals, with some minority concentration of B particles inserted randomly into the lattice (further details are provided in Sec. IV B).

A quantitative model for the effective pair potential between two microspheres was developed recently. The pair interaction potential between two spherical colloids is given generically by the function \(E(h) = E'(h) + E''(h)\), where \(h\) is the particle separation, \(E'(h)\) is a short-ranged repulsion due to compression of the grafted DNA coils, and \(E''(h)\) represents attraction due to the formation of an equilibrium number of DNA bridges between strands on neighboring particles. Expressions for both components of this interaction model were derived in Ref. 9. Here, we express these functions schematically as

\[
\frac{E'(h)}{k_BT} = f(h) \tag{1}
\]

and

\[
\frac{E''(h)}{k_BT} = -g(h)e^{\Delta G/k_BT}, \tag{2}
\]

where \(f(h)\) and \(g(h)\) are functions that describe the distribution of the ends of the grafted strands versus height above the particle surface and \(\Delta G\) is the total hybridization free energy for a single DNA bridge (see Ref. 9 for details). In all ensuing discussions, the binding strength \(E^{XY}\) is defined as the minimum of \(E'(h)\) for any two spheres, \(X\) and \(Y\). Example plots of the pair potential function we use are shown in Fig. 2 for several different values of \(E^{XY}\). Note that the binding energy depends exponentially on the system temperature and free energy change for hybridization of the linker and the two grafted strands, as shown in Eq. (2), leading to a very strong temperature dependence of the binding energy. This is in stark contrast to potentials representing atomic systems in which the binding energy is essentially independent of temperature. Due to this temperature dependence, the range for crystal formation is typically only about 0.5 °C.\(^{9}\)

III. SIMULATION METHODOLOGY

Both MMC and BD simulations were performed to study the binary crystal growth process using the pair potential described in Sec. II. For both types of crystal growth simulations, a periodic cubic simulation cell containing 5000 randomly distributed, nonoverlapping particles\(^{28}\) at a prescribed
volume fraction \( \phi \) (where \( \phi \sim 0.1–0.4 \)) was allowed to relax to constant average energy at a prescribed temperature and volume (constant \( NVT \) ensemble). For a given run, the temperature was fixed at a value that provided the desired inter-

action well depths according to the potential function specified in Refs. 9 and 17 so that \( 3.0k_B T < E_b^{AA} < 6.0k_B T \) and \( 0.4k_B T \leq \Delta E_b = E_b^{AA} - E_b^{AB} \).

For all interaction strengths and system volume fractions considered in our study, a metastable fluid phase was obtained following relaxation of the initial random particle positions because of the large free energy barrier associated with crystal nucleation.\(^{29}\) Once the fluid was equilibrated, a spherical close-packed (fcc) crystallite containing 30–150 particles was inserted into the center of the equilibrated fluid (replacing an equal number of fluid particles). All seed sizes were chosen to ensure that the seeds were larger than the critical size under the particular system conditions. The system was allowed to further relax while keeping the seed particles fixed. When the surrounding fluid was equilibrated with the fixed seed, the seed particles were released and the entire system was allowed to further evolve without constraints. The criterion for seed equilibration was based on the number of solidlike particles identified in the seed; once this number reached the initial seed size, the seed was deemed to be equilibrated. Note that solid particles were identified using a local bond order analysis first outlined in Ref. 30 and later applied by Frenkel and co-workers.\(^{2,31}\) This choice of method for identification of seed-fluid equilibrium is based on the observation that the bond order parameter used here requires extensive ordering of the fluid around a crystallite before the surface particles in the crystallite are identified as solid particles. Thus, when the seed was initially introduced into the fluid, the order parameter fails to identify the surface seed particles as solid until the fluid is equilibrated around the crystalline seed. Using the initialization procedure described here, the nucleation barrier against crystallization is circumvented, allowing us to focus on a single growing crystallite. During the course of each simulation, particles were periodically identified as solid or fluid, and the cluster size was noted.

### A. MMC and BD simulation details

As noted above, both MMC and BD simulations were used to study colloidal crystallization. We discuss the connections between MMC and BD simulations later; here we present briefly the salient details for each. We employed standard MMC with a Verlet neighbor list implementation.\(^{32}\) Individual MC moves were performed by displacing randomly selected particles with a uniformly distributed random vector with maximum magnitude \( r d_{\text{max}} \) in each spatial dimension. Move attempts were accepted and rejected according to the standard Metropolis criterion. Particle assignment to either a solid or a fluid state was performed every 100 moves/particle, or sweeps.

The BD simulations were performed using the algorithm of van Gunsteren and Berendsen,\(^ {33} \) which numerically integrates the Langevin equation

\[
m_i \ddot{\mathbf{r}}_i(t) = -m_i \gamma_i \mathbf{v}_i + F_i + \mathbf{R}_i, 
\]

where \( \gamma_i \), \( \mathbf{v}_i \), and \( F_i \) are the frictional (damping) coefficient, velocity, and systematic force acting on the \( i \)th colloid, respectively. \( \mathbf{R}_i \) represents a random, stationary stochastic force acting on particle \( i \) that arises from interactions with the solvent molecules. Hydrodynamic interactions between particles were neglected in all BD simulations.

Note that the stochastic force \( \mathbf{R}(t) \) is assumed constant over the integration interval \( \Delta t \), and therefore the correlation time for \( \mathbf{R}(t) \) is \( O(\Delta t) \). Thus, in order to generate the required stationary Markovian process during the numerical integration of the Langevin equation, the constraint, \( \Delta t \ll \tau^1 \), must be obeyed, setting a limit on the size of the time step that can be employed in the BD simulations (in addition to that imposed by the accuracy of any given numerical integration scheme). Finally, we note that in the limit \( \gamma = 3\pi n \eta a \to 0 \), the BD algorithm in Ref. 33 can be simplified to the Verlet MD algorithm,\(^ {32} \) where the implicit solvent viscosity is now \( \eta \to 0 \) and purely inertial dynamics are present.\(^ {33} \)

### IV. RESULTS AND DISCUSSION

#### A. Simulating crystal growth “dynamics” with MMC

Generally, crystal growth from a surrounding supersaturated fluid proceeds by diffusion to the crystal surface, followed by the dynamic processes of particle attachment and detachment from the surface. The overall crystal growth process can be characterized by two time scales: the time scale of the crystal growth and the diffusion time scale to the crystal front. The growth time scale for a monolayer of crystal is given by \( \tau_{\text{growth}} = \sigma/(dr/ds) \), where \( dr/ds \) is the radial growth rate, \( s \) is the number of MMC sweeps, and \( \sigma \) is the particle diameter. Note that the sweep count \( s \) serves as the MC measure of time in the following analysis.

Generally speaking, the diffusion timescale is given by \( \tau_{\text{diff}} = L(s)^2/D \), where \( L(s) \) is the time-dependent diffusion length scale of the concentration profile around the growing crystal and \( D \) is the bulk fluid diffusion coefficient. We determine the diffusion length scale by considering the diffusion problem around a growing (spherical) crystallite of radius \( R(s) \) within the quasistatic (or pseudosteady state) assumption, whereby it is assumed that the fluid density profile around the growing cluster is rapidly established relative to the growth rate of the crystal. Under this assumption, the particle volume fraction profile in the fluid is given by

\[
\phi(r,s) = \phi_b \left( 1 - \frac{R(s)}{r} \right) + \frac{R(s)}{r} \phi_s, 
\]

where \( \phi_b \) and \( \phi_s \) are the volume fractions in the fluid bulk and at the crystallite surface. The latter represents the vapor pressure of the crystallite, which is finite when the particle dissociation rate is nonzero.

The density profile in Eq. (4) leads to the classical result that the diffusion boundary layer around a growing crystal is of the same order as the crystal diameter and therefore is time dependent. However, it is possible to establish conditions in simulation where the effective diffusion length scale...
can be made constant, thus simplifying the analysis. Consider a particle balance over the growing crystal, i.e.,

$$\frac{dn}{ds} = \beta n^{2/3} J(s; \phi, E_b),$$  \hspace{0.5cm} (5a)$$

where $\beta$ is a geometric factor that depends on the crystallite shape and $J(s; \phi, E_b)$ is the particle arrival flux at the crystal surface. Under the assumption of spherical crystallite geometry, the radius of a growing crystal is defined as $r = (\sigma/2) n^{1/3} \phi_{crys}^{-1/3}$, where $\phi_{crys}$ is the volume fraction of the crystal and $n$ is the number of colloids in the growing crystallite. Using this expression for the radius in Eq. (5a) gives

$$\frac{dr}{ds} = (\sigma/6) \beta J(s; \phi, E_b) \phi_{crys}^{-1/3} = A(s).$$ \hspace{0.5cm} (5b)$$

Note that under conditions where the arrival flux is constant, the radial growth rate is also constant. As shown in Fig. 3, the radial growth rate for a single-component crystal obtained from example MMC simulations with several different values for overall volume fraction $\phi$ and particle binding energy $E_b$ indeed exhibits linear behavior after a short initial transient, indicating that the arrival flux is constant during this time. This behavior stems from the relatively small size of a spherical crystallite containing 200–300 particles. At long simulation times in Fig. 3, the fluid density becomes appreciably depleted, which leads to a continuous reduction in the arrival flux and hence the crystal growth rate.

The preceding considerations suggest that a constant diffusion length scale (and hence time scale) can be defined for the portion of the simulation over which the radial growth rate is constant. For convenience, we choose the particle diameter as a length scale so that $\tau_{\text{diff}} = \sigma^2/D$. A dimensionless crystal growth rate $\Gamma_D$ can then be defined as the ratio of $\tau_{\text{diff}}$ to $\tau_{\text{growth}}$, i.e.,

$$\Gamma_D = \frac{\tau_{\text{diff}}}{\tau_{\text{growth}}} = \frac{(dr/ds) \sigma}{D}.$$  \hspace{0.5cm} (6)$$

We emphasize that the absolute value of the diffusion length scale is not important here; we simply seek to characterize the qualitative segregation behavior during the growth of binary solid-solution crystals as a function of some dimensionless growth rate $\Gamma_D$. It should be further noted that the diffusion boundary layer constraint imposed by our simulation box size does not alter the overall physics of the problem; it merely allows us to isolate segregation behavior under constant growth conditions. Finally, note that the dimensionless quantity $\Gamma_D$ is explicitly independent of MMC sweeps and therefore can be compared directly to an equivalent quantity obtained from BD simulations or experimental measurements. This issue will be addressed in detail in Sec. V.

B. MMC simulation of binary solid-solution colloidal crystals

Binary crystallization was simulated using the same overall protocol described in Sec. IV A. As mentioned earlier, the binary systems considered here are constructed so that $E_{AA} > E_{AB} > E_{BB}$. One experimental realization of such a binary colloidal system is described in Ref. 12. Here, the difference in DNA strand sequence on the two sphere populations decreases the $A$-$B$ bridge formation energy by $\Delta(\Delta G)$ relative to an $A$-$A$ bridge so that

$$\frac{E_{AA}^B}{E_{BB}^B} = e^{(\Delta \Delta G/k_B T)},$$ \hspace{0.5cm} (7a)$$

and

$$\frac{E_{AA}^B}{E_{BB}^B} = e^{2(\Delta \Delta G/k_B T)},$$ \hspace{0.5cm} (7b)$$

In order to provide control over the difference between the $A$-$B$ and $A$-$A$ interaction strengths, the system in Ref. 16 was engineered with spacer-linker sequence mismatches on both $A$ and $B$ particles. Two systems were created, where $\Delta(\Delta G)_1 = 0.22 k_B T$ and $\Delta(\Delta G)_2 = 1.25 k_B T$. The latter system exhibited almost total exclusion of $B$ particles from the growing $A$ crystal, while the first exhibited a substitution ratio of $0.092\pm0.009$ for crystallites grown from a suspension with 50:50 $A$: $B$ stoichiometry and $0.0154\pm0.0025$ for crystallites from a 90:10 $A$: $B$ suspension. The effective segregation coefficient (defined as the ratio of the fraction of impurity $B$ particles in the crystal to that in the fluid) for both $A$: $B$ compositions was consistent with the value of $k_{\text{seg}} = 0.18 \pm 0.02$.

All binary MMC simulations were equilibrated using pure $A$ seeds containing 150 particles arranged in an fcc configuration and initialized with a fixed composition of particles within the overall simulation. In order to remove any bias imposed by this choice of initial seed composition, growth rate data were collected after over 1 ML of particles had been added to the seed. Also note that only particles added to the crystallite during the constant radial growth portion of the simulation were considered in the analysis. The properties of the $A$ particles were used to define $\Gamma_D$ for binary simulations so that $\Gamma_D = (dr/ds) \sigma / D_A$, where $D_A$ is the bulk fluid diffusivity of $A$ particles. The binary segregation coefficient $k_{\text{seg}}$ was computed across a large range of $\Gamma_D$ values. To access different $\Gamma_D$ values, a sequence of MMC runs was performed using different values of $\Gamma_D$. 

FIG. 3. Radial growth rate as a function of MMC sweeps for several different operating conditions showing linear regime, followed by decreasing rate due to fluid depletion. $\sigma = 0.98 \mu m$ for all cases.
Segregation in colloidal crystallization

Regardless of what parameter values were used to generate a single particle reveals a single master curve, as shown in Fig. 4, reflecting the bulk annealing is generally not possible in micron-scale colloidal crystals. This is generally less than the bulk coordination number because the number of bonds is a function of the surface morphology and composition, while for very slow growth, the crystal composition is equivalent to the fluid phase composition-altering process that can be equilibrated. In the fast growth limit, all particle equilibration processes are slow compared to detachment processes. Particles arriving at the surface of a growing crystal have a finite amount of time to detach before becoming permanently attached to the growing crystal, i.e.,

where

\[ E_b^{AA}(3.75k_B T - 5.0k_B T), \quad E_b^{AB}(0.4k_B T = \Delta E_b \leq 1.5k_B T) \]

overall system volume fraction \( (0.25 < \phi < 0.4) \) and \( r_d \) (0.015\( \sigma \) \( < r_d \text{max} \) < 0.06\( \sigma \)).

In both experiment and simulation, the observed segregation coefficient can be interpreted in terms of the effective number of bonds \( N_{\text{eff}} \) with which an arriving particle equilibrates before becoming permanently attached to the growing crystal, i.e.,

Equation (8) can be analyzed as follows. Particles arriving at the surface of a growing crystal have a finite amount of time (established by the growth rate of the crystal) to reach equilibrium with the surface. This equilibration process depends on the nature of the interaction between the particle and the surface. For example, particles that form strong bonds to the surface (i.e., contacts with a large number of surface particles \( N \)) will require longer times to attach and detach enough instances to attain equilibrium with the surface. Thus, in Eq. (8), the apparent value of \( k_{\text{seg}} \) is determined by the slowest composition-altering process that can be equilibrated. In the fast growth limit, all particle equilibration processes are slow and the crystal composition is equivalent to the fluid phase composition, while for very slow growth, the crystal composition is determined by particles which possess the maximum number of particle-surface bonds. Note that the maximum number of bonds is a function of the surface morphology and is generally less than the bulk coordination number because bulk annealing is generally not possible in micron-scale colloidal crystals.

A plot of \( N_{\text{eff}} \) as a function of \( \Gamma_D \) for \( \sigma = 0.98 \) \( \mu m \) particles reveals a single master curve, as shown in Fig. 4, regardless of what parameter values were used to generate a particular value of \( \Gamma_D \). This result suggests that the segregation behavior is completely controlled by a competition between the growth rate and a process (or processes) whose rate is proportional to bulklike diffusion. Under slower growth conditions (relative to bulk diffusion), \( \Gamma_D < 0.2 \), non-stoichiometric substitution is observed in which \( B \) particles are actively rejected relative to \( A \) particles at the growing crystal front. In the interval, \( 0.05 < \Gamma_D < 0.2 \), \( N_{\text{eff}} \) rises rapidly as \( \Gamma_D \) decreases until reaching a plateau at \( N_{\text{eff}} \approx -2 \). This plateau extends across approximately one decade down to \( \Gamma_D \sim 0.003 \), at which point \( N_{\text{eff}} \) once again rises rapidly to a value of approximately 3. Example configurations of grown crystallites are shown in Fig. 5 for various values of \( \Gamma_D \). A final point regarding the data in Fig. 4 should be emphasized. The preferential incorporation of \( A \) particles into the crystal in general produces a compositional profile around the growing crystal, where the composition near the crystal surface is enhanced in \( B \) relative to the bulk. In the preceding analysis, we assume that such enhancement is small and that the bulk composition may be used to define the segregation coefficient. Manual analysis of several simulations shows that this assumption is valid over much of the parameters considered here.

Overall, our simulation results suggest that the segregation process is governed by the staircaselike hierarchy corresponding to different integer values of \( N_{\text{eff}} \) as \( \Gamma_D \) is varied. At high values of \( \Gamma_D \) (above \( \sim 0.2 \), \( N_{\text{eff}} \approx 0 \), indicating fully nonequilibrium, stoichiometric growth (i.e., no rejection of particles by the growing crystal front). Note that although the crystal is fully stoichiometric (i.e., no segregation relative to the fluid composition) under these conditions, the crystal remains morphologically perfect, with no structural defect formation apparent, as shown in Fig. 5(b). The onset of the dendritic shape instability, corresponding to the onset of morphological disturbances, is seen by \( \Gamma_D \approx 0.7 \) [Fig. 5(c)]. Also shown in Fig. 4 is a data point generated from the experiments discussed above. The \( \Gamma_D \) value corresponding to the experimental conditions (\( \Gamma_D \approx 0.01 \)) was calculated by directly measuring the crystal growth rate (\( \sim 3 \times 10^{-4} \) \( \mu m/s \)) and correcting the bulk fluid diffusion coefficient to account for lubrication effects (\( D_A \approx 0.03 \) \( \mu m/s^2 \)). The latter arises because of hydrodynamic interactions between particles at low separation and are neglected in the MMC simulations. There is very good agreement between this experimental data point and the simulation predictions, although further studies will be required to fully validate the simulation results. Note that the careful control of crystal growth rate required to systematically probe other values of \( \Gamma_D \) with experiments is rather challenging.

While the discrete nature of the segregation process as a function of scaled growth rate is qualitatively understood in terms of an effective number of bonds controlling particle detachment, a still more quantitative picture can be formulated. Mechanistically, the time scale associated with detachment, a still more quantitative picture can be formulated. Mechanistically, the time scale associated with detachment, a still more quantitative picture can be formulated.
and the surface must be broken and, second, the particle has to diffuse sufficiently far away from the crystallite so that no memory of its excursion to the crystal is retained. The latter condition ensures that no correlation exists between a detachment and a subsequent attachment event. A simple model for these two sequential subprocesses can be expressed by

\[ N_{\text{eff}} = \frac{L_w^2}{D_A} \exp \left( \frac{N E_{\text{eff}}}{k_B T} \right) + \frac{(2\sigma)^2}{D_A}, \]  

where \( L_w \) is the interaction length for the pair potential and \( N \) is the number of bonds that must be broken to free the particle under consideration. The bond-breaking time scale [first term in Eq. (9)] is assumed to be determined by the breaking of the strongest bonds, i.e., those between two A particles. The diffusion length scale employed in the second term in Eq. (9), \( 2\sigma \), is approximately equal to the thickness over which fluid ordering is observed due to the crystal.

Using Eq. (9), a sequence of rescaled growth rates can then be defined as

\[ \Gamma_N = \frac{\sigma^2_{\text{eff}}}{\tau_{\text{growth}}}, \]  

each of which compares the relative rates of crystal growth to a particular escape process defined by the number of bonds that must be broken to enable particle detachment from the crystal. In Fig. 7, the simulated value of \( N_{\text{eff}} \) is plotted against \( \Gamma_2 \), \( \Gamma_3 \), and \( \Gamma_4 \). Interestingly, the step transitions, \( N_{\text{eff}}(\Gamma_2)=1 \rightarrow 2 \) and \( N_{\text{eff}}(\Gamma_3)=2 \rightarrow 3 \), are now aligned at about \( \Gamma_N \approx 1 \). In other words, each step transition occurs when the corresponding \( \Gamma_N \) approaches unity. For example, as \( \Gamma_2 \) increases toward unity, the rate of the dissociation processes associated with the breakage of two bonds becomes comparable to the crystal growth rate, and equilibration of this process is no longer possible. At this point, \( N_{\text{eff}}(\Gamma_2) \) is expected to decrease to a value below 2. Assuming that the faster one-bond dissociation process is still equilibrated, the observed \( N_{\text{eff}} \) value would be about 1, until \( N_{\text{eff}}(\Gamma_1) \) becomes \( \sim 1 \), at which point a further decrease in \( N_{\text{eff}} \) would occur. Similar considerations apply for the entire hierarchy of dissociation processes. Note that no plateau is observed at \( N_{\text{eff}} = 1 \) because the diffusion time for particle escape is approximately equal to the time required for single bond breakage [see Eq. (9)].

The dashed line representing the transition \( N_{\text{eff}}(\Gamma_3)=3 \rightarrow 4 \) shown in Fig. 6 is not based on the actual simulation data but represents the expected behavior from the present mechanistic model. Unfortunately, accessing simulation conditions corresponding to \( N_{\text{eff}}=4 \) is too computationally expensive because of the extremely slow growth rates required.

### C. Connections to segregation in atomic systems

In this section, the results from this work are compared to typical segregation behavior observed in atomic systems. Although the pair potential derived for the DNA-mediated system is qualitatively similar to that for simple atomic systems (e.g., a Lennard-Jones model for noble gases), key differences exist such as the interaction range and the shape of the soft-core repulsion. The former, in particular, is well known to drastically alter the phase diagram relative to atomic systems.\(^{26}\) In order to draw a quantitative comparison between segregation behavior in our colloidal system and a typical atomic one, we consider the work of Beatty and Jackson,\(^{24,25}\) who define a rescaled crystal growth rate \( \beta \) as

\[ \beta = \frac{u\tau_C}{\sqrt{D\tau_C}}, \]

where \( u \) is the crystal growth rate, \( \tau_C \) is the average time it takes for a particle to join the crystal, and \( D \) is the diffusion coefficient of the bulk fluid. The time scale \( \tau_C \) is chosen to be \( \tau_C \sim \sigma^2 / D \) on the basis of similar arguments to those made in Sec. IV A; although the average diffusion distance to the growing crystal is not directly related to a single-particle diameter, we use this length scale only to allow us to make qualitative connections to the dimensionless growth rate introduced previously in Sec. IV A. The parameter \( \beta \) can be connected to \( \Gamma_D \) by noting that \( u \sim dr/ds \) and \( \tau_C \sim \sigma^2 / D \) so that \( \beta \sim \Gamma_D \).

Our data are plotted along with the results of Beatty and Jackson for the tin-silicon binary system\(^{24}\) in Fig. 7. In order to define corresponding \( N_{\text{eff}} \) values for the atomic data, we assume that the value of the equilibrium segregation coefficient used in Ref. 24 (\( K_{\text{eq}}=0.023 \)) corresponds to equilibrating the maximum possible number of bonds on the growing crystal surface. The latter value is taken to be approximately 4 for the growth of diamondlike crystals, which assumes that bulk reorganization is operational under equilibrium growth conditions. Applying Eq. (8) then gives an estimate for the
parameter, $\Delta E_b \sim k_B T$, which was used to plot the data from Ref. 24 in Fig. 7. Notably, the atomistic segregation coefficient does not exhibit the stepped behavior predicted for the colloidal system although similar values of $N_{eff}$ are apparent for equivalent scaled growth rates. The short-ranged nature of the colloidal interactions (at least for the particle sizes used in the present study) is therefore directly attributable to the steps in the $N_{eff}$ curve. In the atomistic model, longer-ranged interactions effectively smear out the steps because approaching particles can form multiple bonds over a broad range of positions, whereas only very specific sites allow for multiple bond formation in the colloidal case.

We bridge our results for micron-sized colloidal particles to that for atomic systems by considering smaller colloidal particles. Additional binary crystallization simulations were performed with smaller microspheres ($\sigma=0.3$ and 0.1 $\mu m$), but with the same DNA oligomers used in the original system. Plots of $N_{eff}$ against scaled growth rate for these two additional systems are shown in Fig. 8, along with the prior results for $\sigma=0.98$ $\mu m$. At $\sigma=0.3$ $\mu m$, the overall segregation is observed to still be somewhat stepped in nature but the steps between the integer values of $N_{eff}$ are now more diffuse, particularly in the region where 0 $\leq$ $N_{eff}$ $\leq$ 2. The effect is even more pronounced for 0.1 $\mu m$ diameter particles, although computational limitations prevent us from accessing $N_{eff}$ values above 2. Nevertheless, for the 0.1 $\mu m$ case, the evolution of the segregation behavior already appears to closely resemble that of an atomistic system. Note that for 0.1 $\mu m$ diameter particles, the ratio of the interaction range to the particle diameter, $L_w/\sigma$, is still quite small (~0.3).

V. ANALYSIS OF MMC SIMULATION OF BD

In the remainder of this paper, we discuss the theoretical basis for connecting our MMC results to those from BD simulations. The theory for this connection is well established and proceeds via the Fokker–Planck equation (FPE).35,36 In fact, the literature is replete with examples that demonstrate the applicability of MMC for simulating overdamped dynamics with applications to micromagnets,37 classical magnetic moments,38 protein chains,39 and vacancy cluster diffusion.40 In this section, we summarize the basic elements of this theory and use it to analyze the validity of applying MMC to perform the studies presented in the preceding sections. In particular, we show that single-move MMC can offer significant computational advantages relative to BD simulations when applied to crystallization problems.

The temporal evolution of $P(X,t)$, the probability of a Markovian system residing in a state $X$ at time $t$, is given by the Master equation

$$\frac{\partial P(X,t)}{\partial t} = \int \psi(X';\Delta X)P(X',t)d(\Delta X) - \int \psi(X;\Delta X)P(X,t)d(\Delta X),$$

where $\psi(X;\Delta X)$ is the transition rate over a small but finite time interval $\Delta t$ and $\Delta X = X' - X$. For small $\Delta X$, the Master equation can be approximated by a FPE of the form41,42

$$\frac{\partial P(X,t)}{\partial t} \approx -\frac{\partial}{\partial X}[A(X)P(X,t)] + \frac{1}{2} \frac{\partial^2}{\partial X^2}[B(X)P(X,t)],$$

where

$$A(X) = \int_{-\infty}^{\infty} (\Delta X'\psi(X';\Delta X)d(\Delta X) = \frac{\langle \Delta X \rangle}{\Delta t}$$

and

$$B(X) = \int_{-\infty}^{\infty} (\Delta X')^2\psi(X';\Delta X)d(\Delta X) = \frac{\langle (\Delta X)^2 \rangle}{\Delta t}$$

are the drift and diffusion coefficients, respectively. Following Kikuchi et al.,36 the drift and diffusion coefficients for the MMC “process” can be derived by direct substitution of the Metropolis criterion into Eqs. (13b) and (13c). For a proposed move in a one-dimensional system, the change in potential energy is $\Delta E = (\partial E/\partial X)\Delta X = (\partial E/\partial X)(rd_{max}\xi)$, where $rd_{max}$ is the maximum displacement of the particle and $\xi$ is a uniform random number in the interval $[-1,1]$. The mean displacement and mean square displacement over a number of MMC moves are given by36

$$\langle \Delta X \rangle = \sum_{\Delta X > 0} \frac{1}{Z} \Delta X + \sum_{\Delta X < 0} \frac{1}{Z} \exp\left(-\frac{1}{k_BT} \frac{\partial E}{\partial X} \Delta X\right) \Delta X,$$

$$\langle (\Delta X)^2 \rangle = \sum_{\Delta X > 0} \frac{1}{Z} (\Delta X)^2 + \sum_{\Delta X < 0} \frac{1}{Z} \exp\left(-\frac{1}{k_BT} \frac{\partial E}{\partial X} \Delta X\right) (\Delta X)^2,$$

respectively, where $Z$ is a normalization factor that denotes the total finite number of possible states in a discretized system.

For sufficiently small $\Delta X$, the exponential terms in Eqs. (14) and (15) can be expanded in powers of $\alpha = (1/k_BT) \times (\partial E/\partial X)\Delta X$. Truncating the expansion to third order in $\alpha$ leads to the following expressions for the FPE drift and diffusion coefficients (see Appendix for the derivation):
\[ A(X) = -\frac{1}{k_B T} \frac{\partial E}{\partial X} \frac{(rd_{\text{max}})^2}{6\Delta t} + \left( -\frac{1}{k_B T} \frac{\partial E}{\partial X} \right)^2 \frac{(rd_{\text{max}})^3}{16\Delta t} + O(rd_{\text{max}})^4, \]
\[ B(X) = \frac{(rd_{\text{max}})^2}{3\Delta t} - \frac{1}{k_B T} \frac{\partial E}{\partial X} \frac{(rd_{\text{max}})^2}{8\Delta t} + O(rd_{\text{max}})^4. \]

Consider first the situation where \( \alpha \ll 1 \) and the first term in the expansion above is dominant. Under these conditions, the FPE [Eq. (13a)] suggests that \( B(X) = 2D \), or \( D = (rd_{\text{max}})^2/6\Delta t \), which then implies that the drift coefficient is given by
\[ A(X) \approx -\frac{D}{k_B T} \frac{\partial E}{\partial X} = -\frac{1}{\gamma} \left( \frac{\partial E}{\partial X} \right), \]
where the second equality in Eq. (18) makes use of the Einstein relation \( D/k_B T = 1/\gamma \). The result in Eq. (18) is identical to the drift resulting from overdamped (diffusive) Langevin dynamics (with no hydrodynamic interactions present), as described in Ref. 42.

\[ \frac{dX}{dt} = -\frac{dE}{dX} + R(t). \]

In other words, for sufficiently small \( \Delta X = rd_{\text{max}} \xi \), the dynamics generated by MMC and solution of the inertialless Langevin equations are identical to within an underdetermined conversion factor between the number of MMC moves and time. Note that this equivalence is established on the scale of many MMC moves, i.e., long enough to establish the averages denoted in Eqs. (13)–(15).

As \( rd_{\text{max}} \) (and therefore \( \Delta X \)) is increased, the convergence rate of the expansion applied to Eqs. (14) and (15) is reduced and additional terms become significant. Including additional terms within the expansions in Eqs. (16) and (17) implies that the drift and diffusion coefficients no longer are consistent with Langevin dynamics.43,44 However, the ratio of the \( (\Delta X)^3 \) term to the \( (\Delta X)^2 \) term [in either Eq. (16) or Eq. (17)] gives a criterion for establishing the validity of MMC simulations of dynamical trajectories,
\[ K = \frac{3}{8} \frac{\partial E}{\partial X} \frac{rd_{\text{max}}}{k_B T} \ll 1. \]

In other words, only when \( K \ll 1 \) are MMC trajectories strictly consistent with BD (at a sufficiently coarse-grained time scale).

We validated the criterion in Eq. (20) by performing MMC simulations of cluster center-of-mass diffusion for isolated tetramers. It is well known that in the absence of hydrodynamic interactions, the Brownian diffusivity for a cluster of \( n \) particles is given by
\[ D_{\text{CM}}/D_{\text{monomer}} = n^{-3/d}, \]
where CM refers to the center-of-mass of the \( n \)-particle cluster and \( d \) is the dimension of the simulated system.40,45 Shown in Fig. 9 is a plot of the cluster diffusivity scaled by the monomer diffusivity as a function of \( K \) for tetrahedrally configured tetramers bound by the DNA potential used in the previous sections (\( \sigma = 0.98 \mu m \)). The value of \( K \) was obtained by averaging the gradient of the potential energy (calculated numerically as \( \Delta E/\Delta X \) for each MMC move). The deviation from the expected Brownian behavior (dashed line) initiates at \( K \sim 0.01 \sim 0.1 \) and becomes progressively worse with increasing \( K \), indicating that the criterion in Eq. (20) is, in fact, the relevant one, at least for cluster diffusion. Notably, cluster diffusivity is almost completely arrested for \( K \) values approaching unity. Also shown in Fig. 9 are tetramer diffusion results for the bead-spring interaction model example employed in Ref. 36, which exhibits almost identical behavior.

Next, the averaged \( K \) values were calculated for the crystall growth MMC simulations presented earlier; these are shown in Fig. 10 for the \( \sigma = 0.98 \mu m \) data, along with the corresponding \( N_{\text{eff}} \) versus \( \Gamma_D \) data. The resulting \( K \) values are distributed tightly in the range of \( 0.2 < K < 0.5 \), with some even higher instances. Clearly, the MMC simulations were generally performed under conditions that do not satisfy the criterion in Eq. (20). On the other hand, also shown in Fig. 10 are the \( N_{\text{eff}} \) versus \( \Gamma_D \) data generated by BD and MD simulations for \( \sigma = 0.98 \mu m \) microspheres. Note that the introduction of a scaled growth rate \( \Gamma_D \) allows for a direct comparison between the results of the two simulation methods because the MMC sweep/time factor cancels out in the definition of \( \Gamma_D \). In the BD case, the friction coefficient, as well as binding energies and system volume fractions, were
adjusted to generate a range of \( \Gamma_D \) values, while only the latter was adjustable in the purely inertial MD case. Interestingly, the BD and MD data is statistically indistinguishable from the MMC data, although it was not possible to access very low values of \( \Gamma_D \) \((<10^{-2})\) with either method. Moreover, the BD and MD runs at equivalent values of \( \Gamma_D \) were consistently slower than the MMC runs by up to factors of 10–20, making MMC simulation attractive for the present application.

The agreement between the BD, MD, and MMC data is at first somewhat surprising given the violation of the criterion in Eq. (20). To understand the apparent robustness of the master curve in Fig. 10, we consider the effect of varying the parameter \( \Gamma_D \) on the basic processes taking place within the simulations: bulk fluid diffusion and crystal growth. Shown in Fig. 11 are plots of the dependence of the bulk fluid self-diffusivity, the crystal growth rate, and the resulting value of \( \Gamma_D \) on \( \Gamma_D \) for three different binding energies in a single-component system. The bulk fluid diffusivity (defined in terms of MMC sweeps) in Fig. 11(a) increases with \( \Gamma_D \) but slower than the expected \( \Gamma_D^2 \) scaling (dashed line). The deviation arises because of the high particle volume fraction (30%) which naturally reduces the self-diffusivity, and the fact that over much of the \( \Gamma_D \) range considered, the small clusters that exist in the bulk fluid (in equilibrium with monomers) are artificially arrested due to increasing move rejection rate by the MMC method, as shown in Fig. 9. Note that the latter effect increases with increasing binding energy as expected from Eq. (20).

The crystal growth rate exhibits a more complex dependence on \( \Gamma_D \), in which it first increases and then decreases, for all binding energies. In the following, we establish a quantitative framework for analyzing these results by estimating the growth rate under purely diffusion-limited conditions. Assuming a spherically symmetric crystal and diffusion-limited growth conditions, the growth rate of a crystal is given by

\[
\frac{dn}{ds} = \frac{DC_0}{\sigma}A_{\text{crys}},
\]

where \( C_0 \) is the far-field (number) concentration of particles, \( A_{\text{crys}} \) is the crystal surface area, \( n \) is the number of particles in the crystal, and \( s \) is the number of MMC sweeps. In Eq. (22), it was assumed that the length scale of the diffusion profile around the growing cluster is on the order of \( \sigma \), and the equilibrium fluid particle concentration at the cluster surface is small relative to \( C_0 \), consistent with a continuum interpretation of diffusion-limited growth.\(^{36}\) Noting that \( r_{\text{crys}} = (n/\phi_{\text{crys}})^{1/3} \sigma/2 \), where \( r_{\text{crys}} \) is the crystal radius and \( \phi_{\text{crys}} \) is the crystal volume fraction, Eq. (22) can be rewritten as

\[
\frac{dr_{\text{crys}}}{ds} = \frac{\pi\sigma^2}{6\phi_{\text{crys}}} DC_0 - \frac{\phi}{\phi_{\text{crys}}} D.
\]

In other words, under diffusion-limited conditions, the radial growth rate is approximately of order the diffusion coefficient and scales as \( (\Gamma_D)^2 \). Equation (23) directly leads to the conclusion that

\[
\Gamma_D = \frac{\phi}{\phi_{\text{crys}}},
\]

i.e., \( \Gamma_D \) is a constant of order unity under diffusion-limited growth conditions. Returning to Fig. 11(b), the actual growth rate observed for different binding energies is seen to diverge away from the diffusion-limited behavior (dashed line) with increasing \( \Gamma_D \) and actually decreases for \( \Gamma_D > 0.05\sigma \). This decrease is readily attributable to the increasing fraction of particle attachment moves that are rejected by the MMC criterion. The combination of the effects shown in Figs. 11(a) and 11(b) lead directly to the results in Fig. 11(c), whereby the simulated values of \( \Gamma_D \) are seen to approach the diffusion-limited value as \( \Gamma_D \) decreases.

The observations in Fig. 11 suggest an explanation for the robustness of the binary segregation behavior in Fig. 10 and more generally for the crystal growth process considered in this work. Given the absence of any specific energy barrier for particle attachment at the growing crystallite surface, we would expect that an overdamped, diffusion-dominated system (such as MMC) would predict that the crystal growth process operates in the diffusion-limited regime. This would indeed be the result for MMC simulations operating at very small \( \Gamma_D \), as suggested by Fig. 11(c). As \( \Gamma_D \) is increased, deviation from diffusion-limited conditions arises because the increasing move rejection rate \([i.e., the violation of the criterion in Eq. (20)]\) affects the bulk fluid self-diffusivity and the particle attachment/detachment processes at the crystal surface in different ways. The fact that the crystal growth rate is affected more strongly than the bulk self-diffusivity creates conditions that are akin to the presence of an attachment barrier at the crystal surface, i.e., these effects could be interpreted in terms of a surface reaction
VI. CONCLUSIONS

A detailed computational study was performed of binary crystallization in a colloidal system. The interparticle interactions employed in this work were specified by an analytical model that was validated by direct comparison to optical tweezer measurements, allowing for a quantitative comparison to experimental studies of binary crystallization. We find that the binary segregation behavior in the system can be described well by a simple model in which a hierarchy of interfacial processes, namely various types of particle detachments from the growth interface, competes with the overall growth rate of the crystal.

The observed segregation coefficient was found to exhibit a stepped structure with respect to a dimensionless growth rate parameter, defined as the ratio of the crystal growth rate to the bulk fluid diffusivity. The stepped nature of the segregation behavior is a consequence of a separation between the rates of different particle detachment processes, which, in turn, results from the nature of the short-ranged DNA-mediated interactions (relative to the micron-scale spheres modeled here). Specifically, we find that surface particle detachment rates vary widely depending on the number of bonds formed with the crystal. The apparent segregation coefficient is then determined by the fastest detachment process that can still be equilibrated during crystal growth. For smaller particles, we find that the detachment rates become more closely spaced and the stepped nature of the apparent segregation coefficient gradually disappears, leading to the smoothly varying segregation behavior observed in atomic systems where the energy landscape at the crystal surface is smoothed by the longer-ranged interactions.

A key aspect of our study is the use of nonequilibrium MMC simulations to accelerate crystal growth relative to diffusion and access a broader range of growth conditions beyond what is possible with standard BD simulations. In order to do this, the MMC simulations were performed with moves that were large relative to the interaction distance (but small relative to the colloid scale). These operating conditions were shown mathematically to lead to some artifacts, but ones that were not relevant for the phenomenon under investigation. Specifically, it was shown that collective dynamics, such as cluster diffusion, were erroneously arrested in our simulations, but that these types of processes were unimportant in the context of the segregation behavior. In other words, we find that, at least relative to BD simulations, cluster diffusion and coalescence are not significant avenues for crystallization. Obviously, colloidal interactions at higher volume fractions will become increasingly dependent on collective particle motion.
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APPENDIX: MMC-BASED DRIFT AND DIFFUSION COEFFICIENTS FOR THE FPE

The change in potential energy for a MMC move is given by 

$$\Delta E = \frac{\partial E}{\partial \Delta X} \Delta X = \frac{\partial E}{\partial \Delta X} (rd_{\text{max}} \xi),$$

where \(\xi\) is a random number in the interval \([-1,1]\). Assuming that \(\partial E/\partial \Delta X < 0\) (with no loss of generality), \(\langle \Delta X \rangle\), and \(\langle (\Delta X)^2 \rangle\) are given by

$$\langle \Delta X \rangle = \sum_{\Delta X > 0} \frac{1}{Z} \Delta X + \sum_{\Delta X < 0} \frac{1}{Z} \exp \left( - \frac{1}{k_B T} \frac{\partial E}{\partial \Delta X} \Delta X \right) \Delta X$$

(A1)

and
\[ \langle (\Delta X)^2 \rangle = \sum_{\Delta X > 0} \frac{1}{Z} (\Delta X)^2 + \sum_{\Delta X < 0} \frac{1}{Z} \exp \left( - \frac{\partial E}{k_B T} \Delta X \right) (\Delta X)^2. \]  
(A2)

Defining \( \alpha = (1/k_B T)(\partial E/\partial X) = (1/k_B T)[\partial E/\partial X](rd_{max} \xi) \), and considering the small \( \alpha \) limit gives
\[ \langle \Delta X \rangle \approx \sum_{\Delta X > 0} \frac{1}{Z} \Delta X + \sum_{\Delta X < 0} \frac{1}{Z} \left( 1 - \alpha + \frac{\alpha^2}{2} \right) \Delta X + O(\Delta X)^4 \]
\[ = \frac{1}{Z} \left( \sum_{\Delta X > 0} \Delta X + \sum_{\Delta X < 0} \Delta X \right) + \sum_{\Delta X < 0} \frac{1}{Z} \left( 1 - \alpha + \frac{\alpha^2}{2} \right) \Delta X + O(\Delta X)^4. \]  
(A3)

For constant \( \partial E/\partial X \),
\[ \langle \Delta X \rangle \approx - \frac{1}{k_B T} \frac{\partial E}{\partial X} (rd_{max})^2 \int \xi \xi^2 d\xi \]
\[ + \left( \frac{1}{k_B T} \frac{\partial E}{\partial X} \right)^2 \left( \frac{rd_{max}}{2} \right) \int \xi^3 d\xi + O(rd_{max})^4. \]  
(A4)

For small \( |\xi| \) the summation over \( \xi \) can be expressed as an integral over \( d\xi \) so that
\[ \langle \Delta X \rangle \approx - \frac{1}{k_B T} \frac{\partial E}{\partial X} (rd_{max})^2 \int \xi^2 d\xi \]
\[ + \left( \frac{1}{k_B T} \frac{\partial E}{\partial X} \right)^2 \left( \frac{rd_{max}}{2} \right) \int \xi^3 d\xi + O(rd_{max})^4. \]  
(A5)

Evaluating the integrals in Eq. (A5) finally gives
\[ \langle \Delta X \rangle \approx - \frac{1}{k_B T} \frac{\partial E}{\partial X} (rd_{max})^2 \int \xi^2 d\xi \]
\[ + \left( \frac{1}{k_B T} \frac{\partial E}{\partial X} \right)^2 \left( \frac{rd_{max}}{2} \right) \int \xi^3 d\xi + O(rd_{max})^4. \]  
(A6)

Similar considerations for Eq. (A2) give
\[ \langle (\Delta X)^2 \rangle \approx \left( \sum_{\Delta X > 0} \frac{1}{Z} (\Delta X)^2 + \sum_{\Delta X < 0} \frac{1}{Z} (\Delta X)^2 \right) \]
\[ - \sum_{\Delta X < 0} \frac{\alpha}{Z} (\Delta X)^2 + O(\Delta X)^4, \]  
(A7)

and for constant \( \partial E/\partial X \) and small \( |\xi| \),
\[ \langle (\Delta X)^2 \rangle \approx \frac{(rd_{max})^2}{3} - \frac{1}{k_B T} \frac{\partial E}{\partial X} (rd_{max})^3 \frac{8}{8} + O(rd_{max})^4. \]  
(A8)