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Fig. 10. Studio dimensions-2D view space. 

5.2. I .  I Testing Procedure. In order to test the effective- 
ness of the view space decomposition and interpolation 
modules, we have chosen a two-dimensional view space 
within the studio environment in which we will move freely. 
Fig. 10 provides a diagram of the view space. Figs. 11-14 
show sample base views and different quality reconstruc- 
tions using four fill algorithms available with the Radiance 
pinterp function. In the ”no fill” algorithm, each pixel in 
each base image is projected onto at most one pixel in the 
new image, and some pixels in the new image are left with 
a default background color. In ”foreground fill,” pixels in 

the base images are treated as polygons, and may be pro- 
jected onto multiple pixels in the new image. In 
’%background fill,” each base image is projected to at most one 
new image pixel, and unfilled pixels are assigned the values of 
surrounding filled pixels. In ”foreground/background,” the 
foreground fill technique is used, with the background 
technique used to fill any remaining holes. 

For simplicity in analyzing the effect of quality in a sin- 
gle image, we considered a simplified one-dimensional 
subset of the view space as shown in Fig. 15. The spatial 
decomposition module was executed with three different 

(a) (b) ( 4  

Fig. 11. Four medium quality base images from the two-dimensional studio view space. 

(a) (b) (c) (4 
Fig. 12. Four pixel-based view reconstruction fill algorithms (low quality spatial decomposition). (a) no fill, (b) foreground fill, (c) background fill, 
(d) foreground and background fill 
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Fig. 13. Four pixel-based view reconstruction fill algorithms (medium quality spatial decomposition): (a) no fill, (b) foreground fill, (c) background 
fill, (d) foreground and background fill. 

(a) (b) (c) (d) 

Fig. 14. Four pixel-based view reconstruction fill algorithms (high quality spatial decomposition): (a) no fill, (b) foreground fill, (c) background fill, 
(d) foreground and background fill. 

quality levels; it returned three pairs of base locations 
(corresponding to the respective quality levels) to be used 
for the different quality reconstructions. For each pair of 
base locations, 180' range-images were generated in Radi- 
ance for use as the base images. We then chose a viewpoint 
and field of view to reconstruct that fell in the middle of the 
pairs of base locations. Using the three pairs of base images, 
the view interpolation module, pinterp, was used to recon- 
struct the different quality images of the environment from 
the chosen view. Radiance was used to generate a reference 
image for the chosen view and field of view. The analysis 
was completed by calculating the relative LRMS error be- 
tween the various images. 

5.2.1.2 Observations. The raw statistics and images 
(Table 3 and Fig. 16) for the pixel-based view reconstruc- 
tion are especially interesting. One source of error is due to 
the fact that pinterp produces slightly different results de- 
pending on the ordering of the input files and a tolerance 
factor. We ordered the files by linear distance from the in- 
terpolation point under the assumption that the images 
from closer base viewpoints would be more valid than 
those from greater distances. Since the method uses repro- 
jection of pixels from the base images as its means of recon- 
struction, a high initial resolution is required to remove any 
quantization effects and resampling errors. This effect is 
shown in the row labeled "Resampled Radiance," which 

(36,77,10) (0.0,10) 

Fig. 15. Studio dimensions-1 D view subspace. 
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specifically measures the error involved in downsampling 
from a spherical image at the chosen viewpoint to the de- 
sired field-of-view image at the same point. This error is 
very large and suggests that a more sophisticated approach 
is needed; future work will address this shortcoming. It is 
important to recognize the existence of this error when 
viewing the statistics. 

In addition, to ensure good results, the setting for q for 
this step has to be high (2.91, as the results are very sensitive 
to having the correct objects visible. Although q was high, we 
were able to get reasonable results by interpolating views 
that are seven meters apart. 

The reconstruction process itself works well for views that 
flank the chosen view. However, the error increases dramati- 
cally as we start to move our base images away from the 
chosen viewpoint. Mutually occluded information in the 
base images that must be "filled" in the reconstructed image 
can also cause severe discrepancies in the compared images 
and a large RMS error. Fortunately, the areas that are most 
problematic are somewhat isolated. Perhaps rather than 
having a spatially denser set of complete base images, a few 
partial images for areas of the view that change rapidly with 
location could be used. These partial samples could benefit 

other image-based approaches as well, including our own 
motion interpolation method. 

5.2.2 Motion Interpolation 
Interpolating motion from images is a difficult problem. 
Pixel-based interpolation methods are inadequate for the 
reconstruction of object motion unless a large set of im- 
ages is generated. To keep our initial implementation as 
simple as possible, we used pixelwise linear interpolation as 
a temporal reconstruction algorithm. This, of course, means 
that our temporal decomposition approach oversamples in 
an attempt to remove undesirable visual artifacts. 

In order to test this phase of the framework, we chose to 
return to the Cornel1 box model. The simplicity of this envi- 
ronment allows us to easily isolate the error introduced by 
motion interpolation from other errors that can be intro- 
duced by the framework. 
5.2.2. f Testing Procedure. We analyzed motion sampling 
and reconstruction from the point of view of a single, fixed 
view. For the chosen view, we decomposed time into coher- 
ent segments using our visible object coherence and direct 
illumination coherence algorithms. At the ends of the chosen 
time interval, if the percentage of pixels that "sees" the same 

TABLE 3 
VIEW RECONSTRUCTION STATISTICS FOR THE STUDIO ENVIRONMENT 

(a) (b) (c) (4 (e) 

Fig 16. Comparison of studio images generated via view reconstruction (a) radiance HQ, (b) low quality reconstruction, (c) medium quality recon- 
struction, (d) high quality reconstruction, (e) resampled radiance 
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object is greater than the user-specified quality parameter, 
the interval is deemed coherent with respect to object visibil- 
ity. A similar test is performed from the point of view of the 
light sources to test direct illumination coherence. If the in- 
terval passes both tests, it is coherent. Subdivision occurs for 
any interval that fails either test until a list of coherent time 
intervals is created. 

We decomposed the box environment using three differ- 
ent quality levels, which yielded three time lists. For each of 

the time lists, we generated the set of temporal base images. 
We then compared a fully rendered set of twelve Radiance 
images against the different quality base image sets; inter- 
mediate frames were filled in by linear reconsh-uction. This 
simple test allowed us to isolate the 
tion reconstruction alone. 

5.2.2.2 Observations. The results (Table 4, Fig. 17, and 
Fig. 18) from this phase indicate that we can achieve 

introduced by 

TABLE 4 
MOTION lNTERPOLATlON STATISTICS FOR THE CORNELL BOX ENVIRONMENT 

Luminance RMS ErrorRendered Frame Average Luminance 

1.40 ~ 
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Fig. 17. Error graph for motion interpolation within the Cornell box environment. 

Low Quality - .3 ..... .............. .. .. . . .. . . .. ........... 
Medium Quality - .6 
High Quality - .9 
_____..-__________--- 

Frame Number 
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Fig. 18. Comparison of frame 10 in the motion sequence: (a) radiance 
(d) high quality reconstruction. 

HQ, (b) low quality reconstruction, (c) medium quality reconstruction, 
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reasonable accuracy by using a large number of temporal 
samples. However, the error is of a type that is especially 
objectionable. Pixel-flow algorithms would provide a better 
mechanism for this type of reconstruction, but are more 
complicated and require more information than is typically 
stored in a range-image. The pixel flow must be calculated 
and stored with the pixel values. We plan to address the 
problem of determining an adequate temporal sample set 
within the context of a more robust motion reconstruction 
algorithm in a subsequent work. As we mentioned in the 
previous section, it should be possible to augment any mo- 
tion reconstruction algorithm to use partial samples. 

5.3 Putting It All Together-The Soda Shop 
In this section, we examine the performance of the frame- 
work as a whole by taking an example from the specifica- 
tion stage through to the walk-through stage. This analysis 
involves integrating all of the phases of the framework, 
including indirect and direct illumination, and both do- 
mains, spatial and temporal. We use a soda shop environ- 
ment of moderate complexity for this analysis. The scene 
contains complex surface BRDFs and textures and small 
objects that move. 

5.3.1 Testing Procedure 
We began by performing a decomposition for the indirect 
illumination. This entailed simplifying the environment 
and then decomposing it as a function of time. We per- 
formed this decomposition for three different quality levels: 
low, medium, and high; the same quality parameters were 
used through the different phases of the framework. After 
treating indirect illumination, direct illumination and visi- 
bility were computed yielding the following sample points 
in space and time: 

* Low quality: Two spatial locations with two times for 
each location. 

0 Medium quality: Three spatial locations with three 
times for each location. 

0 High quality: Five spatial locations with five times for 
each location. 

For each of the spatial locations and each of the times, a 
360' base image was generated for use in the reconstruction 
phase. 

After the bases were constructed, a path through the envi- 
ronment was chosen, including the associated camera pa- 
rameters. Frames were then rendered using Radiance with its 
high quality settings. We also reconshucted the path using our 
low, medium, and high quality bases. The individual frames 
were then compared using the relative LXMS error metric. 

5.3.2 Obsewa fions 
The results (Table 5, Fig. 19, and Fig. 20) for the walk- 
through are encouraging. The high quality reconstructions 
are comparable to the high quality Radiance renderings. In 
addition, we can successfully control the quality of the se- 
quence and trade time for numerical accuracy with the pa- 
rameters we have defined. For our results, we used the 
chosen quality level through all the steps in the framework. 
It is clear, however, that quality (as we have currently de- 
fined it) does not have the same impact on each step in the 

process. The framework needs to be refined to take a user- 
specified quality and interpret it relative to each step in the 
process; this will be a subject of future work. 

TABLE 5 
EXECUTION TIMES FOR INDIVIDUAL PHASES OF THE FRAMEWORK 

ON THE S O D A  SHOP ENVIRONMENT 
Walkthrough Reconstruction-Soda Shop 

Scene Decomposition/Base Image Construction 

Lummance RMS EmrlRendered Frame Aveiage Lummance 

070 I I I .  r Low Oualitv Reconmucuon 

0.60 
. , ~~~ ~-~ .... .............. ................. ..._._____. ............. . .... 

Medium Quality Reconstruction 
Hieh Oualitv Reconstruction 
-.......____________~~~...~~~~~~ 
I .  I 

0.50 

0.40 

0.30 

, I .  
I 

Frame Number 1 I 020 j 
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Fig. 19. Error graph for walk-through reconstruction within the soda 
shop environment. 

6 SUMMARY AND h)lSCUSSlON 

We have presented a new framework for efficiently com- 
puting and storing global illumination effects in complex, 
animated environments. Our approach is a range-image 
based system, which exploits coherence by computing di- 
rect and indirect illumination separately in both space and 
time. Indirect illumination is computed for sparsely sepa- 
rated points for very large time steps. Interpolation be- 
tween these solutions is used to compute the indirect illu- 
mination for the time series of images at each base view 
point. We demonstrate that the range-image approach al- 
lows the rapid generation of the views along arbitrary paths 
within a view space, which is a subset of the whole environ- 
ment. The framework represents a major step toward the 
ultimate goal of allowing users to interact with accurately 
rendered, animated, geometrically complex environments, 
as it allows for a user to tour a view space rendered with 
full global illumination effects in which objects move. 

Within the context of the framework, there are several ar- 
eas that require future research. First, we would like to de- 
vise a scheme to define and quantify an acceptable quality 
level for each aspect of the framework. We would also like to 
determine an alternative approach to LRMS for measuring 
the quality of the solution; this would allow us to couple a 
notion of quality of the solution to what is going to be visible 
in the final image. We would also like to address the problem 
of accurate interpolation of object motion from images. The 
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Fig. 20. Four frame comparison in the soda shop environment: (a) fully rendered, (b) low quality reconstruction, (c) medium quality reconstruction, 
(d) high quality reconstruction. 

notion of freedom of movement in the context of the frame- 
work seems to be another potential area of interesting work. 
For example, many tradeoffs are possible between user inter- 
activity and the quality of the animated sequence. The prob- 
lem of automatically determining the base views for a three- 
dimensional environment is an open research topic, which 
could involve research in computational geometry. Another 
important problem is temporal aliasing. Methods need to be 
developed to avoid missing motions that may cycle in time 
periods shorter than the initial time samples used in the 
adaptive subdivision. Last, there is a potential for real time 
walk-throughs using specialized hardware for the view and 
time interpolations. 
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