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Deciding to Curtail Persistence

Abstract
Imagine that a few seconds ago you called a restaurant to book a reservation and were placed on hold. How soon do you expect to be helped? Are you having any difficulty waiting?

Now imagine 5 minutes have gone by and you are still hearing hold music. Is it getting more difficult? Have your expectations changed? How much longer will you give them?

Voluntary persistence toward delayed rewards has often been framed, in the psychological literature, as a self-control problem. This view presumes that it is generally beneficial to direct one's behavior toward valuable prospects in the future, but that the fallible nature of self-control makes people sometimes succumb to immediate temptations instead. In laboratory studies, individuals who wait longer for delayed rewards have been deemed to possess greater self-control capacity.

In real life, though, how long it is worth holding out for future rewards can be a more vexed question. Not all long-run rewards is complicated by the fact that future events are uncertain in both their substance and their timing. When it comes to choosing how long to wait for everything from city buses to customer service representatives, decision makers can as easily err by waiting too long--chasing sunk costs--as by waiting too little. In this chapter we review research suggesting that the challenge of delaying gratification does not emerge merely from psychological limitations but instead reflects the genuine complexity of the environments in which real-world decisions take place.
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CHAPTER 29

Deciding to Curtail Persistence

JOSEPH T. MCGUIRE
JOSEPH W. KABLE

Imagine that a few seconds ago you called a restaurant to book a reservation and were placed on hold. How soon do you expect to be helped? Are you having any difficulty waiting?

Now imagine 5 minutes have gone by and you are still hearing hold music. Is it getting more difficult? Have your expectations changed? How much longer will you give them?

Voluntary persistence toward delayed rewards has often been framed, in the psychological literature, as a self-control problem. This view presumes that it is generally beneficial to direct one's behavior toward valuable prospects in the future, but that the fallible nature of self-control makes people sometimes succumb to immediate temptations instead. In laboratory studies, individuals who wait longer for delayed rewards have been deemed to possess greater self-control capacity.

In real life, though, how long it is worth holding out for future rewards can be a more vexed question. Not all long-run prospects are worthwhile goals, and not all immediate rewards are wayward temptations. Evaluating the relative merits of immediate and long-run rewards is complicated by the fact that future events are uncertain in both their substance and their timing. When it comes to choosing how long to wait for everything from city buses to customer service representatives, decision makers can as easily err by waiting too long—chasing sunk costs—as by waiting too little. In this chapter we review research suggesting that the challenge of delaying gratification does not emerge merely from psychological limitations but instead reflects the genuine complexity of the environments in which real-world decisions take place.

SEEMINGLY INCONSISTENT DECISION BEHAVIOR

When it comes to diagnosing self-control failure, one of the most incriminating phenomena occurs when people reverse their own previous choices about the future. Take, for
example, decisions about exercise. If you encounter someone who does not regularly exercise, you might simply assume he or she has other priorities. If, however, you encounter someone who began an exercise routine and dropped it within a week, you might be more inclined to suspect he or she is having difficulty following through on goals.

One of the best-known laboratory paradigms for eliciting reversals of future-oriented behavior was developed to study delay of gratification in children (Mischel & Ebbesen, 1970; Mischel, Ebbesen, & Zeiss, 1972; Mischel, Shoda, & Rodriguez, 1989). In the delay-of-gratification task, an experimenter offers a 4-year-old child a choice between a smaller and a larger food reward. The child can obtain the larger and more preferred reward by waiting alone in a room until the experimenter returns, or can obtain the smaller reward by summoning the experimenter at any time.

Behavior in this paradigm varies greatly across individuals. Data from a large replication study sponsored by the National Institutes of Health are shown in Figure 29.1 (McGuire & Kable, 2013; National Institute of Child Health and Human Development [NICHD] Early Child Care Research Network, 2002). The results are plotted in the form of a survival curve, showing what fraction of the children were still waiting at each time from the beginning of the delay until the 7-minute mark, when the large reward was delivered. At one extreme, about 53% of the participants waited the entire time. At the other extreme, about 17% quit within the first 15 seconds, consistent with having rapidly decided that it was not worth waiting for the larger reward. In between, the remaining 30% of the participants showed a more puzzling and seemingly inconsistent pattern: They waited at first, but at some point gave up and received the same small reward they could have obtained without waiting at all. It seems reasonable to construe this reversing sequence of choices—first trying to wait but then quitting—as a delay of gratification failure.

Various potential explanations for delay of gratification failure have been discussed in the psychological literature, and most appeal to the idea of limited self-control capacity. The child’s initial choice is thought to reflect a belief that the benefits of waiting outweighed the costs, but the subsequent reversal is taken as evidence that the child lacked the ability to follow through (Mischel, Ayduk, & Mendoza-Denton, 2003). The specific cognitive skills that make the difference between successful and unsuccessful waiting are
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**Figure 29.1.** Behavior of 4-year-olds in the delay-of-gratification paradigm. The experimenter returned and delivered the large reward after 7 minutes if the child was still waiting. Data are from the Study of Early Child Care and Youth Development (NICHD Early Child Care Research Network, 2002). From McGuire and Kable (2013). Copyright 2013 by the American Psychological Association. Adapted by permission.
thought to include cognitive tactics, such as the strategic control of attention, that help to manage the balance between hot and cool motivational systems (Duckworth, Gendler, & Gross, 2014; Eigsti et al., 2006; Metcalfe & Mischel, 1999; Mischel et al., 1972; Rodriguez, Mischel, & Shoda, 1989).

Less-often appreciated, however, is that decision makers faced with delay might have good reason to reverse their original patient choice even if their self-control abilities are fully intact. When the timing of future events is uncertain, it can be appropriate to change one's subjective valuation of future rewards merely as a function of how much time has passed already.

**Temporal Uncertainty and Time-Varying Reassessment**

Most future rewards are associated with some degree of uncertainty, and this uncertainty can take at least two forms. Sometimes one is unsure whether the rewarding event will occur at all. In laboratory experiments, children quite reasonably become less interested in waiting for future rewards if they have reason to mistrust whether the experimenter will deliver the rewards as promised (Kidd, Palmeri, & Aslin, 2013; Mahner, 1956). In other cases, one might believe an event is fairly sure to occur eventually but still might face substantial uncertainty about the duration of the delay. Consider real-life situations such as waiting for a city bus, waiting in a long checkout line, or waiting for the end of a boring speech. In these situations there is no real risk of the awaited event never arriving, but one might be anxious about the possibility that it might take an unreasonable amount of time.

The original delay-of-gratification laboratory experiments included deliberate measures to remove the first kind of mistrust as a factor. The protocol ensured that the children knew the large reward existed and the experimenter would eventually deliver it (Mischel & Ebbesen, 1970; Mischel et al., 1972). However, the paradigm was designed to create a high degree of temporal uncertainty. Participants received no specific information in advance about how long they would be expected to wait: The experimenter told them the delay would last “a while,” and added, “Sometimes, I'm gone a long time” (Mischel & Ebbesen, 1970, p. 332). Even if a specific time interval had been mentioned, it is far from guaranteed that 4-year-old participants would have been able to make full use of the information. This is an important and face-valid feature of the paradigm, since temporal uncertainty is the rule rather than the exception for many kinds of real-life future rewards.

When people are unsure how long something will take, they nonetheless are able to express an intuitive sense of what the possibilities are. People's explicit predictions about the timing of various kinds of future events turn out to be reasonably well calibrated to the true statistics of the relevant domain (Griffiths & Tenenbaum, 2006). People understand, based on their background knowledge, that different forms of uncertainty characterize different situations.

A decision maker's expectations about an uncertain future event can be thought of in terms of a subjective probability distribution. For example, if you were wondering when the next subway train would arrive during a typical evening commute, your expectations might be well characterized by the normal distribution in the top-left of Figure 29.2.
This reflects an expectation that the train will probably take somewhere between 1 and 5 minutes. If pressed for a prediction, you might use the average of all the possibilities (or perhaps the median) and predict a waiting time of 3 minutes.

Once the subjective probabilities are written down in this way, it becomes straightforward to think about how one's prediction would evolve with the passage of time. As time elapses (with no train in sight), short delay lengths are ruled out. This is represented in the left-hand column of Figure 29.2, with rows representing the situation in which zero, 2, or 4 minutes have already elapsed. As long as the train does not appear, one can adjust one's expectations by excluding all the delays shorter than the amount of time that has already elapsed. At any given moment, one might offer an updated prediction based on the average of the times that are still possible. The result of this, in this scenario, is that time is felt to be bringing the event progressively nearer (Griffiths & Tenenbaum, 2006; McGuire & Kable, 2013). Even when the delay has exceeded the original prediction, one infers that there must be only a short time still remaining (bottom-left panel of Figure 29.2).

However, not all events are as reliable as the rush-hour subway train. Other situations involve a different form of temporal uncertainty, which leads to a qualitatively different pattern of dynamic change in one's predictions. Suppose that instead of waiting for the subway one is waiting for a reply to an e-mail. Normally distributed expectations would no longer be appropriate, since e-mail reply times follow something more like the power-law distribution shown on the right-hand side of Figure 29.2 (Barabási,
2005). This distribution represents a mixed and open-ended set of possibilities: Many replies come quickly, but others can take a very long time. As in the previous scenario, one might initially predict a delay of 3 minutes based on the average of the distribution. Here, however, one's prediction would increase rather than decrease as time elapsed. As shorter delays were ruled out, longer and longer delays would remain possible, and the awaited event would be felt to be receding into the future (Griffiths & Tenenbaum, 2006; McGuire & Kable, 2013; Rachlin, 2000). This would be like inferring that someone who has not written back immediately is probably away from e-mail and will take hours rather than minutes to respond.

It might seem counterintuitive that decision makers would change their predictions in the absence of an obvious change in their situation. The previous example illustrates, however, that time passage itself can constitute a source of novel and relevant information. If one initially believed there was some chance that the event could happen quickly, its nonoccurrence should lead to revised expectations in light of what possibilities remain.

**HIGH-PERSISTENCE AND LIMITED-PERSISTENCE ENVIRONMENTS**

When a reward's predicted arrival time changes, its subjective value changes as well. Decision makers discount future rewards according to their delay. Although the exact shape that best describes the discounting function is a matter of debate, it is well established that when rewards are at stake, delay counts as a cost. More temporally remote rewards are worth less in terms of their present subjective value to the decision maker than otherwise equivalent rewards that are available sooner (Frederick, Loewenstein, & O'Donoghue, 2002). There is nothing irrational about treating delay as a cost, especially in situations such as the delay-of-gratification task, in which waiting prevents the decision maker from doing anything else. A cost–benefit assessment of the future reward should pit the expected gain (the margin by which one prefers the large reward to the small reward) against the expected opportunity cost of time (the value of whatever else one could be doing during the anticipated delay).

The large reward's attractiveness should therefore vary inversely with the predicted remaining wait time. When rewards have normally distributed timing and are felt to be approaching, like the subway train, their subjective value to the decision maker should increase as the wait progresses (Figure 29.2, left). If one preferred to wait when the predicted delay was 3 minutes, this preference should be even stronger when the predicted delay is only 1 minute. Environments with normally distributed timing statistics are conducive to high persistence. A decision maker who chose to wait at the outset would not be expected to want to reverse this decision later.

The opposite is true for events with power-law timing statistics, like e-mail responses (Figure 29.2, right). As time passes and the predicted delay grows longer, the subjective value of the delayed reward progressively deteriorates. Eventually it might be worth less to the decision maker than the immediate alternative, and at that point the value-maximizing course of action would be to give up. The fact that one was willing to wait 3 minutes for a particular delayed reward does not necessarily imply one is also willing to wait 10 minutes. Environments with power-law timing favor limited persistence: A decision maker who was willing to wait at first would have some giving-up time, beyond which the expected costs of waiting outweigh the expected benefits. In these
circumstances, a reversing pattern of choices (first waiting, then quitting) can be consistent with rational, value-guided behavior.

Effective self-regulation in delay-of-gratification scenarios is therefore considerably more complex than merely finding a way to resist the temptation to quit. Decision makers must continually gauge whether the reward is still worth waiting for, given their internal model of the statistics of the environment, and calibrate persistence accordingly. Because we all find ourselves sometimes in high-persistence environments and sometimes in limited-persistence environments, it is important that the mental processes supporting this behavior be flexible and context-sensitive.

Actual waiting behavior might therefore depend not merely on how much self-control one has, but more importantly on what kind of environment one thinks one is in. Because adaptive behavior varies across situations, it is possible to go wrong either by waiting too long or too little. For example, a decision maker might actually be in a high-persistence environment but incorrectly believe that a more limited degree of persistence is appropriate (Figure 29.3, top). To an observer who knows more about the environment it might look like the decision maker has self-control problems and lacks the capacity to delay gratification. Conversely, a decision maker might actually be in a limited-persistence environment but incorrectly think that high persistence is warranted (Figure 29.3, bottom). A better-informed observer might notice that the person is waiting too long and assume he or she is irrationally unwilling to abandon sunk costs (Arkes & Blumer, 1985; Navarro & Fantino, 2009).

**The Ubiquity of Limited-Persistence Environments**

Limited-persistence environments are ubiquitous. We routinely encounter delayed outcomes that are worth waiting for up to a point, but not indefinitely. One reason for this is that the ecological time intervals in many domains of human activities are well
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**FIGURE 29.3.** Two ways a decision maker's beliefs can be miscalibrated to the environment.
characterized by power-law distributions (Anderson & Schooler, 1991; Barabási, 2005). Power-law timing represents situations in which there is a mixture of possibilities, with events able to happen on either a fast or slow time scale. Because this type of distribution allows for multiple time scales, it also makes a reasonable default assumption in situations where one initially does not know what time scale is applicable (Caves, 2000; Griffiths & Tenenbaum, 2006; Sozou, 1998). As a delay drags on, a decision maker can begin to infer that a slower time scale is more probable.

Data on people's explicit judgments lend support to the idea that limits on persistence could have their basis in temporal expectations. In several relevant domains people express temporal beliefs that resemble a power-law distribution. This can be assessed by asking people to predict how long something will take given that it has taken a certain amount of time already (Griffiths & Tenenbaum, 2006). For open-ended situations such as waiting on hold, people's predictions imply that the longer they have waited already, the more time they think is left. A similar pattern also holds for situations that are usually perceived as presenting self-control challenges, such as waiting for a diet to show positive results. When a diet had shown no results after 5 days, people predicted it would take about 10 more days, but if it had already been 15 days, people predicted that another 15 days would be required (see Figure 29.4). A similar pattern occurred when people were asked to make a prediction about a scenario modeled after the original delay-of-gratification experimental paradigm. At first they predicted that the experimenter would only take a few minutes to return and deliver the large reward, but by the time 10 minutes had elapsed, they predicted an additional 10-minute wait (McGuire & Kable, 2013). These findings support the idea that rewards can grow subjectively more remote as a function of elapsed time, implying that at some point they would cease to be worth waiting for.

**ADAPTIVE CALIBRATION OF PERSISTENCE**

If persistence is governed in a rational manner, this predicts that people ought to be able to adapt their behavior to contexts in which either high or low persistence is more beneficial. The hypothesis of adaptive calibration is consistent with previous demonstrations
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**FIGURE 29.4.** Explicit temporal predictions for everyday self-control dilemmas. Points show median predictions, and bars show interquartile range (n = 256). From McGuire and Kable (2013). Copyright 2013 by the American Psychological Association. Adapted by permission.
that environments differ in how much they reward future-oriented behavior (Fawcett, McNamara, & Houston, 2012; Otto, Markman, & Love, 2012), and that decision makers can flexibly adapt to environmental structure (Schweighofer et al., 2006; Simen et al., 2009). It stands in contrast to the alternative possibility that persistence is primarily dictated by a more rigid factor, such as a limitation on self-control capacity.

We tested the adaptive calibration hypothesis by giving participants direct experience with high-persistence and limited-persistence environments in a laboratory task (McGuire & Kable, 2012). The basic structure of the task was the same across both environments: Participants had repeated opportunities to wait for a monetary reward (e.g., $0.15), which would be delivered at the end of an unspecified and randomly determined delay. Their alternative option was to take a smaller monetary reward immediately instead of waiting (e.g., $0.01). Either the large or small reward was followed, a moment later, by a new trial, with a new opportunity to wait. Participants had a fixed period of 10 minutes to play and could obtain as many new trials as time allowed. Their goal was to make as much money as possible in the available time.

The most beneficial strategy depended on the probability distribution from which the random delays were sampled. In the high-persistence environment, the delay had a uniform probability of taking on any duration between 0 and 12 seconds. Like a normal distribution, this implied that the expected remaining delay steadily decreased throughout the trial. The reward-maximizing strategy was to wait as long as necessary. In the limited-persistence environment, conversely, the delay duration was sampled from a power-law distribution that encompassed a more heterogeneous set of possibilities. Many of the delays were very short (the fastest quartile of trials took less than 1 second), but others were very long (the slowest quartile took longer than 15 seconds, and up to 90 seconds). The reward-maximizing strategy was to wait for each trial at first but to quit if the reward were not delivered in about 2 seconds, at which point one could infer that the current delay would probably fall in the long tail of the distribution. The most advantageous behavior in the limited-persistence environment entailed the same reversing sequence of choices that is sometimes viewed as emblematic of delay-of-gratification failure: waiting at first but then quitting partway through the delay.

Participants adapted their behavior successfully to the two timing contexts. In a between-subject design, two groups received identical instructions but then encountered different distributions of delay intervals. Waiting times in the two groups gradually diverged as a function of experience (see Figure 29.5). Individuals who encountered high-persistence timing statistics increased their willingness to wait, and those who experienced limited-persistence timing statistics did the opposite. Performance in both conditions still fell short of optimality on average, and individuals in the limited-persistence environment tended to be less successful (as indexed by their total monetary earnings) than those in the high-persistence condition.

These empirical results make clear that high persistence is counterproductive in certain situations, and that people recognize and adapt to such situations on the basis of direct experience. At the same time, the results also imply that waiting can be easy in contexts in which one has reason to expect that time brings rewards steadily nearer. The outcomes of delay-of-gratification decisions may be governed not just by how long the decision maker is capable of waiting but by the way in which the decision maker perceives the structure of the environment. Accurately representing environmental structure would presumably be even more difficult in situations—unlike this laboratory task—in which

the decision maker lacked the opportunity for experience-based learning in the relevant domain.

ERRING THROUGH OVERPERSISTENCE

The empirical finding that people performed less successfully in an environment that required less waiting (McGuire & Kable, 2012) is counterintuitive according to the classical view that waiting is difficult. There are many other examples of situations in which decision makers err on the side of persisting excessively. Previous work has examined factors that determine how much time people spend unproductively trying to solve difficult or impossible puzzles (McFarlin, Baumeister, & Blascovich, 1984), or how long people persist at an unpleasant activity after compensating incentives have been removed (Halkjelsvik & Rise, 2015). Manipulations designed to induce self-regulatory depletion can sometimes cause people to stick with a pointless task longer, especially if quitting requires a proactive response (Baumeister, Bratslavsky, Muraven, & Tice, 1998). Overpersistence in all these cases is seen as signaling a failure to act in line with well-calibrated cost–benefit assessments.

Overpersistence is also a risk in ecological foraging scenarios. Consider the situation of a predator, such as an owl that hunts by sitting and waiting for prey to come into view. A sit-and-wait predator needs to be able to wait patiently but also should not wait forever. After some period of time with no results, the best thing to do is give up and go forage in a new place. Similarly, an animal whose food is distributed in patches needs to decide when to stop harvesting from the current patch and move on in search of a fresh patch. Research in behavioral ecology has examined in detail how the ideal giving-up time depends on the structure and statistics of the foraging environment (Charnov, 1976; McNamara, 1982; Nishimura, 1991).

Animals in behavioral foraging experiments typically appear well calibrated to their environment, but sometimes they wait too long. In one example, the behavior of macaque monkeys in a patch-foraging task broadly corresponded to the predictions of optimal foraging theory (Blanchard & Hayden, 2015; Hayden, Pearson, & Platt, 2011). The monkeys would repeatedly harvest from the same patch for a period of time amid diminishing
returns, and would eventually depart for a new patch. However, there was a systematic tendency to overharvest; that is, to persist with diminishing returns from the current patch slightly past the point at which it would have been more beneficial to move on (Blanchard & Hayden, 2015; Hayden et al., 2011). Similar phenomena have been documented in species ranging from rats to humans: Compared to an optimal model, decision makers show excessive willingness to tolerate long delays (Constantino & Daw, 2015; Wikenheiser, Stephens, & Redish, 2013).

The specific explanation for overpersistence in each of these cases is up for debate. One possibility is that decision makers experience an extra subjective cost related to abandoning sunk costs or deviating from the status quo. Overpersistence might also arise from miscalculating the environmental statistics. For example, if one underestimated how rich the environment was, one might fail to realize how large an opportunity cost was entailed by long delays. Conversely, if one underestimated or neglected the possibility that the delay could turn out to be far longer than originally predicted, this too could make persistence seem unduly beneficial from the decision maker’s perspective.

Regardless of which specific explanation fits best, the larger message from these findings is that overpersistence is a commonplace maladaptive feature of behavior. The general challenge in delay-of-gratification situations is to strike a balance, pursuing delayed rewards as long as they remain worth waiting for, but not longer. Because effective self-regulation requires curtailing persistence when necessary, both insufficient and excessive persistence deserve to be considered as important and ecologically relevant forms of self-control failure (Baumeister & Scher, 1988).

**Adaptive Calibration and Rule-Governed Self-Control**

The need to adapt flexibly to incoming information is fundamentally at odds with certain self-control strategies that involve attempting to lock in or constrain one’s own future behavior. One of the most frequently discussed forms of self-control is precommitment (Ainslie, 1975; Schelling, 1984; Strotz, 1955), which refers to deliberately constraining one’s own options in the future, for instance, by handing one’s car keys to a friend or freezing one’s credit cards in blocks of ice. The reason to take such measures would be to frustrate one’s own future preferences in the event these disagree with the preferences one holds now.

Although some precommitment devices involve setting up physical constraints in the external environment, such devices can also be purely internal. Mental tricks such as reframing incentives or shifting the focus of attention can help ensure that one’s current decision will be adhered to in the future (Ainslie, 1975; Duckworth et al., 2014). Perhaps the most archetypal form of self-control involves setting up a mental rule—for instance, “keep waiting until the delayed reward arrives”—and rigidly adhering to it even at moments when an alternative course of action begins to seem more valuable. This is one possible way of thinking about dual-system self-control models in which a “cool” system overrides a “hot” system (Metcalf & Mischel, 1999).

Rule-governed behavior is not without its costs. Ainslie (1975, p. 476) made this observation in an early discussion of mental precommitment: “Unpredictability of reward reduces the differential reward for rigid behavior and would be expected to reduce preference for precommitting devices.” Precommitment would be inappropriate in temporally
uncertain delay-of-gratification scenarios (McGuire & Kable, 2012, 2013). These are situations in which the passage of time furnishes new and valid information about the relative value of waiting. Decision makers in these kinds of situations might choose to wait at first, but should not commit to waiting indefinitely. Rather than locking in their initial preferences, they would be best served by reserving the ability to revisit those preferences later in light of updated information.

Our main focus in this chapter has been on changing predictions of remaining delay time, but this is only one of many factors that can drive a dynamic reappraisal of future outcomes. Another such factor is risk: A long delay might alter one’s prediction of whether an awaited outcome will occur at all, or of how good it will be. Shortly after a job interview, one might have high confidence in a favorable result, but this confidence might wane after 2 weeks without being contacted. If one’s car fails to start on the first attempt, one might try a few more times, but a few more failures will suggest it may be better to stop trying and look for an alternative solution. It is also possible for the attractiveness of future rewards to be altered by tangible feedback beyond the mere passage of time. One might intend to carry a hot lasagna from the kitchen all the way to the dining room but justifiably change plans after the first few seconds. This would not be a self-control failure; it would reflect that in those few seconds, one has learned a great deal about the costs this course of action would entail. In a world that is both changeable and uncertain, well-regulated behavior requires allowing plans to be revised in response to incoming information.

The reason that precommitment strategies are sometimes valuable is that the uncertainty or changeability of the environment needs to be balanced against the potential for erratic variability in one’s own future actions. The situations in which rule-governed self-control is most clearly beneficial are those in which the environment is stable and predictable but one’s own behavior at the decisive moment is liable to be based on incomplete information. For example, one might place the alarm clock across the room because one does not trust oneself at 6:00 A.M. to give complete consideration to the costs and benefits of continuing to sleep.

A hypothesis worth investigating in the future, therefore, is that people’s degree of inclination to precommit and rigidly adhere to predetermined plans should vary adaptively from one context to another. This perspective suggests that self-control is not as simple as overriding impulses by adhering to preestablished rules, but instead requires a more flexible set of cost-benefit assessments (Casey, 2015; Phelps, Lempert, & Sokol-Hessner, 2014). Key variables in these assessments would include both the instability/uncertainty of the environment and the potential for non-value-guided variability in one’s own future behavior. Given the omnipresence of uncertainty in real-world decision environments, it is likely that the first of these variables is often the dominant factor, militating against rigidly precommitted decisions. The most significant challenge of self-control might not be to close off nonpreferred alternatives, but rather to leave all alternatives open while reevaluating them in a dynamic and context-sensitive manner.

**CONCLUSIONS**

Effective self-regulation requires dynamically adjusting one’s subjective valuation of choice alternatives in response to new information. Even in situations such as delay of
gratification, which at first glance may look like a static self-control dilemma, value estimates can change over time due to changing assessments of temporal uncertainty. The passage of time can progressively degrade the subjective value of an awaited future reward because in some environments, a long delay so far supports an inference that the delay still remaining is longer than expected. This means one can err through either insufficient or excessive persistence, and either type of error can be explained in terms of a mismatch between one's expectations and the environment. The need to base decisions on dynamically updated inferences puts important limits on the adaptive usefulness of self-control strategies such as precommitment and rule adherence.

So what is the relevance of these ideas to domains in which people chronically exhibit self-control problems or delay-of-gratification failure, such as dieting or substance abuse? First, we should not overlook the possibility that people sometimes correctly infer, as time passes, that the future reward is more remote than they originally thought it was. This could very well be the case in dieting, as most diets are not effective in the long term (Mann et al., 2007). In situations where choosers are clearly miscalibrated (Figure 29.3, top), persistence could be promoted by providing information and/or allowing for learning from accurate feedback. The installation of waiting-time clocks in subway systems is one case in which clear temporal information can transform a situation in which waiting is difficult into one in which waiting is easy. In still other cases, reversals seem more clearly related to variability in the state of the chooser, for example, the smoker who relapses during withdrawal, and these might more clearly be openings for precommitment and rule-based strategies. Beneficial change in persistence might be best achieved through tailored, situation-specific interventions that acknowledge the complexity of calibrating behavior to diverse decision environments.
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