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A blind comparison with data is made with a model for the coherence time of broadband sound~133
Hz, 17-Hz bandwidth! at 3709 km. Coherence time is limited by changes in the ocean because the
acoustic instruments are fixed to the Earth on the bottom of the sea with time bases maintained by
atomic clocks. Although the modeled coherence time depends a bit on the difficult problem of
correctly modeling relative signal-to-noise ratios, normalized correlation coefficients of the
broadband signals for the data~model! are 0.90~0.83!, 0.72~0.59!, and 0.51~0.36! at lags of 2, 4.1,
and 6.2 min, respectively. In all these cases, observed coherence times are a bit longer than modeled.
The temporal evolution of the model is based on the linear dispersion relation for internal waves.
Acoustic propagation is modeled with the parabolic approximation and the sound-speed insensitive
operator. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1629305#

PACS numbers: 43.30.Re, 43.30.Zk, 43.30.Qd@RAS# Pages: 3147–3154
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I. INTRODUCTION

It would be valuable to have oceanographic and acou
models that blindly predict the broadband coherence time
sound over basin scales in the ocean. ‘‘Blind’’ means that
models are run with parameters that are taken from t
expected values in the literature without any tuning to
measurements. If such models could be constructed,
could be used to design systems, optimally process data
signals from different hypothetical locations, and serve
guides for developing theories. More specifically, reliab
models for coherence time would be used by the surveilla
community in the military. They would be used by oce
tomographers interested in designing sources and em
waveforms whose receptions could gain the required sig
to-noise ratios through coherent integration. One would
able determine prior to an experiment the regimes wh
frequencies were sufficiently low so that propagation wo
be coherent for hours at a time if required. They would
used by those interested in designing and using wire
acoustic modems where one would be able to know if o
could enjoy a coherent rather than incoherent communica
system. As will be seen below, theories that have been
plied to predict fluctuations of broadband sound at ba
scales have serious discrepancies with data by one or m
orders of magnitude. The existence of a reliable compu
tional model~rather than a theory! will help guide the devel-
opment of better theories. Problems with blind comparis
are useful for discovering deficiencies in models and th
inputs, if any. So, for all these reasons, a blind prediction
the broadband coherence time of sound is made fo

a!Deceased.
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3709-km section in the eastern North Pacific~Fig. 1! using a
Monte Carlo approach. The situation is complicated by
interaction of sound with the bottom near the source a
receiver. Despite these complications, it is found that
predictions for coherence time are similar to the measu
ments.

Blind experiments are important in most fields of sc
ence. For example, blind predictions for contemporary
mate do not work1–3 but rather need to be forced to fit cu
rent conditions. Blind clinical trials sometimes show th
efficacy of a medical treatment, and sometimes do not.4 This
study may be the first blind comparison for coherence ti
of broadband sound over basin scales, which makes the
semblance with measurements more surprising conside
the complicated nature of the transmission.

As will be seen, blind predictions for coherence tim
appear to be technically inconsistent with measurement
the 95%-confidence limit. Such agreement would perhaps
too much to hope for. But, the predictions are close eno
to the measurements so that they appear to have utility.

One factor favoring the value of the present comparis
is that the source and receiver are on the bottom. So, all
temporal changes of the signal are due to temporal chan
within the ocean. Perhaps the most complicated aspect o
comparison is that the coherence time of the model depe
on an accurate representation of the relative signal-to-n
ratios of the paths for each transmission. This sensitivity
small, but predictions still depend on this factor. It is possi
to use the data to obtain accurate estimates of the signa
noise ratios, but the relative amplitudes of the model a
data naturally differ on a sample-by-sample basis. Amp
tudes do not obey a principle analogous to Fermat’s in wh
travel time is insensitive to first-order changes in path. Th
3147147/8/$19.00 © 2003 Acoustical Society of America



ri
un
pe
th
n

ar
tt
ra
ive
r

al
b

if-
as
fo
e
s

iv
m
e
s
ns
nd
re

ic
co

o
tic
he
th
va

r
ul
te
th
is

ad-

be-
to fit
nte
a-

on
for
ther
ns
he

3-m
N,
s in

of
,

d a
git
he

-
red
with
er-
oise
ong

rds

ns.
re-

ten-
d

od-
il.
del-
nt

ard
of

n of

ing

on-
at

at
st

t
tio
D

the problem of getting the relative amplitudes right is gene
to all practitioners, and is exacerbated by the fact that so
interacts with the sub-bottom where the geoacoustic pro
ties are poorly known. Such cases deserve attention as
are so many examples where sources and receivers sit o
bottom, and predicting coherence time is valuable.

Time variability in the models is derived from the line
dispersion relation for internal waves obeying a Garre
Munk spectrum.5 The acoustic model is based on the pa
bolic approximation with the sound-speed insensit
operator.6 It is remarkable because it appears to offer a nea
perfect solution for the travel times of broadband sign
over basin scales over all launch angles without any tuna
parameters.

Two studies7,8 investigated something related to but d
ferent than coherence time of broadband sound at b
scales. In Ref. 7, the autocorrelation function is computed
travel time. The autocorrelation of a wavefront’s travel tim
may not be sufficient to compute an integration time if pha
changes of the wavefront cannot be deduced from arr
times of peaks. In other words, Ref. 7 reports an upper li
of 2 h for theincoherentquantity of travel time based on th
amplitude~not phase! of a wavefront. Another study report
a coherent integration time of 764 s for this 3250-km tra
mission in the North Pacific for a source at 75 Hz a
37.5-Hz bandwidth.9 No theory or model is used to compa
with this observation.

The existing theory used in Refs. 7 and 8 to pred
acoustic fluctuations may not be suitable to predict the
herence time of broadband sound. In these references, m
eled energy of internal waves is adjusted so that theore
and measured variances of travel time are the same. T
reports say that the theory predicts fluctuations to be in
fully saturated regime, while instead most of the obser
tions are reported in the unsaturated to partly saturated
gimes. The reports go on to say that observations of p
spread are two orders of magnitude different than predic
from theory. The cause for the mismatch is attributed to
fact that the theory is designed for single-frequency em

FIG. 1. Plan view of the Kaneohe source experiment. The source is loc
about 5 miles north of Kaneohe Bay, Oahu. The receiver near the coa
Northern California is one of many U.S. Navy SOSUS stations used
receive these transmissions. Circles indicate the positions of 56 sta
where conductivity, temperature, and depth were measured with a CT
July 1988 by the Naval Oceanographic Office.
3148 J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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sions, which the authors say is inadequate to predict bro
band propagation.

The present investigation differs from those studies
cause acoustic data are not used here to tune a theory
the data, and, in fact, no theory is used. Instead, a Mo
Carlo approach is used to blindly predict acoustic fluctu
tions with the parabolic approximation. This approximati
includes the physics of finite-wavelength propagation
broadband signals. Because the prediction fits the data ra
well, it appears that this and possibly other blind predictio
would prove useful for improving and testing theories for t
coherence time of broadband sound at long distances.

II. DATA AND MODELS

A. Data

The Kaneohe source is mounted on the bottom at 18
depth on the north coast of Oahu at 21.512 35°
202.228 49°E. Continuous transmissions occur for 5 day
late 1983 to Sound Surveillance Stations~SOSUS! stations,
one of which is at a distance of 3709.21 km and a depth
1433 m near northern California at 40.078 56°N
234.887 97°E~Fig. 1!. The 183-dBre: 1 mPa @1 m phase-
modulated signal has a center frequency of 133 Hz an
bandwidth of 17 Hz. Phase is modulated with a 511-di
maximal shift register sequence every 8 carrier cycles. T
period of the signal is 511* 8/133>30.7 s. The received sig
nal is beamformed, complex demodulated, low-pass filte
to suppress the double-frequency component, correlated
a replica to implement a matched filter, and coherently av
aged over four sequence periods to boost the signal-to-n
ratio. Replica correlation compresses 30.7 s of energy al
each acoustic path into a single pulse of 1/17 Hz50.06-s
resolution without sidelobes. The output consists of reco
at 4330.7>123-s intervals. Each record contains 51134
52044 complex demodulates with 0.015-s separatio
Atomic clocks maintain time stability at the source and
ceiver with a fractional frequency error of about 10211. The
bathymetry in the source region is measured with an ex
sive SEABEAM survey.10 Further details are discusse
elsewhere.11

B. Model

Except for a few differences discussed below, the m
eling of internal waves has been described before in deta12

Reference 12 includes successful comparisons of the mo
ing with the power spectral density of vertical displaceme
of water as a function of horizontal wave number, stand
deviation of vertical displacement of water as a function
depth, and horizontal correlation length scale as a functio
depth. A brief summary is provided here.

The sound-speed field is taken from an eddy-resolv
conductivity and temperature versus depth~CTD! survey in
July 1988~Fig. 1!. Most of the CTD stations extend to 2-km
depth, and some to 4500 m. For comparison, the ray c
struction for the propagation shows lower turning depths
2.5 km and above.13
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The data we have do not resolve internal waves. So
speeds below the depth of the CTD stations are taken f
Levitus’ climatology for spring.14 A range-dependent three
dimensional field of internal waves is synthesized along
geodesic. Sound-speed perturbations associated with int
waves are generated by assuming that vertical displacem
of water lead to adiabatic changes in the speed of sound.
acoustic propagation models described below utilize the
tical slice along the geodesic through the three-dimensio
field. The internal waves have the full spectrum given
Garrett and Munk.5 The longest horizontal wavelength re
resented is 80 km. The boundary conditions are zero for
vertical modes at the top and bottom; thus, the WKB a
proximation is not used. About 50 vertical modes are n
merically computed in each 80- by 80-km horizontal regio
The geodesic runs through the centers of about 50 such
gions constructed by dividing the 3709-km length by t
80-km size of each region. The attendant perturbations
sound speed are smoothed at region boundaries to avoid
continuities. Frequencies and modes of internal waves
precomputed and the linear dispersion relation is used
synthesize the field at the geophysical times desired.

Sound interacts with the bottom near the source and
ceiver, and this is modeled with a geoacoustic bottom12

Geoacoustic parameters near the receiver are modeled d
ently for steep and flat arriving energy, so each encounte
different reflection coefficient due to a different effectiv
density in the sediments. Modeling the bottom in these t
ways provides a way to account for the observed rela
levels ~Ref. 12!. The geoacoustic parameters near the
ceiver are probably not known well enough to modify the
parameters for any justifiable reason.

The requirement of this paper is to choose inputs
models that are not tuned to observations. So, instea
trying to match the relative amplitudes in the data with tw
different geoacoustic sets of parameters,12 only one set of
geoacoustic parameters is chosen near the receiver. The
sen geoacoustic parameters will greatly underestimate
amplitudes at the end of the reception. The same param
near the receiver are chosen as before~Table CII, Ref. 12!
except the ratio of speeds at the top of the sediment to
bottom of the water column is 1.02, and the sediment den
is 1.7 kg/m3. These parameters are chosen without regar
their effects on the model.

The sound-speed insensitive parabolic approximation6 is
used to model the propagation at each of many frequenc
An inverse Fourier transform is used to synthesize the bro
band impulse response. That response is complex dem
lated to produce samples at 0.0152-s intervals. This is sim
to the data interval. A running average of 4 complex d
modulates is then used to mimic the matched filter for
data. The computational grid12 is small enough to yield con
vergence within a few decibels at the receiver. The parab
approximation includes acoustic absorption that depends
frequency in the standard way.

Models are synthesized from realizations of the inter
wave field at 123-s intervals over a geophysical time of
and 2 h, respectively, for normal and half-normal energy
the Garrett–Munk spectrum.5 Thus, there are 100 and 5
J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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realizations, respectively, for the normal and half-norm
runs. Each realization requires 5 h on an AMDAthlon
18001 processor, so all model realizations require 795
Fifty-nine realizations at the half-normal level appear to
sufficient to examine the sensitivity of the model prediction

III. RESULTS

A. Incoherent averages

The long-term stability or instability of features in th
data can often be investigated by averaging the recept
during long periods of time. If the data were phase coher
for many hours at a time, one would naturally coheren
average the complex records together, and look for sta
features between separate averaging periods. Since the
in this experiment are not phase coherent over periods
hours, the stability of features can be investigated using
incoherent average, i.e., an average that discards aco
phase. The incoherent average is one way to form this a
age. Averages are made over intensity, and then a square
can be taken to yield an amplitude scale.

The incoherent average for themth demodulate,a@m#,
is formed fromNrec records as

a@m#5F 1

Nrec
(
r 51

Nrec id@m,r #i2

s@r #2 G1/2

, m51,2,...,M , ~1!

where themth complex demodulate of ther th record is
d@m,r #. Note thata@m# is a measure of the expected valu
of a dimensionless amplitude ofd@m,r # becaused@m,r # is
divided by its standard deviation. The variance of the no
for recordr is s@r #2, and is included to give proper weigh
to records based on their signal-to-noise ratios. When fo
ing incoherent averages from data,s@r #2 is estimated from
each data record where signal is not present. This is eas
do because each record consists of about 30.7 s of com
demodulates, only 4 s of which cover the time that the en
ergy is present in significant quantity.11 When forming inco-
herent averages from model realizations,s@r #2 is set to
unity.

Noise is added to each model record in the followi
way prior to forming the incoherent average. The avera
signal-to-noise ratio in the data is not stationary from o
record to the next. For data recordi , the average signal-to
noise is estimated between the travel times of 2504.2
2505.2 s. Then, 5 s of noise from the data are taken from
record i , and added to thei th model realization with the
same signal-to-noise ratio as the modeled travel times f
2504.2 and 2505.2 s.

An addition of 0.367 s to modeled travel times alig
them with the data on 29 Nov. 1983~Fig. 2!. Rossby waves
are likely responsible15 for some of the 0.367 s. In order t
achieve a match between the duration of the energy betw
model and data, a previous investigation finds it necessar
add internal wave and mesoscale components to the cl
tological averages of sound speed.12 It appears that the mode
duration in Fig. 2 is similar to the data, but the model a
plitudes are too low at the end near 2507.5 s, just like t
found before for similar values of geoacoustic paramet
near the receiver.12 If two models are used with different se
3149Spiesberger et al.: Coherence time of ocean sound
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FIG. 2. Incoherent averages for the data at Northe
California on 29 Nov. 1983~Fig. 1! compared with an
incoherent average of model realizations. Paths A
can be tracked throughout the intermittent transmissio
covering 6 years, 1983–1989. The time evolution of t
modeled sound-speed field is determined by the lin
dispersion relation of internal waves used by Garr
and Munk~Ref. 5!. Modeled internal waves are supe
imposed on the mesoscale resolving CTD section~Fig.
1!. The incoherent average of the data consists of 7
records at 123-s intervals, which covers a day. The
coherent average from the model consists 100 ru
separated by 123 s each, which is a duration of 3.4
0.367 s is added to modeled travel times to align w
the data. Rossby waves are probably responsible
some of the 0.367 s~Ref. 15!.
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of geoacoustic parameters for flat and steeply arriving
ergy, amplitudes better resemble the observations.12

Even if two sets of geoacoustic parameters are use
better predict amplitudes, there are still differences betw
model and data. Four possibilities for this difference a
listed. First, the models only cover 3.4 h of geophysical tim
3150 J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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and the data cover a day. Second, the daily incoherent a
ages of the data are not stationary~Fig. 3 in Ref. 13!. Third,
the geoacoustic parameters for the bottom are imperf
Fourth, the sound-speed field for the model is imperfect
further discussion of amplitude differences is beyond
scope of this paper.
09-km
and 2507.5
lic
for

e peak
red to 1
ve field
est
with
FIG. 3. The 95%-confidence limits, via the bootstrap~Ref. 16!, for the standard deviation of change in acoustic phase at 123-s intervals across a 37
section~Fig. 1! for the data, noiseless, and noisy models. The standard deviation is estimated in 35 windows of 0.1-s duration each between 2504
s of travel time. The comparison is made using data records starting at 1 Dec. 1983 18:13:12~GMT!. The model is the sound-speed insensitive parabo
approximation~Ref. 6!. The sound-speed field has a mesoscale~Fig. 1! and a time-evolving internal wave field based on the linear dispersion relation
internal waves.~A! The model uses the normal Garrett–Munk~Ref. 5! energy spectrum where the peak signal-to-noise ratio in each data window sets th
signal-to-noise ratio in each model window. Models are generated from 100 realizations of internal waves at 123-s intervals. Models are compa00
consecutive data records.~B!. Same as~A! except the model has one-half the Garrett–Munk energy level and uses 59 realizations of the internal wa
at 123-s intervals. The models are compared to 59 consecutive data records.~C! Same as~B! except the signal-to-noise ratio of the average of the five larg
intensities in each 0.1-s data window sets the signal-to-noise ratio of the five largest intensities in each model window. Model results are givenand
without acoustic noise. The 95% limits are not given for the noiseless model.
Spiesberger et al.: Coherence time of ocean sound
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FIG. 4. Coherence time via Eq.~2! of the data and
models with 95% confidence limits computed via th
bootstrap~Ref. 16!. The 95%-confidence limits are in
dicated by two curves for the data and two curves f
the model. An average signal-to-noise ratio in each d
record is used to set the same in each model record
produce the ‘‘noisy model’’ results. The comparison
are made with normal energy in the Garrett–Mun
spectrum of internal waves using the linear dispersi
relation of these waves to evolve the fields at 123
intervals for 100 model realizations. The model realiz
tions are compared with 100 consecutive data recor
~A! Coherence time for energy between 2504 a
2507.5 s~Fig. 2!. ~B! Same but for energy betwee
2505.5 and 2506.6 s.
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B. Phase differences

Differences in acoustic phase between adjacent rec
at the same travel time are estimated by first unwrapp
phases by choosing the angle closest to the prior one,
then taking the difference in angle between the unwrap
phases. The largest value for the standard deviation of th
differences is given by the standard deviation of a uniform
distributed random variable on the interval@0,2p# which is
A(2p)2/12 radians or 104 deg. The standard deviation of
phase differences is plotted~Fig. 3! for travel times between
2504 and 2507.5 s because this is when the signal arr
~Fig. 2!.

Depending on the precise time window used for com
tation of the Fourier transform of the time series, the scin
lation index has values between 0.8 to 1.4 at 133 Hz. Ph
differences for noisy models are about 20 to 40 deg lar
than noiseless models at travel times near 2504 and 250
because the signal-to-noise ratio is small~Fig. 3!. As the
signal-to-noise ratio rises, the differences between noise
and noisy models decreases to 5 to 10 deg. The stan
deviation of phase difference is not a strong function
travel time in the noiseless model case or in the data, ex
for the data when the signal-to-noise ratio is lower near 2
and 2507.5 s. The standard deviations of phase differe
are significantly less than 104 deg, which would be that d
to independently distributed uniform random noise. We c
clude that a blind comparison between model and data yi
statistically compatible results for most of the record.

Turning to a nonblind prediction, it is found that halvin
the energy in the Garrett–Munk spectrum of internal wa
tends to decrease the standard deviations by about 10 d
the noiseless models~panels A and B, Fig. 3!. The standard
deviations of the noisy models decrease in places by per
10 deg, but the change is smaller because noise is not al
ing the standard deviations to decrease as much as that
the effects of reducing the energy in the internal waves.
J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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The standard deviation of the noisy model decreases
about 5 deg or less when the average rather than peak si
to-noise ratio is imposed on the model~panels B and C, Fig.
3! at the one-half energy level for internal waves. Given t
sensitivities of the comparison to the manner in which no
is added to the model, it does not appear to be productiv
use further analysis to determine which energy level gi
the best fit with the data.

C. Coherence time

Coherence time~Fig. 4! is estimated using an autocorre
lation function

A~p!5U( r 51
R (m51

M d@m,r #d* @m,r 1p#

( r 51
R (m51

M d@m,r #d* @m,r #
U, ~2!

where the superscript* denotes complex conjugate, and th
vertical bars denote the modulus of the complex numb
95% confidence limits forA(p) are estimated using th
bootstrap.16 The 95%-confidence limits are indicated in Fi
~4! by two curves for the data and two curves for the mod
R pairs of records are used for the estimate andM complex
demodulates are used for two windows of arrival time. T
first is from 2504 to 2507.5 s, which encompasses mos
the energy~Fig. 2!. The second is from 2505.5 to 2506.5 s
region where the signal-to-noise ratios are high and the r
tive amplitudes in the data and model are relatively flat.
both cases, an average of the largestN intensities in the data
in each record is used to estimate an average intensity sig
to-noise ratio to set the same in the model.N is 200 and 50
for the wider and narrower windows, respectively. A smal
value of 50 is used for the latter because that window c
tains only 66 samples. Correlation values in Fig. 4 drop
amounts of between 0 and 0.3 for the noisy model if the p
signal-to-noise ratio in each data window is used to set
peak signal-to-noise ratio in each model window on a reco
3151Spiesberger et al.: Coherence time of ocean sound
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FIG. 5. Same as Fig. 4 except for half-normal energy
the Garrett–Munk field of internal waves~Ref. 5!. In
this case, 59 model realizations are compared with
data records.
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by-record basis. Evidently, specifying the model’s signal-
noise ratio from the highest peak in the data results in
overall smaller signal-to-noise ratio in the model than sett
the model’s signal-to-noise ratio according to the highesN
intensities in the data.

Figure 4 represents a blind comparison of model w
data. Because some of the literature7,8 discusses the possibi
ity that a half-normal energy of internal waves may better
observations, a prediction based on this lower energy is m
here ~Fig. 5!. This is not a blind comparison because t
expected energy level for internal waves is not used. T
noisy model looks like observed coherence times for
longer data window, but not for the shorter one.

IV. BATHYMETRY AND GEOACOUSTIC BOTTOM:
EFFECTS ON COHERENCE TIME

One might wonder whether the rather close agreem
between modeled and observed coherence time is fortuit
Lines of reasoning based on the modeling and data sup
the conclusion that the agreement is not fortuitous. In tim
however, the strongest test for the validity of a new scient
finding or approach involves many scientists who apply
technique to many different experiments and obtain sim
results.

The fact that the blind modeling yields an answer clo
to observed coherence times seems to be a reason to be
that the agreement is not fortuitous. There are many ways
modeling could have gone astray. Acoustic models that
not couple modes or that do not yield accurate travel tim
for a wide range of acoustic launch angles would seem
yield highly inaccurate impulse responses. Indeed,
sound-speed insensitive parabolic approximation,6 the
bathymetry, and geoacoustic parameters yield a good m
to the impulse response.12,13 The bathymetry was carefully
measured by SEABEAM near the source and by the N
near the receiver. The set of geoacoustic parameters
3152 J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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here is selected from the best available unclassified value
the literature.12 There are undoubtedly bathymetric profile
and geoacoustic parameters that would not yield a g
match with the data. It is often difficult to get a model
agree with observations without tuning or fitting.1–3 The fact
that the modeled impulse response looks like the data i
cates that the models have the acoustic paths about right
lends evidence to support that the bathymetry and geoac
tic parameters are reasonable.

Going further, let us continue to hypothesize that unc
tainties in bathymetry or in the geoacoustic parameters l
to significant changes in predicted coherence time. In ot
words, one is invoking a time-independent process to exp
changes in a time-dependent phenomenon. The only thin
the modeling that has time dependence is the evolving in
nal wave field. If the internal waves are frozen, then o
obtains an infinite coherence time at the receiver. Let us
where the turning on of ocean fluctuations leads us, tak
into account the observations. Much of the discussion t
follows has appeared before.10

The only way this time-independent phenomenon c
affect this time-dependent phenomenon is if temporal fl
tuations in the water column lead to significant changes
the acoustic travel times by changing thepaths by which
sound travels. The evidence against significant change
path is significant for the following reasons.

First, changes in travel time due to changes in path
guaranteed to be of second-order importance because of
mat’s principle. The zero-order change in travel time is
integral of the fluctuations of sound speed due to inter
waves along a frozen ray path. The first-order change is
to changes in path due to those fluctuations, which is z
because of Fermat’s principle. The second-order chang
due to changes in path. Fermat’s principle thus supports
notion that modeled coherence time is insensitive to pl
sible changes in the geoacoustic parameters with respe
the set of values used in this paper.
Spiesberger et al.: Coherence time of ocean sound
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Second, sound interacts with the bottom and sub-bot
with different angles of incidence in this experiment at bo
the source and receiver. This means that the sonic p
themselves sense different effective bathymetric and ge
coustic values, and all the sonic energy interacts with
bottom in this experiment.12 The evidence in this paper~Figs.
3, 4! demonstrates that the coherence time of sound is
sensitive to which acoustic energy is being analyzed. T
means that actual different bathymetric and geoacoustic
ues that are important for the different paths are not imp
tant in changing their coherence times. Thus, the data th
selves provide a sensitivity analysis that points to a lack
sensitivity in the calculations for coherence time.

Third, experimental evidence supports the hypothe
that any changes in path geometries lead to small chang
travel time. The travel times of the peaks of the five sta
arrivals all change by the same amount at the same tim
up to 1/2 second, within measurement error.10 If these paths
change significantly, it is hard to see why their travel tim
changes would be the same since the points at which
reflect from the bottom are all different from one anoth
and it would be expected that their travel times would th
change in a discordant manner.

Fourth, evidence based on detecting small tidal sign
suggests that any path changes lead to very small chang
travel time. The barotropic and internal tides generated
flat-topped seamounts several thousands of kilometers f
the source can be accurately estimated at five SOSUS
tions, despite the fact that the tidal signals amount to o
about 10 ms of travel time. The time series of these 10
tidal oscillations are very clean, showing little evidence
noise. The ability to detect the small signals is due to the
of the phase and amplitude of the acoustic signals. Ind
the measurements are made with an accuracy of 135ms at
2-min intervals over several months.10

These lines of reasoning support a conclusion that
agreement between modeled and observed coherence ti
not sensitive to plausible changes in the bathymetry and
geoacoustic values in this experiment.

V. CONCLUSIONS

Blind predictions for the coherence times of broadba
signals at basin scales are similar to but a little less t
observed ~Fig. 4!. The blind prediction utilizes the the
Garrett–Munk spectrum of internal waves5 and a sound-
speed insensitive parabolic approximation.6 A blind predic-
tion for the standard deviations of broadband phase dif
ences at 2-min intervals is statistically consistent w
observations~Fig. 3!. The results above depend somewh
but not much, on the method used to assign a signal-to-n
ratio to each complex sample from the model.

Despite the fact that the overall relative amplitudes
the model and data differ, especially near the coda, the
dictions for coherence time do not change much~e.g., panels
A and B in Fig. 4! when different windows in arrival time ar
used for the blind comparison. This is fortunate because
usually difficult for practitioners to model amplitudes fo
sources and receivers on the bottom. The difficulty in gett
the relative amplitudes right probably comes from the lack
J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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accurate geophysical parameters for the sub-bottom, lim
ways that the acoustic model can incorporate those par
eters, a lack of a stability principle for amplitudes, and t
fact that the ocean’s change from day-to-day leads
changes in the relative amplitudes of the paths~Fig. 3, Ref.
13!.

Departing from a blind prediction, a nonblind predictio
is made for internal waves at one-half normal energy. T
comparison with the standard deviation of phase at 2-m
intervals agrees with the data at both half and normal ene
~Fig. 3!. The comparison with coherence time agrees w
the data for one data window and disagrees with another
window ~Fig. 5!. We believe that the analysis in this paper
insufficient to decide if the half-normal energy better fits t
data than the case with normal energy. In order to decide
issue, we would feel more comfortable if there were mo
degrees of freedom from which to make comparisons.
example, it would be desirable to have a month of contin
ous results from models and data.

Considering the discrepancies between blind predicti
and observations in some fields such as the study of
Earth’s climate,1–3 it is remarkable that blind predictions fo
sound comes so close to reality. It is worthwhile to try blin
predictions for different experiments.
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