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ABSTRACT to using self localizing smart camera systems to provide this

In order to realize the goal of self assembling or self recon- positioning information.
figuring modular robots the constituent modules in the sys- In this paper we describe how self localization techniques
tem need to be able to gauge their position and orientation originally developed for automatically localizing collections
with respect to each other. This paper describes an approach of distributed smart cameras [1] can be adapted to localize
to solving this localization problem by equipping each of the modular robotic components and, hence, to facilitate these
modules in the ensemble with a smart camera system. The pa- types of self assembly operations. In the proposed scheme,
per describes one implementation of this scheme on a modu- each of the modular components is equipped with a smart
lar robotic system and discusses the results of a self assembly camera system and a controllable light source. The modules
experiment. use the lights to signal to each other and they determine their

Index Terms- Smart Cameras, Localization, Modular relative pose from the available image measurements.

Robots, Self Assembly There are several compelling advantages to using vision
based methods for this localization task. Firstly, the required
hardware, the imagers, computers and light sources are all
amenable to miniaturization and are compatible with the man-
ufacturing processes used to produce the robot modules them-Ascimproe essin manfcring cntinue tmak senors selves. Secondly, the proposed localization scheme requires

actuators and processors smaller and cheaper, it has become reailyitepororcmuctonThdytelgt
increasingly~ ~~~~~~~~~.apeln.otiko osrcigrbtcss relatively little power or communication. Thirdly the lightincreasingly appealing to think of constructing robotic sys- bemusdfrlciztoaenn-treigwhhmas

tems out of collections of modular components. The underly- that sev nod localiz e atitesae timewhc
that several nodes can self localize at the same time whiching theme motivating research in the field of modular robotics is important in situations where tens or hundreds of modules

is the idea that complex electromechanical systems can be as- need to operate simultaneously. Finall the imagin systems
sembled from collections of modules in the same way that our usedforl y y g g yusdfrlocalization could also be used for other purposesbodies are constructed from collections of cells. Such an ar- such as sensing the environment to find obstacles or track tar-
rangement offers a number of potential advantages. Firstly, gets. In fact, one could consider applications where modular
constructing robots from a few basic modular pieces can re- robotic systems are used to automatically deploy camera sys-
duce the cost of the system since the basic units can be mass

tems to advantageous locations to provide better situationalproduced much like Lego blocks. Secondly, modular systems awareness.
can be more reliable and robust since the system could lever-
age the redundancy afforded by multiple active modules each The idea of using a team of robots as mobile landmarks
having some actuation, sensing and computational capability. for localization was proposed by Kurazume et al as a more
Finally, one of the most intriguing aspects of modular robots accurate and robust alternative to robot positioning via dead
is the notion that the constituent modules of a robot could be reckoning [2, 3, 4]. The procedure was termed Cooperative
reorganized or reconfigured depending on the dictates of the Positioning (CP). With the proper sensor suites, the three-
task at hand. Imagine, for instance, a robot that was origi- dimensional configuration of a team of robots could be de-
nally configured as a humanoid that could reshape itself into termined by sharing relative position and orientation infor-
a snake like form to worm through narrow passageways and mation. Three different types of CP methods were outlined
then reconstitute its original form on the other side. dependent upon the sensors and number of robots available.

In order to realize this vision of self reconfiguring or self Type 1 CP required only a pair of robots capable of mea-
assembling modular robots, the individual modules in the sys- suring relative range, azimuth and elevation angles. At any
tem need to be able to gauge their position and orientation given time, only one of the two robots would move, leav-
with respect to each other. This paper describes an approach ing the second to act as a landmark of known position. This
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scheme was later revisited by Rekleitis et al [5], and a pla-
nar version implemented using range and azimuth informa-
tion obtained from a camera system.

Type 2 positioning required three robots capable of mea-
suring relative azimuth and elevation angles with respect to a
common axis. Based on these measurements it is possible to
recover the configuration of the team up to a scale factor. If
two of the robots are held stationary the third can be allowed
to move with its position continuously updated via triangula-
tion.

Type 3 positioning required three robots where relative
angle and distance measurements could be made. This method
allowed up to two of the three robots to move at any given
time. Kurazume et al implemented and tested variants of
this scheme using laser range finders. They showed far supe-
rior positioning results to those obtained from dead reckoning
[3, 4]. Grabowski et al [6] also implemented a planar version Fig 1. Each cluster in the modular robot is composed of four
of a comparable scheme using the "Millibots" platforms. In CKBot modules and a smart camera system.
this work radio frequency and ultrasonic emissions were com-
bined to determine relative agent position and orientation for
collaborative localization. Similair ideas for modular robot
localization were explored by Zhang et al in [7]. In the com- The individual modules can be connected to each other
mercial sector, IS Robotics (ISR) has also done similar work either using screws or through a set of magnetic linkages.
with their SWARM project. Using infra-red light, a team of These magnetic linkages are implemented using an array of
robots is able to determine relative range and orientation in- rare earth magnets embedded in the connector faces of the
formation. The scheme described in this paper can be viewed modules. Four north facing and four south facing magnets
as a form of cooperative localization where the relevant inter- arranged such that two opposing faces will attract each other.
robot measurements are obtained using a distributed smart The magnets have enough strength hold a chain of seven mod-
camera network. ules together against gravity. These novel magnetic linkages

The rest of the paper is organized as follows: Section enable modules in an assembly to dynamically attach or dis-
2 describes the implementation of the cooperative localiza- connect from each other.
tion scheme on our modular robotic testbed. Section 3 de-
scribes our experience with an initial self assembly task which For the reassembly experiment described in Section 3 the
demonstrates the vision of a self organizing modular robotic modules were grouped into 3 clusters each of which was com-
system. Section 4 briefly discusses some areas of future work. posed of four CKbot modules and a smart camera module.

The modules within each cluster were screwed together in a
chain as shown in Figure 1 and the clusters were connected to

2. IMPLEMENTATION each other via magnetic linkages. When the clusters are con-

The modular reconfigurable robot used in this work is based nected together they form a simple bipedal robot which can

walk over flat terrain as depicted in Figure 3a; individually,on te CKotConncto KinticroBo) dsignwhih isde- the clusters can move about on the floor using snakelike gaits.
scribed more fully in [8]. The kinematics and connector strat-
egy used in this design is typical of many chain style recon- The smart camera modules used in this work are shown
figurable modular robots. Each module in the system consists in Figure 2. Each of these camera modules contains a VGA
of: imager outfitted with a fisheye lens, an Analog Devices Digi-

tal Signal Processor, a 3-axis accelerometer, and a wide-angle
1. A laser cut plastic (ABS) body with a hobby servo ac- sgaigLDwihi sdi h oaiainpoeue

tuator to control one rotational degree of freedom.
inln E hc suentelclzto prcdr.

tuator tThe smart camera module communicates with the other CK-

2. A controller (PIC 1 8F2680) and associated hardware for Bot modules in the cluster via a CAN bus using the Robotics
implementing a Controller Area Network (CAN) and Bus protocol [9]. This CAN bus serves as the spinal cord of
neighbor-to-neighbor IR communications protocol. the cluster. Optionally, the smart camera modules can be out-

fitted with Bluetooth transceivers which enable wireless com-
3. Four connector faces that pass the communications bus munication between camera modules. The smart cameras are

and power bus with an option of attaching at 90 rota- powered by rechargeable lithium polymer batteries which are
tions. integrated into the design.
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Fig. 3. This figure shows the phases in the automated reassembly experiment. Initially the modular robot is configured as a
bipedal system. This system is rapidly disassembled into three pieces by a swift kick. The individual clusters than automatically
reassemble themselves into the original configuration.

3. REASSEMBLY EXPERIMENT

The goal of the reassembly experiment was to demonstrate,
for the first time, a modular robotic system that was capable
of self-reassembly after an explosive disassembly event. The

~~~~~~~~~~~the mnodular robot which iS initially configured as a bipedal
__ ~~~~~~~~~~~~~~walkingsystem. This robot IS violently disassembled with a
_ ~~~~~~~~~~~~~~~swiftkick and breaks into itS three constituent clusters which

g l l It _ t ~~~~~~end up randomly distributed on the floor. The modules can

dterintat the ar no loge conce by montoring

'i ig Sg ' g SW-.lg. 11 'rES NT .11 1{E S therstausof Inte clustr communicationS linkscaerac cluser
lllllillilllllllllillili lllllllill1llnalthen rautomatcallyorientsingtselfw ithrsets to th gr avit ysoten

That is, each of the nodes would be assigned a unique string
representing a fixed speed blink pattern such as 10110101.

Fig. 2. Each smart camera module is equipped with an imager The node would then turn its light on for 1 and off for 0 in the
outfitted with a fisheye lens, a digital signal processor, an ac- sequence prescribed by its string. These blink patterns pro-
celerometer, a CAN bus transciever, and an LED signalling vide a means for each of the nodes to locate other nodes in
light their images. They do this by collecting a sequence of images

over time and analyzing the image intensity arrays to locate
pixels whose intensity varies in an appropriate manner as de-
scribed in [1l] .

This approach allows the camera node to both localize and
uniquely identify neighboring nodes since the blink patterns
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the left leg rotate around in search of one another. When the
left leg cluster locates the torso cluster it uses its estimate for
the relative range and bearing to crawl towards that module
and achieve the proper relative position for docking. Simi-
larly, when the torso module sees the left leg it continually
rotates around the vertical axis so that it maintains the cor-
rect relative orientation. In this manner the modules approach
each other and orient themselves using a form of visual ser-
voing. When the leg and torso clusters are sufficiently close
the magnetic linkages reattach automatically and the commu-
nication and control links are reestablished.

Once the left leg and torso are docked, the torso module
changes its blinker pattern. This serves as a signal for the
other leg cluster to begin its approach and docking sequence.
Here, the blinker systems are used not just for localization

Fig. 4. This figure shows an image taken by one of the smart but also for signaling and control. The right leg docking pro-
camera systems mounted on one of the clusters. ceeds in a similar manner to the left leg with the torso module

rotating to achieve the expected relative orientation to the in-
coming leg.

are individualized. In this scheme, each camera can deter- Note that in this implementation the accelerometer sub-
mine the bearing to another as soon as there is a line of sight* system iS used to establish the orientation of the modules with
between two camera nodes. The size of the blinking light in respect to the gravity vector. This serves as a constraint which
the image is a function of relative angle and distance between helps pairs of smart camera modules to determine their rela-
the two camera nodes. Although this size is not a good indica- tive position and orientation from a pair of blinker sightings.
tor of range when the camera nodes are far apart, our experi-
ence shows it is a very effective measure at close range. This
fits perfectly with docking where accurate measurements are
only needed when the modules are close [10]. Figure 4 shows 4. FUTURE WORK
an image acquired by one of the camera modules during the
docking procedure while Figure 5 shows how the size of the In this work the distributed smart cameras provide a rela-
blinker in the image changes as a function of distance. tive localization capability that can be used in a number of

ways. To date, this capability has been used to demonstrate
self-reassembly of a modular system but the same technology
could be used to guide more purposeful reconfiguration op-
erations where a modular robot may deliberately break into
pieces so that it can reassemble itself in another form for a

7M 6V different purpose. We can imagine distributing a collection
of modular components onto a planetary surface and having

JO 5 them automatically assemble themselves into structures that
4a - perform different functions. The fact that smart camera tech-

I'D nology is amenable to miniaturization makes it possible to
consider endowing each of the modules with the means to

20
sense and localize other members of the ensemble.

I___________________________________ Further, we envision using the camera systems mounted
2m 4IN I00 &ON iom on the modules to sense the environment and provide infor-

mation that the system can use to plan its activities. Like
Argus, the hundred eyed shepherd of Greek mythology, we

envision robotic systems that would continually capture im-
agery from multiple distributed vantage points and fuse this

Fig. 5. This graph shows how the area of the blinker in pixels information to localize each other, to find and track moving
varies as a function of distance objects and to build 3D representations of the scene. This in-

formation would allow the ensemble to plan its motions, to
In the first phase of the reassembly procedure the cluster manipulate objects and to respond intelligently to changes in

corresponding to the torso and the cluster corresponding to its environment.
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5. CONCLUSION [7] Y Zhang, Mark Yim, L. Ackerson, D. Duff, and C. El-
dershaw, "Stam: A system of tracking and mapping in

This paper describes a scheme for using embedded smart cam- real environments," IEEE Journal on Wireless Commu-
eras to localize the elements of a reconfigurable modular robot. nication, vol. 11, no. 6, pp. 87-96, December 2004.
Experiments have been carried out which demonstrate that the
system can be used to guide automated self-reassembly. The [8] M. Park, S. Chittan, A. Teichman, and M. Yim, "Au-
proposed scheme is well suited for use in modular robotic ap- tomatic configuration recognition methods in modular
plications since the cameras, sensors and processors required robots," International Journal ofRobotics Research, (In
are all amenable to miniaturization and are all compatible submission).
with the technologies used to manufacture the robot modules [9] Daniel Gomez-Ibanez, Ethan Stump, Ben Grocholsky,
themselves. Vijay Kumar, and Camillo Taylor, "The robotics bus: A

The marriage of distributed smart cameras and modular local communications bus for robots," in Proceedings of
robotics offers a number of compelling advantages. The cam- the Society ofPhoto-Optical Instrumentation Engineers,
eras can provide relative positioning measurements which al- 2004.
low a set of distributed modules to act as a coordinated whole
while the actuation and locomotion capabilities provided by [10] Mark Yim, Y. Zhang, K. Roufas, D. Duff, and
the robotic modules can be used to deploy the smart cameras C. Eldershaw, "Connecting and disconnecting for
to advantageous viewpoints to support applications like 3D chain self-reconfiguration with polybot," IEEE/ASME
reconstruction and target tracking. We feel that this combi- Transactions on Mechatronics, Special Issue on Self-
nation of technologies could offer a compelling approach to Reconfigurable Robots, vol. 7, no. 4, pp. 431-441, De-
tackling a number of interesting applications. cember 2002.
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