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A Scalable Low-Overhead Rate Control Algorithm
for Multirate Multicast Sessions

Koushik Kar, Saswati Sarkar, and Leandros Tassiulas

Abstract—in multirate multicasting, different users (receivers) —arate multicast group and receivers can adapt to congestion by
within the same multicast group can receive service at different joining and leaving these groups (see [17] and [19] for internet
rates, depending on the user requirements and the network conges- protocols for adding and dropping layers). Note that in multi-
tion level. Compared with unirate multicasting, this provides more . . . . : .
flexibility to the user and allows more efficient usage of the network rate multicasting, t_here 15 n_o unique multicast session rate anq
resources. In this paper, we address the rate control pr0b|em for one needs to consider receiver rates Separately. Also note that in
multirate multicast sessions, with the objective of maximizing the this case, the transmission rate of a multicast session (multicast
total receiver utility. This aggregate utility maximization problem group) on a link needs to be equal to the maximum of the rates
not only takes into account the heterogeneity in user requirements, of all receivers downstream of that link.

but also provides a unified framework for diverse fairmness objec- C d with uni i . i i .
tives. We propose an algorithm for this problem and show, through ompare W't. unirate multicasting, multirate mu t'cast'.ng
analysis and simulation, that it converges to the optimal rates. In allows more efficient use of the network resources. For efficient
spite of the nonseparability of the problem, the solution that we use of the network, an effective rate control strategy is neces-
develop is completely decentralized, scalable and does not requiresary. The rate control algorithm should ensure that the traffic
the network to know the receiver utilities. The algorithm requires e raq to a network by different traffic sources remain within
very simple computations both for the user and the network, and L .
also has very low overhead of network congestion feedback. the limits that the network can carry. Moreover, it should alsq
ensure that the network resources are shared by the competing
flows in some fair manner. It may, therefore, be desirable that the
rate control algorithm would steer the network toward a point
where some measure of global fairness is maximized.
. INTRODUCTION There can be many acceptable definitions of fairness, some

N CONVENTIONAL or unirate multicasting, all receiversWell-known ones being max-min fairness [4] and proportional
I of the same multicast group receive service at the same rd@ness [12]. Fairness definitions can be generalized in a nice
However, in general, different receivers belonging to the sa@y by using utilities. Utility of a user is a function connecting
multicast group can have widely different characteristics. Thu§e bandwidth given to the user with the “value” associated with
asingle rate of transmission per multicast group is likely to ovelfi€ bandwidth (note that throughout the paper, the terms “user”
whelm the slow receivers and starve the fast ones. Multirs#8d ‘receiver” are used synonymously). The utility could be
transmission, where the receivers of the same multicast gratffn® measure of, say, the perceived quality of audio/video, the
can receive data at different rates, can be used to accommodi&® satisfaction, or even the amount paid by the user for the
these diverse requirements. Naturally, multirate multicasting?@ndwidth allotted to it. In this paper, we try to design the rate
the preferred mode of data delivery for many real-time applicgontrol algorithms such that they maximize the sum of the util-
tions, including teleconferencing and audio/video broadcastirlies over all receivers, subject to the link capacity constraints.
Multirate transmission allows a receiver to receive data at a ratgiS objective was proposed recently by Kelly [12]. It is easy
that is commensurate with its requirements and capabilities dAdSe€ that various faimess objectives can be realized within
also with the capacity of the path leading to it from the sourcB!iS utility maximization framework for different choices of the
One way of achieving multirate transmission is through hieraytility functions (see [18]). Note that in our problem, the utility
chical encoding of real-time signals. In this approach, a sigrfdinctions can be different for different users (receivers). Thus,
is encoded into a number of layers that can be incrementa‘lWS framework allows us to differentiate among receivers on the
combined to provide progressive refinement. This layered trarésis of their requirements and/or revenues. This is important,
mission scheme can be used for both audio and video transnfi§C€ receivers could have heterogeneous requirements and the
sions over the internet [6], [28] and has potentials for use §&Me amount of bandwidth could be valued differently by dif-
asynchronous transfer mode (ATM) networks as well [14]. [fgrent receivers.

the case of the internet, each layer can be transmitted as a sefReécently, there has been a considerable interest in the
problem of fair allocation of resources for multirate multicast

. . _ sessions. However, most of the work in this area is concerned
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the multirate multicast problem significantly different and conever any link on the tree must be equal to the maximum of the
siderably more complex than its unicast version. For instandegffic rates of all downstream receivers of the group. Also note
the problem in the multirate multicast case is nonseparable ahdt unicast is a special case of multirate multicast (in the unicast
nondifferentiable, unlike the unicast case (we discuss marase, the tree reduces to a single path between the source and the
on this in the subsequent sections). The multirate multicasteiver).

utility maximization problem is addressed in [10]. Here, the Let R be the set of all receivers over all multicast groups. Also
authors propose distributed algorithms for this problem; thdet S; C R denote the set of receivers using lihkc L. Each
approach is based on dual methods. In this paper, we takeeeeiverr has a minimum required transmission rate> 0
different approach and derive a primal algorithm based @md a maximum required transmission rBte< oc. Moreover,
nondifferentiable optimization methods. The algorithm thagach receiver is associated with a utility functioty.: Ry —

we propose is distributed, scalable, and does not require thewhich is assumed to be concave, bounded and continuously
network to know the receiver utilities. Also, both the user andifferentiablé in the interval X,. = [b,, B,]. Thus, receiver

the network (link/node) subalgorithms are extremely simpleas a utilityl/,.(z,.) when itis receiving traffic at a ratg., where

and the overhead of the communication between the netwark € X,..3 We will refer to the variables:, as the “receiver
and the user is very low. Moreover, in our algorithm, per-sestes.”

sion states need not be maintained at the network links. Thes&Ve are interested in maximizing the “social welfare,” i.e., the
features make the algorithm attractive in terms of practicalim of the utilities over all receivers, subject to the link capacity
deployment. On the other hand, the algorithms in [10] suffeonstraints, as well as the maximum/minimum rate constraints.
from several practical shortcomings (they have high overhe@tle problem can be posed as

of computation and communication and require the network

links to maintain per-session state). A detailed comparison P : maximizez U, ()

of the algorithm proposed in this paper and those in [10] is reR

presented in Section VIII of this paper. It is worth noting here subject to Z max z.<c¢ VIeL (1)
that in this work, we do not try to address the question of what ey TESHNEm

utility functions should be chosen, or how a desired fairness z. € X, VreR. )

criterion can be mapped to user utilities. Instead, we address
the question of how the globally optimal rates can be achievbibte thatS; N R,,, is the set of receivers of group that use link
once the user utility functions are appropriately chosen. l. Thus, the termnax,.cs,nr,, =, denotes the rate of traffic of
The paper is structured as follows. In Section Il, the rate comulticast groupr on link /. Also note that wheis; N R,,, = ¢,
trol problem is presented formally as an optimization problerthe termmax,.cs,~r,, «» in (1) should be interpreted as zero.
In Section lll, we state the algorithm requirements, and out- Note that in the above formulation, the sé&ts are (bounded)
line our basic solution approach. In Section IV, we present aontinuous intervals. Therefore, it is assumed that the receiver
iterative algorithm for the rate control optimization problemrates can be continuous. In practice, however, bandwidth allo-
Section V presents the convergence analysis for this iterat@tions can be limited to some discrete levels only (for example,
optimization algorithm. In Section VI, we describe how this alin layered video, there will be some distinct bandwidth levels,
gorithm can be implemented in a real network. In Section Vlgne corresponding to each layer). However, constraining the set
we demonstrate the convergence of our algorithm in an asyX- to a set of discrete points (between the lower and the upper
chronous network environment through simulations. We corheunds on the receiver rates), makes the problem much harder
pare our approach with the existing approaches in Section Vlib, solve. Discretization of the rates destroys the convexity of the

and conclude in Section IX. problem (it becomes an integer programming problem), which
is crucial for developing a distributed solution. In the following,
II. PROBLEM STATEMENT therefore, we develop a solution to the “convexified” or “re-

Fi d ibe th K model and f | h laxed” problem, as stated above. The actual rate is then com-
Irst, we describe the network model and formulate the rajg;q by “rounding” the rates obtained (as a solution of the con-

control problgm as a convex optimization probl_em. In the SUBaxified problemP) so that they correspond to the allowed dis-

sequent sections, we will show how we can achieve the OPUM3Lte bandwidth levels. The rounding procedure, and the asso-

rates fo_r this problem. - e ciated issues, are discussed in Section VI-C.
Consider a network consisting of a sketof unidirectional

links, where a link € L has capacity;. The network is shared
by a set ofA/ multicast groups (sessions). Each multicast group
is associated with a unique source, a set of receivers, and a sé this section, we introduce some new terminology, which
of links that the multicast group uses (the set of links formwill help us in describing the algorithms presented in the sub-
a tree)t Thus, any multicast group: € M is specified by Ssequent sections of this paper. We then discuss the features that
{8m, Bm, Lm }, Wheres,,, is the sourceL,,, is the set of links in are necessary in any multirate multicast rate control algorithm

the multicast tree anft,,, is the set of receivers in group. As 2The differentiability assumptions are only for the sake of simplicity of ex-

already mentioned, the total rate of traffic of a multicast grougsition and analysis. The algorithms and convergence results presented in this
paper can be extended to nondifferentiable functions by wsibgradient$23]

Iwe assume fixed path routing. So the tree associated with each multidgstead of the usual derivatives.
group is fixed. 3We also assume that,. andX, are known only to receiver.

I1l. PRELIMINARIES
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® —— junctionnodes ¢ computation system (where the coordinating information is ex-
1

© < non-junction nodes changed in terms of congestion and rate feedbacks) and reach
the system optimum without any centralized coordinator.
Closely tied to decentralization is the issue of scalability. A
solution would not scale if, for example, the source or a junction
node in the multicast tree has to maintain some state information
for all downstream receivers of the tree. Since the number of re-
ceivers in the group can be large, this might lead to tremendous
processing/storage pressure on such a node, particularly if the
node is the source or a junction node close to the source. There-
fore, we would like to have a solution where processing/storage
overhead at a node in a multicast tree does not depend signifi-

Fig. 1. An example of a multirate multicast tree. cantly on the size of the_tree' . .
The rate control algorithm must scale not only with the size

B < receiver nodes

S

are not required to maintain state information on a per-flow
(per-session) basis. However, due to the multirate nature of the
traffic, some state overhead is unavoidable for routers that are
Consider Fig. 1, which shows an example of a multicafinction nodes of one or more multicast sessions. This is be-
tree wheres is the source node ant, 72,73, 74} is the set cause a junction node needs to store at least the rate informa-
of receiver nodes. The rest of the nodes in the multicast trggn about each of its children. Thus, a router has to maintain
can be classified intqunction nodesand nonjunction nodes per-session information for all multirate multicast sessions for
as shown in the figure. Junction nodes are the forking nod@gich it is a junction node. However, we would like to have a
i.e., nodes where the multicast tree “branches off.” Thus, #blution where the routers would not need to maintain any state
Fig. 1,{r5, 76,77} are junction nodes. Receiver/junction nodegformation for a session for which it is a nonjunction node.
of different multicast groups are considered to be logicallyhus, in such a solution, no per-flow state would be required at
different, even if they are physically located at the same nodge network nodes if all the sessions are unicast (since there are
In the rest of the paper, we assume that the receivers are afdyjunction nodes in the unicast case).
at the leaf nodes of the multicast tree. There is no loss OfCOnformity with existing standards is another important cri-
generality in assuming this, since a receiver at a nonleaf na@eion. The rate control algorithm should be such that it can be
can be replaced by creating a new leaf node and placing thélemented without a major modification to the existing stan-
receiver in it, and connecting the new leaf node to the nonlegdrds. In the current networking standards like IP multicast, a
node (where the receiver is actually located) by a link witfynction node may not know the identity of all the downstream
infinite capacity. Moreover, note that any leaf node must beraceivers, but will only know the downstream nodes it must for-
receiver node. Thearentof a receiver/junction node refers \ard a packet to. Therefore, we require a rate control algorithm,
to the closest junction/source node in the upstream path#ronyhich does not require a junction node to communicate with
toward the source. Also, bshild of junction/source node, we nodes other than its immediate neighbors.
would refer to any receiver/junction node whose parent is thewe would also prefer to have a solution where the complex
noder. Thus, in Fig. 17 is the parent of,, 77 is the parent of computations (required for the optimization process) are limited
75, ands is the parent of. Similarly, 77 is a child ofs, while {5 the end hosts only. For practical viability, the computations
75, 16 are children of-z, and so on. _ o that the core routers are required to perform must be kept simple.
In general, we assume that the receiver decides its rate basglis also desirable that the overhead of information exchange
on its ut|I|ty.funct|0n and.the network congesno_n feedback. Ufequired in the optimization process) between the network and
then sends its request to its parent node. A junction node gath@S end hosts is as low as possible such that it can be contained
all such requests (from its children nodes), takes the maximynin a few bytes in the packet header.
of all the rates requested, and requests thgt ratg from its pare_nﬁhe rate control algorithm that we propose in this paper satis-
node. Requests go up the tree through the junction nodes in s aJ of the above criteria. It is distributed and the user and the
fashion until they reach the source node. The source sends traffig,ork algorithms are appealingly simple. The algorithm also
to its children nodes at their requested rates; these nodes thg8 5 jow network feedback overhead. In the algorithm, the net-
send traffic to their children nodes and so on, and the traffigk needs to know only the receiver rates. This, however, can
finally reaches the receivers at their requested rates. also be estimated by measuring the rates at the network nodes. In
our algorithm, with measurement-based estimation of receiver
rates, a router does not need to maintain per-session information
In order to be practically viable, a rate control algorithm musbr sessions for which it is a nonjunction node; the per-session
be decentralized. Thus, we would like to have a solution wheirdormation maintained for sessions for which it is a junction
the nodes in the network act like processors in a distributedde is also small. Moreover, a source/junction/receiver node

A. Terminology

B. Algorithm Requirements
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only needs to communicate with its parent or children nodes anddes that are the immediate downstream nodes of sessions that
does not need to know about the nodes further downstream/gp-through link.
stream. Thus, the solution is scalable and conforms well withFor anyr € R, letT,. denote the set of receiver nodes that are

the existing standards. included in the tree rooted at Thus, in Fig. 17}, = {r1, 72},
T,.. = {r1,72,7r3,74}, €tc. Now for each € R, define a vari-
C. Solution Approach ablez,. such that it denotes the rate of traffic that the junction

Note that in the unicast version of the problem, the link comoder receives fromits parent node (we will call these “junction

straints are linear and the problefhis separable. Separable/@l€s” in analogy with “receiver rates”). Note that the junction

problems are amenable to distributed solutions [3]. In our ca&Btes are functions of the receiver rates. Thus, foramy £,

however, the problei® contains somenax functions. Thenax £+ IS defined ase, = max,cr, x,. Moreover, with this no-

functions, besides being nonlinear, couple several variables {@ion for anyr € R, x, = max,.cc, x,.. Also note that the

gether, making the problem nonseparable. Moreover, note tR@Pacity constraint for link(cf., (1)) can now be simply written

themax functions are nondifferentiable. All these factors mak@S 2-res, #r < .

the problem significantly different than its unicast version. Ob- For anyr € R, let @, denote the set of all junction and

taining a solution that satisfies all the requirements describedfeiver nodes from the source nodertancluding» but ex-

the last subsection is an interesting and challenging problencluding the source node. Thus, in Fig(,, = {r7,rs}, Q:, =

The algorithm that we propose in this paper is developdd7: 73,71} and so on.

using nondifferentiable optimization methods, particularl

those based osubgradients A subgradient, defined in the

context of convex/concave functions, can be viewed as a genFor anyr € R, let a:,(,") denote the rate of the receiver

eralized gradient, and may exist even if the gradient does mutder at thenth iterative step. Then for any € R, 2 =

(as is the case for nondifferentiable functions). See Appendixiax,. 7. a:f,’,”) denotes the rate of the junction nodeat the

for the formal definition of subgradients and some of theiith iterative step.

important properties. The motivation, derivation, and analysisIn our algorithm, the rate update procedure for receivat

of our algorithm draw from results in subgradient optimizatiothe nth iterative step can be summed up as follows? in-

theory, mainly those by N.Z. Shor and B.T. Poljak [20], [23]creases according to the “incremental utility”(z(™), while it

The problem of nonseparability (as well as nondifferentiabilitgecreases according to the “congestion penaiy’ (»\™ will

of the constraint functions can be effectively handled using gefined shortly). The quantity™ can be thought of as a

subgradients. The use of subgradients thus allows us to devel@Pasure of the congestion caused-tat stepn and, thus, de-

a simple distributed solution to the nonseparable prolm termines the rate at whieh‘backs off’ on detecting congestion

Our algorithm is developed in such a way that the scalabilify its path. As we will see later (when we describe the practical

and other requirements stated above are also appropriaiglhlementation of the algorithm in Section V1), the congestion

addressed. penalty is basically the congestion feedback provided by the net-

work to the receiver (user). Before we describe the rate update

IV. AN OPTIMIZATION ALGORITHM procedure in detail, let us define the congestion penalty formally

In this section, we present an iterative optimization algorithfR {€rms of the receiver rates and network parameters.
for the problenP. The convergence properties of the algorithm First, we introduce a few var?)bles that will be useful in
is investigated in Section V. In Section VI, we show how thi§€fining the congestion penalpf”. For each linkl ¢ L,
algorithm can be implemented in a real network in a distributélfinec;” as a zero to one variable denoting whether irts

%. An Iterative Algorithm

and scalable way. congested or not at step i.e.
A. Notation 0, if 3 T 2 <q
i i . (n) _ meM 7,€§l 3
Before we present the algorithm, we introduce some notation g9 = LifY Ya QIS 3)
that we will use. LetR be the set of all junction nodes (over all BV o3 ! &

multicast groups). Lek = RU R be the set of all receiver and
junction nodes (over all multicast groups). For any R, letr,. We will refer to the variable; as the “link congestion indicator”
denote the parent node of Thus, in Fig. 17, =73, 7, = s, for link .. Now, for each- € R, definee,(,") as

etc. For anyr € R, letC, = {r':7,» = r} denote the set of

all children nodes of. Thus, in Fig. 1C,.. = {rs,76}, C,.. = el = Z 65"). 4

{r1, 2}, etc. For anyr € R, let L,. denote the set of all links iIck.

whose immediate downstream junction/receiver node. ik

other words, L, is the set of all links between the nodes Therefore;z,(,") indicates how many of the links ih,. are con-
andr in the particular multicast tree to whiey andr belongs. gested at step.

Thus, in Fig. 1L,,7 consists of all links betweesnandr-, L,S Let(2 be the set of all source nodes (over all multicast groups).
consists of all links betweery andr;, L,] consists of all links Let Rg C R be the set of all junction and receiver nodes whose
betweenrs; andr;, and so on. Now define the st C R as parent node is a source node. Thitg, = {r:m,. € Q}. Asso-

Sy = {r:l € L,}. Thus,S; consists of all junction and receiverciate a variabley,. satisfying 0< «,. < 1with eachr € R\ Rq,.
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We will refer to «v,. as the “penalty splitting factor” associatedC. Conditions on the Splitting Factors
with junction/receiver node, the reasons for which will be clar- 5. oy algorithm to work correctly, at every stepthe split-

ified shortly. Leta!" denote the penalty splitting factor fort ting factorsa,. must satisfy the following conditions:
thenth iterative step. We require these penalty splitting factors

to satisfy certain conditions, as we will see later. al™ >0 VreR\Rq (7)
The definition of the congestion penalty, as will be stated Z o™ =1 VreR (8)

shortly, can be motivated as follows. Let us interpé@% as the e, '

penalty to be paid for congesting liikby each of the multi- a,(,") —0if x,(,") < 357(:? VreR \ Ro. 9)

cast sessions using lirlk at stepn. Now consider a junction
noder’ belonging to any multicast group. Thenefff) is the Constraints (7) state that the splitting factors are nonnegative.
total penalty to be paid by for congesting the links il,,». Let ~ Constraints (8) state that the sum of the splitting factors of all of
this penalty be charged 6 (recall that for links inL,., 7 isthe the children of a junction node must add up to one. Constraints
closest downstream node belongingriits multicast tree). Now (9) state that the splitting factor of a node is zero if it is not
let ' split this penalty among its children nodes. Also, for angeceiving the same rate as its parent. Since the rate of the parent
e G, Ieta,(,’,ﬁ) be the factor that determines what proportionode is the maximum of the rates of its children, this implies
of this penalty is charged to” (thus,r" is charged a penalty that the splitting factor of a node is zero if its rate is not the
of o). Each child node then splits the penalty charged taximum amongst the rates of all of its sibling nodes. In other
it amongst its children nodes (again according to the splittigords, the penalty at a node is split amongst only those children
factors of the nodes that are charged) and this goes on until #igo are receiving the maximum rates.
penalties are transferred to the receivers. It is then easy to sedote that the above constraints allows us to have both frac-
that the penalty charged to receivee 7). (for congesting the tional and integral (zero and one) splitting factors. Choosing
links in L,) is equal to oo, aff,’;) 67(’7)_ Note that for fractional spht‘gng factors, howgver, has certain drawb.acks in
T terms of practical implementation, as we will discuss in Sec-
;cion VI. Therefore, in the rest of the paper, we will only be con-
cerned with integral splitting factors. In that case, (7) is replaced
(_l})é/ the following constraint:

any receiver node, the penalty for congesting the links in.
is charged entirely t@ since it is the only downstream receive
(of that group) for those links.

Now assume that the penalties of all links of the multicast tr
are split up amongst the receivers in the manner just described. af,"> €{0,1} Vre R \ Rq. (10)
Then a receiver pays a penalty for each of the links it uses (i.e.,
the links in the path from the source to that particular receiver).

Note that for any receiver, U,»cq, L,» represents the set of V. CONVERGENCEANALYSIS

links thatr uses. Therefore, the total penalty that receiveays  |n this section, we investigate the convergence of the iterative

is the sum of the penalties paid for the linksip cq, L. algorithm outlined in the last section. For simplicity, the con-

Now let us define the congestion penalty formally. For eaGgrgence analysis presented here assume that the splitting fac-

r € R, definep( as tors satisfy (8)—(10). However, the results can be shown to hold
even if the splitting factors satisfy the more general conditions
(1)—9).

P =3 11 al) | elm. (5)  Inthe following, letz = (z,, € R) denote the vector of
M EQr \r"eQ\Q, the receiver rates. Let(™ denote the vector of receiver rates

at thenth iterative step. Le r denote the entire region in the
. (n) . | R|-dimensional space whereis constrained to lie due to (2),
For+' = r, the terr)nH,,,,eQr.\Qr, Q shoul_d be mterpret_ed ie., X ={(z1,...,2r): 2, € X, V7 € R}. Thus, the set of
as one. Note that, is zero if none of the links that receiverqgonstraints in (2) can be equivalently writtensas Xg.
7 uses is congested. Moreover, note that in the special case of
an unicast session, the congestion penalty of the receiver of fieAssumptions

session is simply the number of congested links in the path Ofln the convergence analysis, we make the following assump-

the receiver/session. tions on the problenP.

Now, we state the update procedure for the receiv_er rates. Ir)ﬂ\ssumption 1: (Feasibility):The problemP is feasible, i.e.,
the update procedure stated belf, denotes a projectidn S nens MaXres,nm,, be < ¢ foralll e L.

on the setX... For each- € R, x,. is updated as follows: Note that in the special case when = 0V r € R, the

feasibility assumption is satisfied.
2t = [azf") + X\ (U,’, (azf")) - Kpf,"))} (6)  Assumption 2: (Bounded SlopeThere exists am < oo
Xr such thal’/(z,) < AV z, € X, forall» € R,

For the sake of simplicity of the analysis, we make an ad-
itional assumption in this paper, as stated in Assumption 3.
However, this assumption is not necessary for guaranteeing con-

4Since X, = [b.. B.], thus, for any scalay, [y]x. = min(B,,max V€rgence. Refer to [11] for the convergence results in the more
(b, y)). general case.

whereK (the “penalty scaling factor”) is a positive constant ang
A, > 0 is the step size at theth iterative step.
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Assumption 3: (Strict Concavity)The utility functions/,.  6(A) > 0 satisfyinglim, g, 6(A) = 0 such that for all
are strictly concave in the interval,.. Thus, for every- €¢ R, K > AR,
there exists &, > 0 such that-U/(z,.) > ~, forall z,. € X,.. ] ) .

Note that the above assumption also implies that the optimal ,}EEC Pt (A), Bsny (7)) =0 VA > 0.
solution of P is unique. Letz* be the optimal solution oP.
Define the overall user utility functiody: §R|f| — RasU(x) =
> rer Ur(z,) and letU* = U(z") be the corresponding op-
timal value.

Next, we state some convergence results under various c
ditions of the step sizes.

The above theorem can be proved along the same lines as The-
orem 1 and the proof is omitted for brevity. The theorem states
that for a constant step size, the distance of the rate vector from
a neighborhood around the optimum tends to zero and the size
BF'this neighborhood becomes arbitrarily small with decreasing
step size. For a given constant step size, the size of the neighbor-
hood depends on the parameters of the profifeimcluding the
utility functions. Although obtaining a general explicit expres-
Assume that the sequence of step sigks} in (6) satisfies sion for the size of this neighborhood is difficult, implicit ex-
the following criteria: pressions of(A) in terms ofA can be calculated [11]. However,
the size of the neighborhood calculated on the basis of these ex-
pressions could be very conservative. Note that the above the-
orem also implies that given any neighborhood around the op-
timum, we can choose the step six¢o be sufficiently small
As an example),, = (1/n) is a sequence that satisfies (11). SO that our algorithm (with constant step sizes) achieves rates in
Let R = max,.cu |R,| denote the maximum number ofthat neighborhood.
receivers in any multicast group. The following theorem shows Note that guaranteed convergence requires bounded utility
that our algorithm converges to the optimum if the step siz€grivatives (Assumption 2). If the utility functions have un-
satisfy (11). bounded derivatives (as is the case for the funclisgiz) at
Theorem 1:Consider the iterative procedure stated i = 0), then the range of achievable rates can be restricted so
(3)—(6), with the splitting factors satisfying (8)—(10), and th&hat the utility derivatives are bounded in the restricted range.
Step sizes Satisfying (11) Then for &l > AR, the Sequence For instance, consider the Ut|||ty funCtId)tbg(x) where the rate
of rate vectors{z(™} converges tar*, the unique optimal * can vary over the rangf®, B]. Since the utility derivative

B. Exact Convergence With Diminishing Step Sizes

lim A, =0 Z Ap = 00. (11)
n=1

solution of P. is unbounded at = 0, we could restrict the range {e, B],
The above theorem is proved in Appendix II. Note that frot¥heree is some small positive number. Our algorithm can be
the continuity ofU it follows thatlim,, .., U(z"™) = U*. applied to the problem with this restricted range and the rates

Theorem 1 states that there is a minimum value of the penaftghieved will be close to optimal.
scaling factorK” beyond which our algorithm converges to the
optimal solution. Note that in the unicast case, this lower bound VI. DISTRIBUTED IMPLEMENTATION

_The algorithm can be also be shown to converge if the stggn pe implemented in an asynchronous network environment
sizes),, satisfyA,, = AX" where 0< A < 1l andAis a“suf- jn 3 distributed and scalable way.

ficiently large” constant. Note that all these step sizes satisfy

lim, .-, A, = 0. This condition is required due to the nondifA. Protocol Description
ferentiability of the problem. In practice, however, it may not be
possible (due to precision limitations) or efficient (since it coul
slow down the convergence rate considerably) to decrease ommunicate only with its parent and children nodes. As-

step size beyond a certain value. In Sec_t|on V'_C’ therefore, Yime that each source/junction node sends congestion packets
mvestlgate the convergence of our algorithm with constant st&gp) (containing the congestion penalty information) to its chil-
SIZEs. dren nodes. Also assume that each receiver/junction node sends
rate packets (RP) (containing the rate information) to its parent
node. Thus, the CPs move in the downstream direction of the
If the step sizes are constant, we can guarantee convergemee, while the RPs move in the upstream direction (see Fig. 2).
of the rates to a neighborhood of the optimum. The result T e CPs that a junction node sends to its children are sent out
formally stated below. A similar result holds even in the casghen the junction node receives a CP from its parent. More-
where the step sizes are not constant but converge to some posf, the RP that a junction node sends to its parent is formed
itive value. Let®s(x*) be the set of all points at a distance oby merging the RPs that it receives from all of its children. Asin

First, we describe how the protocol works. As mentioned be-
re, in our algorithms, a source/junction/receiver node needs

C. Approximate Convergence With Constant Step Sizes

& or less fromz* (the é- neighborhoodf z*), i.e., ®s(z*) = the figure, each CP contains a congestion penalty fielghile
{z: ||z —2*|| < 6}. Letp(2,Y) = minycy ||z — y|| denote the each RP contains a rate fiefd
Euclidean distance of a poimtfrom any compact sét’. A junction/receiver node communicates its rate request to its

Theorem 2:Let {z(™()\)} denote the sequence of rateparentnode through thefield of the RP. This is to let the parent
vectors defined by (3)—(6) (and the splitting factors satisfyingode know at what rate it needs to send traffic to the corre-
(8)—(10)) with A, = X ¥V n. Then there exists a functionsponding child. The parent node also uses these communicated
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Fig. 2. Message exchanges.

rates to determine which of the children are requesting the maxNote that in real implementation, these control packets (CPs

imum rates, and penalize only those children. For this purposed RPs) need not be communicated as separate packets; the

each junction node maintaingC™2*(C C,.), the set of the chil- congestion penalty can be conveyed through a field in the data

dren requesting the maximum rates. packets, while the rate information can be conveyed through a
A source/junction node conveys the appropriate congestifield in the acknowledgment (ACK) packets.

penalty to its children nodes through théeld of the CP. Note  In the following algorithms, the step size for rate updates is

that choosing fractional splitting factors makes the penalty terkept constant ak.

fractional and this makes it difficult to convey it to the receiver

using a few bytes, without sacrificing precision. For good preéink [I's algorithm:

cision, we require that thgfield be fairly large, and this results on receiving an RP:

in a high protocol overhead. To avoid this problem, we can just Read the =z field to know the current

assign integral splitting factors, i.e., zero and one. In this casgte of that session, and forward the RP

conditions (8)—(9) require that a splitting factor of one be agn to the next link.

signed taanyone of the children that is requesting the maximuron receiving a CP:

traffic rate, while a splitting factor of zero be assigned to allothar Add ¢ to the 7 field of the CP and

children (whether they are requesting the maximum traffic raferward it on to the next link.

or not). Note that it does not matter which one of the childreperiodically:

(amongst those that request the maximum rate) is chosen to payUpdate the link congestion indicator 1

the penalty and the child that is penalized could be different g

different times (iterations). The algorithms described below as-

sume this kind of penalty splitting. This ensures that the number Lo Tg >
of bytes that need to be allocated to fhield is small (we dis- Q4" 9Yo0 if El . < .
cuss more on this later). 7 res

Also assume that link (i.e., the node associated with lik
which is usually the node where the link originates) is respon-
sible for keeping track of the link congestion indicator variabl8ource node s's algorithm:
¢;. Moreover, for any receiver/junction nodethe node itselfis On receiving an RP:
responsible for keeping track of the receiver/junction rate 1. Read the =z field to know the new rate
requested by the child.
B. Link and Node Algorithms 2. Send a CP to that child, setting the

On receiving RPs from all of its children nodes, a juncti0|f'1Ield 0.

node computes the maximum of the rates requested, and sends
an RP toits parent, setting tfidield to this maximum requested Receiver node  r’s algorithm:
rate. When an RP is going through lihkhe node reads the field On receiving a CP:
7 and uses it to update the congestion indicatdsee the link 1. Read the p field of the CP to know the
algorithm below). current congestion penalty.

When sending a CP to a child, a source node stamps zer@inSend an RP to the parent node, setting
thep field of the CP. Each link on the path to the child adds th&e field — z to  z,.
link congestion indicator (zero or one) in tidield of the CP. Periodically:
A junction node transfers thg field of the CP that it receives 1. Update the receiver rate as
from its parent node to the CP of one of the children that has @y — 2+ AU () — AKp,
requested the maximum rate; théelds of the CPs for the rest ! ! e !
of the children are stamped as zero. Thus, when areceiver nadere p,. is an estimate of the current
receives a CP, thg field contains the appropriate congestiorrongestion penalty of 7.
penalty for that receiver, which it uses for updating its rate ablow, if . < 0., set xz. < b, and if =z, > B,,
cording to (6). set z, «— B,.

=3l
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Junction node r's algorithm:

On receiving a CP:

1. Send one CP to each of the children
nodes, setting the p field as follows:
(a) Pick any child node in
the 7p field of its CP to the p field of
the CP received from the parent node.

(b) Set the p fields of the CPs of all
other children nodes to O.

On receiving an RP:

1. Read the = field to know the new rate
requested by the child, and do the fol-
lowing:

(&) Update the junction rate T, as:
Ty < MAXpcC, Tp-

(b) Update C»** as: CP** — {r'izw =z,}.
2. On receiving RPs from all of the chil-

Cra* and set

rates can also be estimated by traffic measurements at the links.
Also note that in order to determine whether a link is congested
or not, we only need to know thetal rate of traffic at that link,

and not the individual session rates (see the link algorithm de-
scribed above). Thus, we could determine the value of the link
congestion indicator just by measuring the total arrival rate at the
link. Therefore, with measurement-based rate estimation, main-
taining per-flow state at the links is not necessary. It is easy to
see that with this modification, the distributed implementation
of our algorithm (as described in the previous subsection) satis-
fies all the desirable features listed in Section I11-B.

However, note that if rates are measured (and not commu-
nicated), there has to be estimation errors. These errors will
be more significant because the traffic is sent at rates that are
slightly different from the requested (computed) rates (due to
rounding, as discussed above). We will discuss the effects of
these estimation errors on performance in Section VII.

dren nodes, send an RP to the parent node,

setting the 7 field o . D. One-Bit Congestion Feedback

As discussed, we require a byte in the packet header to carry
) ] ) ~ the network congestion feedback. Although using one byte of

Note that in the algorithm described above, the receivg{e gata packet/ACK packet header does not introduce a signif-
could request any rate between its minimum and maximughn; overhead, it is still interesting to investigate if the algo-
required rates. However, as discussed in Section II, in practi¢@,m can be implemented with a single bit of network conges-
bandwidth allocation is constrained to occur only at certajfy, feedback. In that case the algorithm could be implemented
discrete levels (which are typically predetermined, and coriih the proposed explicit congestion notification (ECN) bit.
spond to the cumulative layer bandwidths). Therefore, a sourcg-; gne-bit implementation, we could use an approach sim-

node (or junction node) can sgnd traffic to a child node only gt to random early marking (REM) proposed in [1]. In this ap-
a rate that corresponds to a discrete level close to the reque ch, there is a single bit for network congestion feedback in

rate. The granted discrete level can be the closest level no mgggy, nacket, and this bit is marked probabilistically at each link,
than the requested bandwidth (rounding down) or it can be figqeq on whether the link is congested or not. Each junction
closest level no less than the requested bandwidth (roundifigye transfers this bit to the child receiving traffic at the max-
up). The latter, however, can result in rates that are infeasiie,,m rate, in a way similar to that described in Section VI-B.
Therefore, in practice, rounding down may be more preferabie receivers can then infer the congestion penalty by mea-
and will result in rates that are feasible, and close to the Opt'mﬁlring the number of marked packets received over some time

(the degree of closeness (to optimality) depends on the dengjfy,qow. The packet marking process at the links and the penalty

of the discrete bandwidth levels). estimation process at the receivers are described more formally
Now let us calculate the number of bits that must be allocatggd .

to thep field of the CP. Firstly note that the value pis upper ¢4 jink is congested according to (3), then a packet is marked

bounded byZ, the maximum number of links on a source-regi propabilityd (0 < @ < 1), chosen appropriately. If the

ceiver path. This is due to the fact_that in the worst case, gl is not congested, the packet is not marked. The marking

the links from the source to a receiver can be congested, ilcess in different links are independent; therefore, the proba-

the penalty splitting factors of all the junction/receiver nodes qfjir, that the packet is marked after traversingongested links

that pgth could be one. This implies that we need to allocqgel_(l —§)*. Letw, be the proportion of marked packets mea-

|log, L] +1 b to thep field. Therefore, for most real networks, g ,re over some time window at receiveihen the estimated

including the internet, allocating just one byte for the CoNgesangested penalty of receivedenoted by, can be calculated
tion penalty field should be sufficient (note that one byte woulgl

allow 255 links on a path from the source to the receiver). Thus,
the overhead of the network congestion feedback to the receivers
is quite small.

The implementation of the link algorithm, as described in the
previous subsection, has an important drawback. Note that in thieere L is the maximum number of links on the path from a
implementation described, the link has to keep track of the rat@surce to a receiver, as before.
of all individual sessions that traverse that link. This implies that In Section VII, we evaluate the performance of this random
a router has to maintain per-session state even for sessionssfogle-bit marking based implementation of our algorithm and
which it is a nonjunction node. This is certainly undesirable, @mpare it with the original (deterministic) implementation de-
we have argued in Section IlI-B. However, note that the sessiscribed previously.

C. Implementation Issues

P = min {7108‘@ — ) E} (12)
o
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@ “= Multicast group 1 ( source: S, receivers:I'y, I, I'3 , Iy)
———————— Multicast group 2 ( source: S,, receivers: I's, I'g, I';)

Fig. 3. Example network. (The numbers associated with the links are the link capacities (in MB/s). The propagation delay for each link is 1 ms.)

VII. SIMULATION RESULTS receivers are as follows. The receiversrs, 3, r¢ andr arrive
Simulations carried out on various network topologie?t t'%‘gg: Ol'elz\(/agg;?)s Jg;)(;nss ":rt]; ?ga?efgi've242]g'ss'£f
scenarios confirm that our algorithm, as described in Sec- . 72 ; A 6 o
receivers start with an initial rate of zero. The receiver rates are

tion VI, achieves the optimal rates in an asynchronous slowl! . . :
. ) . . . dated every 0.05 s. Note that a receiver will receive many data
time-varying network environment. In this section, we presen

. ; packets between two rate update instants, and the congestion
a few representative examples to demonstrate this fact. . R )
. . .penalty in thep field of these packets could be different. In our
Fig. 3 shows the example network that we consider, which . ; : .
4 ; : . Simulations, the congestion penalty estimate that a receiver uses
consists of two multicast groups sharing a 11-node 10-lin . ; .
. . ._In the rate computation procedure is computed by averaging the
network. We assume layered multicasting, and each multic

- ; alties over all data packets received since the last rate update.
group can send traffic in 20 layers, each of the layers havi P P

r the simulation results presented in this sectlog;, 0.15 (in
a bandwidth of 0.25 MB/s. Therefore, the maximum aIIoweQIB/S) ar:dfl; :I 1.2 utsp ! ! (

bandwidth is 5 MBJs, and bandwidth can be allocated in units First, we consider the case where the rates are explicitly com-

of 0_'25 MB/s. Any_particular discr_ete bandwidth level can bﬁmnicated to the links (the case with rate estimation at links is
achieved by sending an appropriate number of layers. N sidered later).

that layers are always sent cumulatively. Therefore, to achievq:ig_ 4, which shows some rate plots in the time window
a rate of£*0.25 MB/s, the lowesk layers need to be sent.q_y180 5 demonstrates the performance of our algorithm in
Note that in layered multicasting, each data packet belongs, narticular example considered. Fig. 4 shows the computed
to one pa_rtlcul_ar Ia)_/er. Therefqre, a sc_)urceljunctlon_node C@Bquested) receiver rates of, 74, 7, andr7, along with the
send traffic to its child at a particular discrete bandwidth levelstima) rates (these four receivers were chosen arbitrarily, and
(computed by rounding down the rate requested by the Ch"‘ﬁe plots of the other receivers also exhibit a similar trend).
simply by sending/forwarding only those data packets whicfhe rates are plotted every 0.05 s, which is also the time
belong to a corresponding set of cumulative layers. interval between successive rate updates at the receivers. Note
In our experiments, the algorithms are implemented as dfiat the sudden changes in the optimal rates-at30, 60, 90,
scribed in the previous section, and the step size of rate updaifig 120 are due to the arrival/departure of receivers. The plots
(A) is kept fixed. However, the congestion penalty is not segemonstrate that the computed receiver rates track the optimal
through separate control packets (CPs); instead, the congestigs closely even as the optimal rates change.
penalty fieldp is part of each data packet itself. Data packets, Observe that in the plots in Fig. 4, the computed rates do not
that travel on the forward paths, are assumed to be 400 B eagkactly converge to the optimal rates, but fluctuate rapidly, re-
The rate information is carried on the upward path by RPs, afiining close to the optimal rates. The thickening of the receiver
described in Section VI. Each RP is assumed to have a lengdfe plots are due to these small but rapid fluctuations around
of 40 B. Each receiver node/junction node sends out these RRs optimal values. Recall that in Section V, we argued that due
to its parent node periodically (once every 0.05 s). In all of the the nondifferentiability of the problem we need step sizes
simulations described in this paper, maximum utilization of elose to zero in order to guarantee exact convergence. If the step
link is set to 95%. Therefore, a link determines if it is congestesize is constant, but small, as in the case of the plots in Fig. 4,
or not depending on whether the overall estimated traffic on ttieen we can only guarantee that our algorithm achieves rates
link exceeds 95% of its capacity or not. that are close-to-optimal (Theorem 2). When the total traffic is
In the network in Fig. 3, the utility functions of receivers close to the link capacity, the link congestion indicator fluctu-
andrg are 0.89n(1 + z), while those of the rest al@(1 + z) ates between zero and one, as can be expected from intuition.
(wherez is expressed in MB/s). The minimum rate for eacMoreover, when multiple children request the maximum traffic
receiver is zero, and the maximum rate is the capacity of the linkte from a junction node, the penalty splitting factors for those
leading to the receiver. Note that sinegis connected directly children will also fluctuate between zero and one, as can be ex-
to the source, it behaves essentially like an unicast sessionpétted from the description of the junction node’s algorithm
our simulation scenario, the sequence of arrivals/departuregpodésented in the last section. This causes the receiver penalty
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Fig. 5. Convergence of computed rates (with measurement based estimation of rates). (The straight lines represent the optimal (theoyetical) rates.

to fluctuate, causing rate fluctuations like those seen in Fig. the rate plots for this case (all other simulation conditions are
Smaller step sizes cause smaller fluctuations, but also resulsimilar to the case in Fig. 4). The plots demonstrate that com-
lower convergence speeds. Thus, the choice of the step sizputed rates track the optimal rates even when the link rates are
a tradeoff between the convergence speed and the magnitudestimated by measurement. Comparing Figs. 4 and 5, we ob-
fluctuations. In practice, a receiver could choose large step sizesve that the magnitude of rate fluctuations is slightly greater
initially (to ensure fast convergence), and reduce the step sifes an average) in the latter case. This is due to the errors in rate
once it detects that its rate is fluctuating around the same messtimation at the links.
value (to reduce fluctuations when the rates are close to the opNote that Figs. 4 and 5 show the computed (requested) rates.
timal values). The rate at which a receiver receives traffic will typically be
Now consider the case where the links update their congestalightly less since it is computed by rounding down the re-
indicators based on measured rates. In our simulations, link cojested rate. The rates at which the receivers receive traffic are
gestion indicators are updated after every 0.02 s (based onghewn in Fig. 6. The rates shown are the traffic rates measured
average arrival rate since the last update instant). Fig. 5 shatshe receiver (each point in the plot is computed by averaging
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Fig. 6. Convergence of received rates with 20 layers (with measurement based estimation of rates). (The straight lines represent the ogicablIrétenye

the receiver rates over a period of 1 s). The figure shows thhat it corresponds to a cumulative layer bandwidth. As an ex-
the actual received rates are fairly close to the optimal ratesnple, if the optimal rate is 2.4 MB/s, then the rounded down
The slight difference between the optimal and the receivegtimal rate in this case will be 2 MB/s, whereas if the optimal
rates are due to the rounding down procedure, as mentiomatk is 1.7 MB/s, the rounded down optimal rate is 1 MB/s. The
before. Note that the optimal rates plotted in the figure are theoken straight lines represent the optimal rounded down rates.
optimal rates computed based on the relaxed problem, and Roim Fig. 7, we see that the received rates lie between the op-
the optimal rates of the actual discretized problem (which céimal rates and the optimal rounded down rates. This fact was
only be computed by solving a very complex integer prograngbserved in most of the simulations. In a few cases, however, the
However, since the achieved rates are fairly close to the optimates lie between the optimal rates and the rounded up optimal
rates of the convexified problem, they are expected to be clasges (defined in a similar way as rounded down optimal rates).
to optimal rates of the actual discretized problem (note that tlie sum up, in the case where there are few widely separated
optimal objective function value of the convexified problem itayers, the rates achieved by our algorithms lie within one layer
an upper bound on the optimal objective function value of t@bove or below) of the optimal rates of the relaxed problem.
discretized problem). This error of one layer is unavoidable due to the discreteness of
Recall that convergence of our algorithm is guaranteed ortlye problem.
when the constari is “sufficiently large” (Theorems 1 and 2).  In the simulations described above, all the layers have equal
However, settingk’ to a very large value could reduce the avbandwidth. However, in practice, the layers could have widely
erage throughput considerably, as we would intuitively expedclifferent bandwidths, and so the discrete achievable bandwidth
Therefore, the value of{ should be chosen carefully to endevels may not be evenly spaced. Fig. 8 plots the received rates
sure good performance in practice. Note the valu&ah this for the case where the discrete bandwidth levels are geometric.
example is 1.2, which is less than the lower bound for guatdere, we have five layers and the rates that can be allocated
anteed convergence, as stated in Theorems 1 and 2. Therefare 0.25, 0.5, 1, 2, and 4 MB/s (therefore, the first layer has a
this example also demonstrates that in practice, the rates bamdwidth of 0.5— 0.25 = 0.25 MB/s, the second layer has
converge to the optimal values even for a valuekoEmaller a bandwidth of 1.0- 0.5 = 0.5 MBY/s, etc.). The simulation
than the stated lower bound. environment is the same as before. As the plots show, the obser-
Note that in the scenario described above, there is a langgions in this case are similar to those described previously in
number of layers, and bandwidth can be allocated at fine grahe context of Fig. 7.
ularity. However, in practice, there can be a few layers (4-5, for Next, we evaluate the performance of the random marking
example) and the bandwidth difference between layers canti@sed single-bit implementation of our algorithm, as described
large. Thus, bandwidth can be allocated only at coarse gramu-Section VI-D. Fig. 9 plots the received rates in this case
larity. Fig. 7 plots the received rates when there are five layewsith ¢ = 0.25 andL = 4 [see (12)]. (Note that the max-
each of 1 MB/s. All other simulation conditions are the same @sum number of links on the path from a source to a receiver
that in Fig. 6. The figure also plots the optimal rates (computéu the network in Fig. 3 is Fig. 4.) The time window chosen
based on the relaxed problem, i.e., assuming no discretened®iraveraging (for computation of the congestion penalty based
bandwidth allocation), and the optimal rates rounded down sa packet marks) is 0.05 s, which is also the interval between
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Fig. 8. Convergence of received rates with five layers, geometrically spaced (with measurement based estimation of rates). (The unbrokerssepigiseint
the optimal rates, computed based on the relaxed problem. The broken straightlines represent the rounded down optimal rates.).

successive rate updates at the receivers. All other simulation
conditions are the same as those in Fig. 6. The plots demon- ) )
strate that the achieved rates track the optimal rates in this caslf! this section, we mention some of the recent work on the
too. Comparison with Fig. 6 reveals that the rate fluctuations #ficast version of the problem that we have addressed in this
the case with random marking is greater than that with the detBPer. We also compare, in detail, the algorithm presented in
ministic algorithm, as we would intuitively expect. Fig. 10 plotdhis paper with an alternative approach to the same problem (the
the received rates with random marking, but with five layers #fultirate multicast case), presented in [10].

1 MB/s each. Comparing with Fig. 7, we see that the obser-An aggregate utility maximization approach to flow control
vations in this case are similar, although the magnitude of ras@s suggested recently by Kelly [12]. Recently, this problem
fluctuations is slightly larger with random marking. The simuhas received considerable attention in the context of unicast
lation results with geometrically spaced layers are similar, anétworks. Several flow control algorithms, both rate-based and
are omitted for brevity. window-based, have been proposed (see [9], [13], [15], [16],

VIIl. RELATED WORK
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the optimal (theoretical) rates.)
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Fig. 10. Convergence of received rates with uniformly spaced five layers, and random single-bit marking (with measurement based estimatidiited rates
unbroken straight lines represent the optimal rates, computed based on the relaxed problem. The broken striaightlinepresent the rounded down optimal
rates.)

[27]). These algorithms were derived using different optimizamnder much weaker assumptions on the receiver utility functions
tion approaches and we will not discuss them here. Amongstd the penalty scaling factor.

these, the unicast algorithm presented in [9] is also based orror the case of multirate multicast sessions, the optimization
subgradient optimization methods. For the special case of la#ised rate control problem has not been adequately addressed.
unicast sessions, the algorithm presented in this paper reduasswe have already argued in earlier sections, the nonsepa-
to a form that has certain similarities with the algorithm in [9tability and nondifferentiability of the problem and the multi-
(particularly the fact that in both cases, the congestion feedbarst-specific requirements make this problem much more com-
from the network to the user is the number of congested linkgex than its unicast version. In [10], the authors address the
on user’s path). However, compared with the algorithm in [9hultirate multicast utility maximization problem and propose
the all unicast version of our algorithm guarantees convergertgal-based algorithms for it. The algorithms are distributed and
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do not require the network to know the receiver utilities. Thiess rate in their case, link congestion is indicated by a single

processing, storage, and communication overheads at a jupit{congested/uncongested) in our case. Whereas the approach

tion node is proportional to its number of children. In spite dken in our paper can be considered to be a generalization of the

these attractive features, the algorithms in [10] suffer from cedpproach presented in [9] for the unicast case, the approach in

tain drawbacks which limit their practical viability. [7] can be viewed as a generalization of the approach proposed
In the algorithms in [10], the network determines its cori [13] and [27] for unicast sessions.

gestion level based on certain “pseudorates,” which could be

different from the actual rates. The pseudorates cannot be in-  1X. CONCLUDING REMARKS AND FUTURE WORK

ferred from the actual traffic rates. These pseudorates need tg this paper, we considered the rate control problem for mul-
be stored at junction nodes and also to be communicated fgste multicast sessions, with the purpose of maximizing the
tween a parent and children nodes, thus, increasing the storgggregate user utility. This utility maximization problem inte-
and communication overheads significantly. More importantlyrates various faimess criteria in a common framework. We
each link has to keep track of the pseudorate of each of h&sented a simple rate control algorithm that achieves the op-
sessions going through it (in order to update the link cong&g g rates for this problem and can thus be used to achieve var-
tion indicator). Therefore, the network links need to maintai s fjmess criteria (by choosing the utility functions appropri-
per-session statle. Hence, these a'lgorlthms do not scale as, EQR/) The algorithm is distributed, and scalable, both in terms
number of sessions traversing a link increases. Moreover, he size of each session and the number of sessions in the

pseudorates are communicated between a parent aﬂd iFS chil &tlvork. An attractive feature of the algorithm is that the com-
nades, thus, increasing the storage and communication oy ltational burden on the core routers, as well as the end-hosts,

heads S|gn|f!can_tly. As we have argued befOfe, In our aIgonthi 'low. Moreover, the overhead of communication between the
no per-session information needs to be maintained at the non- .
. - u%er and the network is also small.
junction nodes. Moreover, we do not have any extra overhea
of storing and communicating pseudorates.

In the algorithms proposed in [10], the congestion informa-
tion (“congestion prices”) that the network needs to communi-

cate to the users are real numbers that could vary over a widefinition I: [23] (Subgradient and Subdifferential)

range. This poses a difficulty in communicating the price to the ~qnsider a convex and continuous functiprdefined on a
end-host using a small number of bits. While one can use sogg,ex setf C ®*. Then a vectot, € R* is called asubgra-
probabilistic marking policies (following the approach in [1]) t%ientof 7 at z;pointxo c Fifit satisfies

convey the congestion information is a single bit, it is not clear

if such policies can provide theoretical convergence guarantees f(x) = f(@o) =2 (wo,z — @) VX EF

(note that even if the algorithm converges in that case, the c@ihere(-, -) denotes the inner product.

vergence would be in some probabilistic sense). On the othehesubdifferentiabf f atx, € F, denoted by f(z,), is the
hand, our algorithm has guaranteed deterministic convergensg, of all subgradients of at o, i.e.

and would require, in practice, no more than one byte in t &

packet header for conveying the congestion information. %(?f(%) = {wo € R%: f(2) = f(w0) = (wo, @ = o)

In terms of computational overhead too, our algorithm is sig- VreF}.
nificantly better than those proposed in [10]. In the latter, the |n general, subgradient at a point may be nonunique. How-
junction nodes are required to solve a maximization problemver, if V f(xo) exists, therd f (o) = {V f(xxo)}.

This could impose a considerable computational overhead orNext, we state two properties of subgradients (see [23,
the core routers of the network. In our case, however, the ah 1.12, 1.13 1), which will be useful in our analysis.

gorithms of the junction (as well as the nonjunction) nodes are

extremely simple and, therefore, the computational overheadleemma 1

the core routers is small. Moreover, in certain cases, the receivey o 1 pe a finite index set. Lef,,i € I, be convex, continuous
algorithm too could be much simpler in our case as comparﬁﬂ.lctions defined on a convex st Letzo € F andw;o €

with that in [10] (note that the algorithms in [10] require the res, (zo),i € I ’
ceiver to compute a maximizer, whereas in our case, the receivér 0 ' , _

only needs to compute a derivative). a) Let f(z) = > ic;aifi(x), wherea; > 0,7 € I; then

It is also worth noting here that the algorithm presented here 2 ier @iwio € f(zo). . .
guarantees convergence for a wider class of utility functions ad®) L&t f(¥) = maxies fi(x). Define I(z) = {i €
compared with the algorithms in [10]. Our algorithm guarantees 1+ fi(z) = f(x)}; thenwio € 9f(xo), for all s € I(x).
convergence for linear utility functions, and also a wide range of
nondifferentiable utility functions, which is outside the frame- APPENDIX I
work of the algorithms in [10]. Proof of Theorem 1

Very recently, Deb and Srikant [7] developed an algorithm
that is quite similar to the one presented in this paper. TheirFirst, we state a few lemmas that would be used in the proof
work, done independently and completed in parallel with owf Theorem 1. For each< L, defineg;: §le" — Rasg(z) =
work, is also based on primal subgradient techniques. Howevenx,es,nr,, Tr — &2 = .5 @r — . Thus, the capacity
while congestion on a link is measured in terms of the packatnstraint for linkl can be simply written ag,(z) < 0.

APPENDIX |
SUBGRADIENTS AND THEIR PROPERTIES
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Now consider the following problem:

P:  maximize Y U.(z,) - K> max{0, gi(z)}

rCR lel
subjecttar, € X, VreR

whereK is a honnegative constant.

Letz* denote the optimal solution & (note that the unique-
ness of this optimum is guaranteed by Assumption 3).

Lemma 2

1555

Now for everyl € L and everym € M, let 3

DI S R) be a|R|-dimensional vector whose compo-
nents are given as

5,
Next we show that[?l(;”l) € 9d(max,cs,AR,, a:,(,"’))
Agim (z™). Consider anyi ¢ L and anym € M. Now
consider the following two cases.
1) S; N R,, = ¢: Inthis case, itis easy to see thﬁﬁ) isa
zero vector. Thu3\"” € d(max,cs,nr, 2o, trivially.

im

0" ifré Ry

If K > AR, thenz* = z*.

The result is fairly intuitive. Comparing problerisandP,
we see that the link constraints I have been transferred to
the objective function ifP. The termK max{0, g;(z)} can be
interpreted as the penalty associated with the violation of the
capacity constraint of link. Thus, the lemma states that when
the penalty associated with constraint violations is sufficiently
large, the optimal solution set of the unconstrained prodem
becomes the same as thalbfResults similar to the one stated
above have been observed in the optimization literature. For ex-
ample, see [2] (and the references therein) and [23] (Theorem

2) 5y Ry, # ¢ From (8) and (10), it is easy to see

that only one component @5;3 is one, and all the rest
are zero. (Note that for?l(,’,?,, to be one, the splitting
factors of all the junction/réceiver nodes in the down-
stream path from the link to receiverr has to be one.
It is easy to see that this will happen for exactly one re-
ceiver of multicast groupr). Letr’ € R,, be such that
B(") = 1. Then using (9), it is also easy to show that

im,r’

xfff) = MaX,cSNR,, «. Then, from Lemma 1(b), it

follows that3{"”) € o (maxre SR, x,("))

4.2), where the above result is shown to hold for a slightly di
ferentlower bound o . A rigorous proof of Theorem 2 is quite
complex and is stated in [11].

Now define a function: R — ® as U(z)
YorcrUr(zr) — K3 pmax{0,g;(x)}. Thus, P is the
problem of maximizingﬁ(a:) subject toxr € Xg. Let w =
U,’,(a:,(,n)), andv,(,") = u,(,n) — Kp,(,n). Letu(™ = (u,(f”),r € R)
denote the vector of the utility derivatives, and™
(p,(,"), r € R) denote the vector of the congestion penalties. L
v = (" r € R) = «™ — Kp™. Note that since™
depends on the penalty splitting facter€”,r € R\ R, cf.
(5), so does(™),

Lemma 3

If oi™, 7 € R\ R, satisfy (8)—(10), thern™ € 9T (z™).
Proof: Define P;(x) max{0, g;(z)}, and
P(z) = 3, Pi(x). Thereforel/ (z) = U(z) — KP(z).
We will first show thatp™ € 9P(2(™). Define g;,, (z) =
Maxs,AR,, Tr- TheNg(x) = > -rs gim(x). Now for every
lelL, Ietﬁl(") = (/31(77:,),7’ € R) be a|R|-dimensional vector

whose components are given as

g = {

wherer’ is junction/receiver node immediately downstream
link [ in the multicast tree to which belongs. Note that since
the splitting factors are either zero or one, the compon(éﬁfs
and are also either zero or one. Then combining (5) and 4)
is easy to see that™ can be written as

ICL

0, if r ¢ Sl

H"’”EQT\Q,J CY,EC]/), if » € Sl (13)

(14)

¢. From cases 1) and 2), it follows théﬁf,’;) € Agim (™) for
alll e Landm € M. ,

Note that3,™ = 3, .. . Hence, from Lemma 1 (a), it
follows that3™ € (3, e gim (™) = 8gi(x). Using
this fact, and Lemma 1 (b), it is easy to show tﬁé’f)egn) €
9 (max{0, g/(z™)}) = 8Pl(a:(">g. Then from (14), and using
Lemma 1 (a), it follows thap™ € 8 (3., Pi(=™)) =
AP(z(™).
et It is straightforward to show that™ e 9U(z(™). There-
fore, using Lemma 1 (@)™ = u™ — Kp'™ ¢ aU (™) —
KP(z™) = aUu(z™). O

Proof of Theorem 1

We will first show that the sequende™)} converges ta:*.
Choose an arbitrar§ > 0. Leté’ = (6/2). For anye’ > 0,
defineD. asD. = {z:x € Xg,U(z) > U* — ¢}. It follows
from [21, Th. 27.2] that there exists an= ¢(&’) > 0 such that

D. C{x:||lz —z*|| < ¢} (16)

_ Consider am for which =™ ¢ D,. ThereforelU(z(") <
U* —e. Sincev™ € aU (™) (from Lemma 3), and using the
definition of a subgradient (Definition 1), we obtain

<v("),x(") - 57*> <U (a:(")) —U (@) < —e.

(17)

Note that|«(™|| is upper bounded (from Assumption 2), and so
areK and||p™||. Therefore||v(|| = ||« — Kp(™|| is also

Jtpper bounded. Ldf™|| < A for all n. Also note that the rate
update procedure for the receiver nodes, as stated in (6), can be

compactly stated as™ b = [z(") + \,v(] - Using these
faH:ts and (17), we obtain

2
(n+1) i,*HQ _ _ gt

|
Xr

[a:(") + /\nv(")}

2
< Hx(") + A0 — 5 (18)
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=z — &*||% + A2 ||o())|? lim, — e ||2(™ — #*|| = 0. Now, from Lemma 2, it follows that
4o <x<n> e U<n>> if K > AR, thenlim,, o, || — z*|| = 0. |

<2 — )2 + 4202 — 2e),,.  (19)

Note that (18) follows from the fact that € Xy (use projec-
tion theorem).

Since\,, — 0, )\, < (e/le) whenn is sufficiently large. For
all suchn, from (19), we get

2D — 2 < [ — F 2 — eAn. (20)

(1]

[2

(3]
[4]

(5]

Now, for the sake of contradiction, let us assume that there

exists aV! < oo suchthat:™ ¢ D, foralln > N’. Therefore,
there existsV. > N/ be such that (20) holds for all > N..
Summing up the inequalities obtained from (20) fo= N, to
N, + m, we obtain

N.+m
2 NA D — 32 < [N —F P - Y A (2D)

which implies thatl|z(N-+t7m+1) — 3*|| — —o00 asm — oo,
sincey” )\, diverges. This is impossible, singe(N<tm+1) —

z*|| > 0. Hence, our assumption was incorrect. Hence, there

exists an infinite sequeneg . < nz . < na < -+ such that
z("i<) € D foralli = 1, 2, 3,.... This implies that there exists
aniy such that (20) holds for all > n;, .. Also, since\,, — 0,
there exists and, such that\,, < (¢§’/A4) foralln > n,, ..
Lets’ = max(iy,i2). We show thaf|z(™) — &*|| < & for all
n > ny .. Pickanyn > n,; .. There can be three cases.
Case 1)n = n; . for some;j > 4': In this casez(™ € D..
From (16), it trivially follows that||z(™ — &*|| <
& < 6.
Case 2)n = n; . + 1 for somej > 4’: In this casez™ =
atrsetd) = [20050 4 X, w059]  Thus

||$(n) — zmie)

| = |:a:("j*‘)+)\njcv("j*‘):| _ (o
: n

< mej,() F A, v — gm0
[<An,. <8 @2

T My

va,c)

From (22) and the fact thafe(<) — &*|| < &

(case 1), we get
2 — &*|| < ‘ (ns.o) _ 20 _ 50 ‘
<8 48 =28 =6. (23)

Case3)n;j.+1 < n < n1+1€ for somej > i': Note
thatz(") ¢ D, for all »’ satisfyingn;,. < n’ <
nj+1.. From (20), it follows that|2'+1) — 7% <
") — #*||. Summing up these inequalities ob-
tained forn’ = n; . + 1 ton — 1, we obtain||z™) —
& < et 5. Sincelje D —zt|| < 6§
(case 2), it follows thafjz(™ — &*|| < 6.

From cases 1, 2, and 3, it follows that(™ — &*|| < & for

alln > ny .. By virtue of the arbitrariness df, it follows that
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