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TITIE OF THESIS: Computer Analysis and Description of

Pottery Sherd Patterns

Abstract: This thesis describes an automated system for

the analysis and description of patterns composed of

straight

line elements. It represents the second stage

in the development of a system intended to aid

archaeologists in tracing the evolution of decorative

patterns

The
for this
Pefiitas,
pictures

The
A set of

found on pottery sherds.

samples provided by the Anthropology Department
project are pottery rims excavated from sites at
Nayarit, Mexico. The input data are digitized

of photographs of the samples.

first phase of the system is image processing.

low level operators is employed to obtain as

final output a pictorial and vector description of all

line segments in the pattern.

"The

second phase constructs a series of descriptions

of the pattern, in which the successive steps reflect

increasing levels of complexity in the interrelationships

of the pattern elements, It first finds parallel and

connected relationships between pairs of lines..The pairs

are examined to obtain groups of equally-spaced parallel

lines, and groups of lines connected at mutual endpoints,

The groups are analyzed to yield the independenf patterns



which compose the picture,

their left-to-right order.
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INTRODUCTION

This project_was motivated by work in the field of
archaeology, specifically by the problems encountered by
archaeologists in classifying decorative pattern samples so
as to recover the chronological ordering of the sample
pottery fragments, ,

The goal of the anthfopological studies is to interpret
”'the culture, evolution, and extent of ancient societies by
tracing the design language of the society through time and
space. It is believed that artifacts are the fossilized
ideas of.fhe culture which produced them, énd that a proper
study of archaeologipal data can infer or reconstruct the
behavioral patterns of a particular culture (2,5).

| ;If is felt that individual designs have meanings, and
teli éhe story of a culture. For example, the pattern in
Picture 1 (APPENDIX)is described as a stairstep leading to a
temple. )

It is believed that evolution of design elements
reflects the evolution of the society which created the
designs. Each culture possesses mental templates or ideas
;s to the proper form its products should take. Deetz (5)
cites fhe example of an anthropologist (Lila O'Neale) who
investigated the idea of proper form, in studies of thg




Yurok Indians in northern California. She showed photo-~
graphs of baskets to the women of the tribe, and from
comments on what was "wrong" with certain baskets, she was
able to discover the limits of variation within the rules of
proper basketry among those people. A functional attribute
of an arrowhead or a decorative pattern on a pottery sherd
are also expressions of these mental templates. Then, the
"behavior" of a template through time and spggg'reflects the
behavior of the society which produced it. Wﬁolesale
“transfers of templates occur in migrations; diffusion of
"female” templates together with the isolation of "male"
templates can be seen in societies .in which the labor is
strictly divided, and in which the women move to neighboring
villages through marriage while the men remain in their home
villages; circulaticns'of templates occur through trade; and
breakdowns of templates occur through conquest of a people.
(5)

Then, to reconstruct the order of events which the
artifacts imply, the archaeologist must find the temporal
order of the artifacts, To obtain perfect temporal ordering,
the archaeologist would need an "jdeal site"; that is, one
in which the ctratigraphic deposits resulting from occupa-
tion of the site are found superimposed in their chronologi-
cal order, without reversal or mixing caused'by natural or

human disturbance., Under such ideal conditions, the



collection of artifacts would be representative and leave no
gap in the record, Finally the archaeologist would intro-
duce no errors that would lead to loss, or mixing of material
that was contemporaneous. (1)

In reality, the archaeologist cannot know beforehand
what the limits of the true occupation levels are. Morecover,
excavation units impinge on neighboring occupation levels,
and these boundaries cannot always be eiactly determined.
Natural or human disturbance to the site prior to the exca-
vation introduce new variables (1). Thus the material
cannot be recovered in perfect order. Under these conditions,
the archaeologist must examine, compare, and classify each
artifact in an attempt to create an order or pattern from
the pieces of evidence, ' .

Artifactual pottery offers certain advantages--it is
numerous (in one study the number of vessels inferred from
fragments, as compsred fo the numbers of other artifacts
ranged from ratios of 6:1 to 15:1 (13), and thercfore
offers a great deal of evidence; the design patterﬁs are
purely decorative, so do not stop evolving the way that
functional attributes do when an upper limit of technological
advance is reached, But the problems faced by the archaecol-
ogist in processing this information by hand are manifold,

To achieve his or her goal, an archaeologist will visit many

sites, each of which may yield thousands of sherds for



examination, The work then involves recording each sherd by
hand; attempting to determine which fragments belong to the
same pottery vessel; noting the differences and similarities
among patterns, within a site and between sites; noting the
frequency with which individual patterns occur; and finally
hypothesizing the evolution of design elements and classi-
fying the patterns accordingly. Thus the task becomes
tedious and repetitive while at the same time requiring an
intense concentration on detailé.

The advantages that a successful, automated system has
to offer are many. The computer can quickly process the
large number of patterns involved in such a study. A .
descriptive systém such as the one described in this thesis
could include an automated recording system'which would; as
it processes series of pictures, count presenee/ébsence
qualities of individual patterns, count the frequency with
which certain individual patterné appear in combination, and
count the presence/absence qualities of similarities between
the patterns on' the individual sherds. The data could then
be quickly stored and retrieved for any additional analysis
of the patterns, '

The data thus 6btained could be used‘to solve the
problem of piecing together fragments of the same pottery
vessel. If the calculations determined that the most likely

combination was, for exawmple, the étairsteps and temple in



Picture 1 (INDEX), then if the temple were found on the left
edge of a sherd, the date couid be scanned for a description
of a picture which contained a stairstep on the rightmost
edge, In the case of the fragmentation of a pattern within
a single shard, the procedure could use a maximum-fitting
procedure to "guess® a pattern and note the missing parts;
then proceed to look for a description of a picture with a
pattern that matches the profile of the missing parts.

-M Finally, and this is the area in which current experi-
‘;énts are being performed, the computer can be used to
process the decision data in an attempt to classify <he
-gherds., There are two problems which commonly arise in the
present classification proceduré. Classifications are
laréely intuitive, and therefore can vary among archaeol-
ogists who use different intuitive models, Current tests are
being performed td test the reliability of various statis-
tical methods as a solution to this problem; and the
computer has been a uéeful tool in performing the many sets
of calculations needed to compare thses methods. The other L
problem is that the classification model may change during
the course of'recording the sherds; that is, the archaeol=-
ogist will begin to see more variation in details of the
samples. The size of the data base may not allow back~
tracking and reclassification, and consistency is difficulf

in the face of these increasiﬁg discriminatory powers (13).



Bordaz's (1) and McPherron's (2) methods in classification
by computer implement iterative analyses of the data, in
which further clustering of similar sherds or further
collapsing of types is dependent on clustering fesults of

the previous iteration,

It is hoped that the work presented in this thesis can

contribute to the solution of some of the problems mentioned.

above, The visual processing stage addresses the problems
encountered in processing and recording the large data base
involved in such studies. The structural analysis of the
design elements performed by the descriptive phase gives
several levels of description qf the pattern which can be

used &5 a basis for further analyses and comparisons.




CHAPTER ONE
REVIEW OF LITERATURE

1.1 THE USE OF COMPUTERS IN ARCHAEOLOGY. As mentioned in
ihe introduction, computers have been used as a tool to test
the reliability cf classification techniques., It appears,
from the survey of literature, that visual processing aﬁd
description has not previously been attempted. In the
computer classification procedures which were reviewed, the
sherds were aﬁalyzed for attributes determined to be ‘
important in the classification decisions, and data on the
attributes was ceded for input to the procedure.

Deefz (3,5) and Longacre (3) used cogpﬁter clasgifi-
cation procedures to put forward models as to how attributes
of iottery design might be expected to reflect the patterned
behavior of the potters. Deetz's samples were excavated
from an @rikafa Indian site in Northern Dakota. The site
was clearly divided into three stratigraphic layers, so that
the pottery‘could be divided into three compcnents. After
analyzing the pottery, it was discovered that the pottery
from the earliest group could be placed in clearly defined
typological groups, but that the last group practically
defied classification according to the same attributes used
in the earlier sorting. The,interﬁediate group ghowed

intermediate typological clarity. In order to gain a



detailed description of the “patterning® of the attributes

of the sherds, a computer was used to perfofm analyses of
‘the data., A detailed list of 174 attributes was first
prepared, and the attributes formed thg basis of a code which
was used to describe each of the 2000 sherds on cards, one
IBM card per sherd. Classes of attributes used in the code
were lip profile (square, painted, etc.), lip decoration
technique (tool-impressed, finger-impressed, etec.), 1lit
design elements (12 basic‘designs); identical classes for
“%he collar of the sherd; and sherd-neck angle.

The Opération, vhich involved hundreds of thousands of
individual computations, showed that the difficulty in
creating typological categories in the later two groups
stommed from a progressive lbwering of the degree of asso-
ciation of attributes in the samples. To asséciaﬁe the
type of cuifural history that would produce such a patterning,
historicél records on the Arikara Indians weré checked. It
was discovered that the progressive breakdowns in their
family structure which occurred during the tiﬁe period
associated wifh the sherds would iﬁply the dissolution of
paséing on instructions in the art of pottery;making from
genération to ggneration. .
_ ALongacfe's study examined space-trends rather than
time-trepds. and investigated the dispersion of motif.

attributes within a Pueblo settlement. His sampies were



4,160 sherds, The sherds were coded for 175 motif attributes.
He used the computer to calculate statistics as to measure-
ments of interdependence between the variables--motifs,
rooms, and locations. The results of the calculations
showed that 60% of the 175 attributes occurred throughout
the village, while the remaining 40% showed a bipolarization
iﬁ which motifs showed a frequency either at the north end
or the south end of the settlement. The reéults implied that
two localized lineages occupied the site, Burial groupings
in tﬁe ad jacent cemetery, which contained the same three
divisions of motifs, seemed to confirm the implications of
the groupings of the motifs,

Other archaeologists who havé taken advantage of the
computer for handling large data bases of artifactual
information include Binford and Binford, Sackett, Clarke,
Whallen,'énd Gardin (3). '

A comparison of automzted classifications of artifacts
and intuitive classifications by archaeologists was the
object of a study by Hodson, Sneath, and Doran (3). The
samples of the study were 100 Swiss brooches, whose chrono-
logical order4had been determined by the stratification of
the cemetery in which they were found. Controls for the
- gtudy inéluded the witholding of the chronological data. It
was found that while the archaeologists, and an gnatomist

who gserved as a control, all differed, the intuitive analyses



bore some affinity to the results of the numerical analysis.
It was felt that two of the statistical techniques used were
similar to intuitive analytical archaeological procedures
(3). Then, the techniques used in the automafic analysis
compared favorably with traditional procedures, while
offering the advantages of high-speed processing.

Clarke (3), and Doran and Hodson (6) are among the
proponents of the use of the computer in testing out new
statistical techniques for a comparative evaluation of
traditional procedures., Experiments have been carried out
by Bordaz (1) and McPherron (13).'with favorable results.

Deetz suggests that computers be used to automate the
printing of maps of the spatial and temporal distribution
of any measurable archaeological information, thus taking
advantagés”of the graphics aspect, as well as the numgrica;
efficiency of the computer, | S

Finally, the computer was put to yet another use in
helping with the reconstruction of the Temple of Akhenaten
in Egypt. The temple had been completely dismantled after
the reign of Akhenaten, and the only evidence of its original
structure were the thousands of patterned bricks, or
talatats, which were scattered over a wide geographic area.
In trying to reconstruct the temple, the talatats had to be
compared on the basis of similarity of content and the

missing parts of the patterns., Each of the blocks was
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numbered and photograpﬁed; and pattern details were coded
and input to the computer. Most of the temple was able to
be reconstructed with the aid of the computer analysis of
the details (20).

1.2 PATTERN RECOGNITION, The approach that was taken
in designing this gsystem is that of syntactic or structural
pattern recognition. Rather than use the classical
decision-theoretic approach, in which all significant
features are extracted and then compared to stored object
d@scriptiﬁns (8,10), the pattern was analyzed for the
primitives, and the geometric relationships which define the
grammar of an individual pattern. ‘

Proponents of the syntactic, or linguistic, approach
include Grief (11), Joshi (12), and Tidhar (2). Grief
feels that the method of stofing patterns in terms of the
relationships of their parts approximates the.method which
humans uée in storing information, and that this hierarchical
organization is an efficient way of accessing information.

Pidhar used a structural world model in the recogni-
tion of pattern shapes. The lattice-llike structure of the

_model allowed recognition of objects on the basis of partial
information because of the greatest lower bound property of
the lattice structure., Joshi also cited the advanxage'of
grammars, in the linguistic approach, which allow a

factorization in the recognition procedure.
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Fu and Rosenfeld (10) feel that the structural
approach has advantages when the input patterns are complex
and the number of pattern classes is very large. In this
case a procedure would consider description and classifica-
tion of patterns rather than classification only.

The structural approach is pertinent to the problem
which motivated this work, that is, the study of the
evolution of design elements according to pattern structure;
and the hierarchical aspect of this approach allowed the
“examination of patterns at various levels of structural
complexity. |

" The hierarchical methodology was put fopward by Uhr
(23) in describing procedures for flexible pattern recog-
nition. Hé described a system in which descriptions would
point to other descriptions, until a description which was
adeqvate to classify the pattern was achleved He suggests
that the chargcterlzers which imply other whole character-
izers mléht alao imply where these characterizers -would be
applied, and thus determine the sequence of processing.

- Recent approaches in hierarchical organization were
taken by Narasimhan and Reddy (15) in their recognition
scheme for hand-printed English letters; and Ey Ra jaskeran
énd Deekshatulu‘(lé) in their system for the recognition
of the Telegu alphabet.

Narasimhan and Reddy made the distinciion between

12



syntax-directed analysis, in which the syntax rules are used
only to drive an analyzer to parse the picture, and in which
no external contextual information is made use of in the
parsing process; and syntax-aided analysis, in which syntax
rules are used as an aid in the analysis of the picture and
in which - the structured description need not be a complete
parse of the picture. They used the latter approach., In
this project, the input letters were divided into regions
within a rectangular window which framed the letter. The
existence of particular pattern primitives (vertical lines,
D-curves, C-curves, etc.) in particular regions, togather
with the syntax rules, invoked éppropriate branching through
the decision tree, to determine the subset of primitive-
rggion combinations to look for neit. The second phase of
the'work involved the addition of a probability table of

~ co-occurrences of letters, in addition £o the syntax rules
used in the first phase.

The second project involved recogniticn of the 2000
letters which make up the Teleéu alphabet. The solution to
the problem usea the structural information thaf the
individual charactefs-are composed of two clasges of shapes,
*build-primitives"” and "basic letters." Tho first paes used
a sequential %emplate matching: procedure ‘or-sequences of
directions which would parse the various le¢iter sub-shapss,

to recognize and remove the "build-primitiv.s." The second
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pass parsed the remaining class of "basic letters," again
using the template matching process,

The differences in approach between these methods and
the approach presented in this thesis is that, in this
project, the recognition of individual patterns follows the
expansions of structural analyses. This approach is
‘meaningful in describing the structure of a design so that
evolution or change to a design can be traced through the

structure.
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CHAPTER TWO
THE SYSTEM

The general approach of the recognition scheme
consiste of applying a series of image processors to find
all straight line segments in the input picture, and then
building a sceries of descriptions of the picture which
reflect different levels of patterning among the pattern
elements, .

- Descriptions of several of the levels are output so
that different levels of this batterning can be illustrated.

The approach is that of filtering out details through
successiQe stages of analysis while building more complex
characterizations at each sdcceeding level, bhe congtruc=~
tioh of the characterizers proceeds from the properties of
the individual line segments, to the pair-wise relatiqn-
ships betweenilines, to group relations among lines, and
finally to the grammar which describes an iﬁdividual
picture., 1In this scheme, each level accesses the name of
the output at the preceding level for decision details, and
the names represent decision nodes that allow parallel-
serial processing of separate pattern types.

Dgfails of the image processing phase are left for'
following chapters, but the general organization of the

second phase is outlined below. The system recognizes two
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types of patterns: liﬁe patterns, which are described by
line segments; and region, or solid-shaped, patterns whose
outline is composed of line segments. It also uses the
information that the arrangement of the patterns is in the
form of a horizontal band, and that the band may be
delineated at the top or bottom by horizontal zone markers,

The outline of the system is as follows:

"I, FOR ALL LINE PATTERNS:
1) Get the LINES output by the visual stage.

2) Find all PAIR RELATIONSHIPS of the lines:
- A) Find all CONNECTED PAIRS.
B) Find all PARALLEL PAIRS.

3) Find all HORIZONTAL ZONE MARKERS.

4) Find all GROUP RELATIONS:

A) Find all ZIGZAGS, or groups of lines
connected at their endpoints.

B) Find all PARALIEL GROUFS, or groups
of equi-distant parallel lines.
5) F;nd all GROUP SUBSETS:
A) Find all ZIGZAG SUBSETS.
B) Find all INDEPENDENT PARALLEL GROUPS.

16



II. FOR ALL REGION PATTERNS:

1) Find all CONNECTED PAIRS.
2) Find all ZIGZAGS.
3) Find all ZIGZAG SUBSETS.

III., FOR ALL PATTERNS:

1) Find the left-to-right grammar of the
group subsets in the picture space.

The current structure allows generality in the early
stages of description, since specific patterns are recog-
nized only at the group-subset stage of analysis, While
offering tﬁe advantages of structural analyses at several
stages of the recognition process, this representation also
haslthe{capability of accepting new grammars at the world
model levgl without any major restructuring of the basic
procedure.

Thehorganization suits the current data set since
there are a small number of superficial classes-~parallel
groups and linearly-connected patterns--while there are
numerous‘patterns within these classes (“corners," arches,
triangles.rgquares, boxes, waveform zigzags, horizontal
zigzags, staifstep zigzags, vertical parallel groups,

horizontal parallel groups, and stairstep/diagonal parallel

17



groups).
In general, the system can be described by the

diagram in figure 1,

L/

/NPl L F/ZEP/ﬁO(EG‘S/A/Cré__ PRIMITIVE

| srRueriend . i
PATA EXTRACTCN < S DESORIPTICN

ANALYSIS
B

7 ]

FIGURE 1. BLOCK DIAGRAM OF THE SYSTEM

AR Y
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CHAPTER THREE
SYSTEM DETAILS

This chapter provides an introduction to the data
structures,descriptions,and methods. of analysis used by
the two stages of the system, The pictorial and structural
descriptions of the input data which are described in
detail in sections 3.1.1,3.1.3, and 3.2.2-3.2.4 below
are contained in the APPENDIX of.this thesis.

3.1 PICTURE PROCESSING. The image processing stage
receives as input the digitized picture of the potsherd
| to be analyzed. A series of low-level operators are -
enployed to produce the series of pictures which are
intermediate results; the final 6utput is both a binary
picture and a descriptive array of line segments which
compose the potsherd pattern. |
3:¢1.1 INPUT DATA. To optain the input data, photographs
were féken of the pottery sherds supplied bj the Anthro-
pology Departmgnt;"- The photographs were then
digitized; that is, transformed to a matrix representation
in which each matrix entry(i,j) represents the amount of
bright;ess or reflected light at the corresponding "point"®
in the photograph. | | |
The digitized pictures thus obtained contain a

range of §h gray levels, or levels of brightness. The two
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extrema of the range,0 and 63, represent the minimum and
maximum levelé of brightness; black and white. The pictures
contain a magnified image of the sherd, so that the line
patterns to'be analyzed are approximately six matrix points
wide,
3.1.2 ASSUMPTIONS AEOUT fHE PATTERNS. The patterns contained
on the sherds are éomposed from two types of pattern elements:
~line elements, which are *thin'in one direction and *thick',
or *long', in the other direction; and regions, or solid areas,
which are ‘thick' in both directions, |

_ The patterns are engraved on the surface of th2 sherd
and rctaiﬁ the light‘tén.color of the clay used to make tﬁe
pottery. The remaining surface areca of the sherd is coated
with either a red or gold/tan glaze, and presents a contrast
in ﬁrighfness to the tone of the clay.

Thé‘vigual processing system uses this information -
the expgcted shapes, and the expected contrast in brightness
levels between patterﬂ and background - for extracting the
pattern from the background areas. The parameters defining
*thinness' and 'sufficient contrast' are input interactively,

since the size and quality of the pictures vary widely.

3.1.3 PICTURES. After the initial step of extracting the
pattern from the backgrcund from the digitized picture, the
pattern is represented dufing several stages as a ternary

picture. The three gray levels signify background,line
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ﬁatterns, or region patferns; The last stage of analysis
produces a binary picture, in which all line segments, both
those which approximate line patterns and those which outline
region patterns, have the same valué.
3.1.4 DESCRIPTIVE ARRAYS, The last low-level processor
prodﬁces a vector description of each line segment contained
in the final picture. The array ALINES contains the
descriptions of line~pattern lines; and array REGN contains
regipn—paﬁtern lines. In either array, each row of the array
represents one }ine segment, Columﬁs 1-4 contain (x1,y1) and
(x2,y2), the endpoints of the line. Column 5§ contains the
directionality of the line, and column 6 contains either the
y-interceﬁt of the line, if it is non-verticél. or the
%-intercept, if it is vertical., The directionality, or
angularity; of a'lipe was used in the decision procedure
of one of the low-level processors. It was chosen as a
parameter with a view toward future extensions of this
work, in which it could be used for the definition of a
curved pattern in terms of its polar coordinates.

J .The'élopes of the lines in ALINES and REGN are
stored in the arrays ISLOPE and RSIOPE.

3.2 THE DESCRIPTIVE PHASE, The world model for this stage
contains the information that the two relationships
'parallel’ and 'connected* define the two superficial

classes of pattefns. While bottom-up processing is performed
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in generating the details of these relationships, the top-down
processing directs control to the focusing in on these two
pattern types.

This phase is divided into the three steps which find
pair desériptions, group descriptions, and subgroup
descriptions, Each of these stieps, including the descriptions
and data structures used by these steps,is described below.
3.2.1 PAIR REIATIONS, The array ALINES is accessed to compare
each line with all others in the array. Para;lel. non-
collinear, péirs are stored in array PARALL. Columns 1-2
contain the labels of the lines and column 3-cbntains the
distance between the lines. All connected pairs are stcred
in array CNECT, in which columns 1-2 contéin the labels of
the lines, célumns 3-4 contain (x,j)g the point of
infersection, and column 5 contains the angle of intcrsection.
3.2.2 GROUP RELATiONS, Array PARALL is accessed to find
groups of equally~spaced parallei lines. The pairs which
compose the group are reﬁoved from PARALL and are stored as
adjacenf entries in array PARGRP. An index array to PARGRP,
IPAREL, contains iﬁformation on each group: column 1 lists‘
the number of pairsjcolumn 2 lists the slope of the group,
either 0,-1,+1, or 999;~an¢ column 3 lists the distance of
separation., Array CNECT is accessed to find groups of lines
connected at their mutual endpoints. The pairs are removed
and stored.as adjacent pairs'ir array 2IGZAG. INDZIG is

22



the index array to ZIGZAG; column 1 contains the number of
pairs in the zigzag, and columns 2-3 access the top and
bottom rows of ZIGZAG which contain the pattern.
3.2.3 GROUP SUBSETS. Array ZIGZAG is accessed to distinguish
between the.foilowing subsets: ‘L' patterns(L-,aJ,f', 1),
'V¢ patterns(V ,A), arches(I), triangles, squares, waveform
zigzags( UL ), horizontal zigzags(/~VvV), and stairstep
zigzags(rrr ,JJJ~). A more complex set of patterns, 'box' (lEH)
patterns, is built from two of these patterns - arches, and
squares, |
The information needed to differentiate some of these
patterns is the type of corners formed at the connection
points, gnd the left-to-right order of theselcorners. Each
corner in arréyNZIGZAG is analyzed, and a code number
»idehtifying the type of cbrnér is stored in column 6 of
each row of ZIGZAG. )
Tfiangles and squarés are the only cloé?d shapes in
the world model, so closﬁre together with the nunmber of
pairs which compose the shape is sufficient to define these
shapes. Triangles are describvd by array INDTRI: columns
1-2 reference the top and bottom rows of the rows of
ZIGZAG that contain the triangle, in case future extensions
of this work diffcrentiate different types of triangles,
and need to access the'detai;s of the fo;mation. Squares are

stored in array INDSQR; co;&mns 1-2 again~contaih references
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to rows in ZIGZAG. The minimum and maximum x-coordinates . are
stored in columns 3-4 to serve as information for the recog-
nition of 'box patterns, |

Arches are stored in array‘iNARCH. Column 1 of INARCH
references the toﬁ row of ZIGZAG which contains the pattern,
and column 2 references the approprigte row of INDZIG.Columns
3-6 contain information which is needed to recognize the box
pattern: columns 3-4 contain the minimum and maximum X-
coordinates of the arch, and columns 5-6 contain the lines
which are the sides of the arch,

Box patterns are stored in arréy INDBQX, where column
1 contains the number of concentrig arches which compose the
box; column 2 contains a code which identifies the presence
of a square or isolated vertical line, or fhe absence of
either; in the center of the box; qolumns 3-4 reference the
two vertipal.isolated lines which flank the set of arches to
the left and right. Column 5 contains the label of the
isoiated line in the center of the box, if one exists.

All connected lines, hopizontal zone markers(section
3.2.4), and the isolated lines stored in array‘INDBOX, are -
removed from array PARGRP, to determine if there are any
parallel groups which are independent, unconnected parallel
pattern elements. All suéh groups are stored in array INDPAR.
Colunns 1;2 of INDPAR acbess the top and bottom rows of
PARGRP which contain the group; column 3 contains the number

of lines in the group; column 4 contains the slope of the
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lines; and column 5 contains the slope of the group.
3.,2.4 HORIZONTAL PATTERN BAND. The world model also contains
the information that the arrangement of patterns on the sherad
forms the shape of a horizontal band, and that this
horizontal space might be delineated by HORIZONTAL ZONE
MARKERS at the top or-at the bottom of the space., An array
PATERN references each individual pattern (a box, :a,triangle)
in the picture so that the patterns can be accessed and | '
named in their left-to-right order along the band. Columns
1-2 contain the minimum and maximum x-coqrdiﬁates of the
space which the pattern occupies; column 3 contains the
type of paﬁterh (this allows branching in the printdut of
the description); éﬁd column 4 contains additional . i
information about the type of pattern (again for branching
_ and néming)7 either direct information, via a code number,
or via a pointer to a descriptive array. |

Array ZONE stores the labels of the HORIZONTAL ZONE
MARKERS, so that the lines may be removed, as described
previously, from arfay'PARGRP. HORIZONTAL ZONE MARKERS
need to satisfy the condition that they 'sandwich' the rest
of the pattern; that is, no pattern line, other than '
another zone marker can lie between it and the relevant top
or bottom of the picture. While the lines need not cover
the entire width of the picture, because of the fragmentary

nature of the oriéinal sherd, collinear lines in the sanz
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horizontal space are not allowed,
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CHAPTER FOUR
IMPLEMENTATION

The system was coded in FORTRAN IV so that it would
be compatible with routines in the Moore School Vision
library. It was implemented on the Univac Spectra Series
90/70 at the Méoreléchdgl Computing Facility.

The visual processing routines and description

procedures are described in detail below,

- .-
—

“+*,1 IMAGE PROCESSING. The processing syspem employs a

series of low level operators to first extract pattern areas
from the original picture; to then sequentially transform
the data by smoothing the pattern. and eliminating false
pattern candiéates; and to finally represent the pattern
in terms of the line segments which compose the pattern.

The low level operators thus employed are, in order:
1) THRES,'which createé a thresholded versian of the input
picture; 2) SEARCH, which differentiates between line
patterns and region patterns; 3) THINN, which thins pattern
areas and smooths pattern edges; 4) SKELTN, which skelztonizes
line patterns; 5) REGION, which outlines region patterns;
and 6) LIﬁE, which combines the broken segments output by
L) and 5) to produce continuous line segments.

Problems in the quality of the digitized pictures

due to high reflection of light off some of the sherds and
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the low contrast between the-tone of the gold glaze and

tone of the tan clay caused the original digitized picture to
be processed in one of two ways. If the range of gray levels
throughout the picture is relatively hcmogeneous.‘gg there
exists a marked contrast_between the ﬁattern and background .
areas, then program THRES is used to gauge the range of
pattern levels end ﬁontrasts; and program SEARCH is used to
extract the two types of patterns from the baquround. If the

range of gray levels varies dramatically throughout the

S e -

.picture and the contrast between battern and background does
not exceed the other contrasts in the picture, program THRES
is used to gauge the pattern levels and to then extract the
pattern from the bégkground; and SEARCH ;s uéedvto
differentiate -the types-of the extracted patterns, In either
case, the succeeding steps are the same: low level operators
numbergd 3)-6) are gpplied, in order, as necded. This
sequenée of control is diagrammed in figure 3.
h.i.l THRES. Program THRES is modeled after the standard
threshold operation.(17), but contains the optioﬁ of
examining rectangular subsets; or windows, of the input
picture independently.

The standard operation is as follows: Given an input
picture PIC1, and input values MIN,MAX,HIGH,LOW; produce an
output picture PICZ2 where

PIC2(I,J)=HIGH if PIC1(I,J) MAX and
PIQ2(I,J)=LOW if PIC1(X,J) MIN, '
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The standard procedure can operate on the digitized
picture to produce a binary picture, in which the patterh
has value MAX(or MIN) and the background has value MIN( or -
MAX), if the gray levels are constant tﬁroughout the picture.
In general, though, the gray levels in the original picture
are not constant. The curvature of the pottery and the shiny
nature of the glaze cause uneven reflection of light from
the surface of the shard. Iﬁ this case, the operation is used.
to gauge the range of gray levels which conipose the pattern;
and the contrast levels bétween the pattern Qalues and
background values,

If it is found that the confrasts in areas'of
different.iilumination are as strong as the contrasts
between pattefn”and background, then the option of
processing windows separately can be used to extract the
pattern. The program will treat each area of homogeneous
gréy levels as a separate picture with its own input'values
of HIGH;LOW,MIﬁ, and MAX. To define a rectangular window,
the coordinates of the upper-left corner,(xl,yi), and
those of the lower-right corner(x2,y2) are input to the
programn,

L,1.2 SEARCH. The input to program SEARCH is either the
original digitized picture, or thethresholded version of
this picture, bbthhof‘whiéh:contain.a dark(or light)
pattern against a light(or dark) background. '

30.
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The program looks for high-low-high(or low-high-low)
contrasts in gray levels as evidence of background-pattern-
background transitions (4,21), and when it finds such a
transition, marks the potential pattern section, or strip,
on the output picture.

The program differentlates between line patterns and
regions, and marks line patterns with gray level 0 and region
patterns with value 62,

The program uses the following input data for the
pattern detection: 1) the upper and lower bounds of the
range of gray levels which compose the pattern; 2) the type
of contrast to'look for - either high-low-high or low-high-
low; 3) the minimum contrast whicﬁ signals a patﬁern-
background pr"backgréund-pattern transition; and 4) the
max;mum allowable width for a detected strip to be considered
thin. The data is input interactively for each picture, since
the size and‘quality of the pictures vary dramqtically.

The distinction between the two'types of patterns is
accomplished fhrough a two-pass séarch routine.In the first
pass, the program performs a left-to-right, row-by-row,
séarch of the input picture, and detects hori;onﬁal pattern
strips. If a detected strip is shorter than the value
defining ‘thinness', then the sirip is viewed as a cross-
sectional width-slice of a vertical or diagonal line pattern,

whose width is *thin', If the datected strip is longer than
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the input maximum, then the strip is seen as either a
length~slice of a horizontal line or a cross-sectional slice
of a region pattern. *Thin' strips are marked 0, and thick
strips are marked 62,

The second pass performs a top-to-bottom,column-by-
colunn seérch of the inﬁut picture, and detects vertical
strips. This pass will onl& look for and mark *'thin' strips;
that is, when a background-pattern transition is detected,
the program will search for a second contrast only until the
maximum width for ‘'thinness' is exceeded. In this manner,
regions, which were marked 52 by the first pass,will retain
this value, since regions are thick in both directions;
while horizontal line patterns,which were considered 'thick’
by pass 1,are now marked O because their 'thin' width-slices
are detected and marked.by pass 2.

Prééram search also retains the obtion,pf considering
windows éf the input_ﬁicture as separate data structures. In
pictures which contain both large and small patterns, the
widths of the pattern lines which compose the large patterns
appear to be *thick' in comparison to the widths of the
pattern liﬁes that compose the smaller pattern; and they
may actually be thicker than the cross-sectional width of a
region which appears in the same picture.

Lh,1.3 THINN, Program THINN smooths pattern edges and thins

pattern areas. The routine test the eight-point neighborhood
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of each pattern point in the input picture, and if the
connectivity is greater than an input threshold variable,
then the point is marked on the output picture.(?7) The
thinning operation aiso eliminates isolated points or small
isolated clusters of points, and thus‘reduces ‘noise' or
areas which appear in the picture due to scratches or areas
of high illumination on the surface of the pottery vessel,.

?ﬁe pattern edges on the original shard are
irregular due to the porous nature of the pottery, the

iumanner"in whiéh the patterns were engraved onto the surface,

and most importéntly because of the degrédation of the sherd
over time. These. irregularities were magnified in creating
the‘digitized picture, and are quite pronounced in some
cases.

If the irrégularities are minor,‘a liberal input
variable will cause a minor smoothing of the'eages. A
strict input variable will‘éause a smoothing and thinning
process,

The program may consider the input picture in terms
of windéwvéubsets, for reasons similar'to.théée mentioned in
the description of the threshold operation. One sherd may
contain both large patterns composed of boldly-engraved line
segments and small patfcrns composed of delicate line
segments. Thus a strict thinning procedure which would smooth

the edges of the bold patterns would degrade the smaller
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lines, even causing sbﬁe of them to disappear.
4,1.4 SKELTN., Program SKELTN operates on line patterns, and
represents the first stage in reducing these patterns to
line segments which can be analyzed in terms of slopes and
other geometric properties. ‘

The program performs two passes of the input picture -’
in search of line patterns,and recognizes such a pattern as
a series of connected cross-sectional width—sliqes(the strips
which were output by program SEARCH). '

The program first looks for twé such connected
strips as evidence of the existence of a line pattern. If
oniy one,isglated strip is encountgred.,it ig considered a
false candidate, and is not analyzed by theé pfogram. The
program,skeietonizes'the first two strips by mérking the
midpoints of the strips on the output picture, énd continues
in the direction of'connection-for?as long as.other strips
are detected. The model used by the routine is the information;
that a line pattern has a consistent width along its length.
Thus the routine will stop searching if it finds a strip
whose length varies from that of the previously-detected
8trip by more than three points, on the assumption that a
Junction with another line was detected.

Continuous.line patterns will be disconnected if its
width véries sharply at some point, because of this model;

and also at points of sharp angularity along its length.
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Spurious pattern arcas will be further minimized by this
procedure since isolated points or lines are not marked on
the output picture, and because thin shapes which do not
match the model are disconnected,

The preogram again differs from the standard operation
(i%), in the ability to“treat the input picture, if necessary,
as more than one data set. The general structure of program
SKELTN is disgrammed in figure 35, ' 1
Ik,1.5 REGION, The region processor operates on solid-shaped
patterns, and outlines these pattorns by marking the boundary
points on the picture. It searches the picture, or window of
the picture, until it finds a transition in adjacent ﬁoints
from gray level 63 to gray level 62, and marks the boundary
point on the.ﬁicturé. It follows points in the current
search direction until a 62-63 transition is found, and
again marks the bouﬁdary point on the picture. These points
have value 61, the code used by program LINE to recognize
region points.

.The regions in the picture are solid, with no holes,
and have boundaries which are straight lines. The output
line segments have characteristics similar to those of the
segments output by the skeletonization procedure} |

The flowchart for program REGION is contained in
Figure 6. '

4,1,6 LINE, This procedure operates on the broken segments

output by SKELTN and REGION to obtain the continuous lines
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which were digconnected by previous pfoccssing.(17,19,20) The
first step, accomplished by éubroutine SEGMNT, is to find all
straight line segments in the input picture. ?he second step,
accomplished by subroutine EXTEND, forms continuous lines by
trying to extend each of the segments in each direction from
its endpointg. The general flowchart for LINE, and the

flowcharts for SEGMNT and EXTEND are illustratcd in Figures

7.9, and 11..

1) SEGMNT. The procedure tecognizes a stréight line segment
as a path of connected points which iz acceptably long, and
maintains a similar directionality along its length. As i%
traces a path of points, the routine notes the directionality
of the newest point with respect to the location of %he
last-found poiﬁf. The procedure is a two-raster seérch and
recognizes two sets of directionalities. These sets, with

respect to the direction of the search, are illustrated

below: » :
PASS1-TRACES POINTS PASS2-TRACES POINTS
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FIGURE .8,DIRECTIONALITIES USED BY SUBROUTINE SEGMNT.
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The directionality of é whole line segment is the average of
the directionalities along the segment, In tracing a path,
the local average directionality is computed at every third
point along the path. It is compared to the previous
overall average directionality of the:segment; if the
directionalities are similar, the tracing continues. If at
any point along the path, the local average differs from the
overall average directionality of the path by 45° or more,
processing of the path is ended, and ‘the new points are not
considered to be part of the segment.

Dﬁring theltracing process, the points along the same
segment are marked with the same(unique) value, so that.each
segment can be uniquely identi/fied during the extension
process. . : SR

At theiend of the processing a segment, it is stored
in one of the descriptive arrays, ALINES or REGN, if its
length is at least as great as the minimum acceptable
length. If %he segment is too short, its points are retraced
and marked'with the value whiéh indicates 'noise; or
isolated points.
~2) EXTEND. This routine operates on a priority system, and
tries 1o extend each segment output by SEGMNT in or@er of
decreasing iength. It is assumed tﬁat long segments are
more likely to represent the true.directionality of the

original line, and less likely to represent irrecgularities
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in the width or slope of the line. It receives as input the
array of line segments which were ordered in terms of
decreasing length by a shell sort procedure.

The procedure tries to extend lines by expanding a
series of lookshead grids, from each éndpoint. in the
direction of the length of the line, Two types of grids
are expanded, one for horizontal and vertical lines, and
one for diagonal lines. The dimensions of the grid are
input interactivély, since the length of pat?ern lines

varies greatly from picture to picture. Examples of the

ids are illustrated beloﬁ. 5 . -E! ,
er 2 ;#_J ﬂmﬁjj
A
7 Y
Ao 7
- _-'5-01 al
v Jfﬁ I
:": :j

ngg
FIGURE 10. GRIDS OF DIMENSION 3 FOR THE FOUR TYPES OF
' LINES RECOGNIZED BY THE DESCRIPTIVE PHASE.

_Thé number of grids which can be expanded successively
. in the search direction is input interactively for the
same reason ag are the grid dimensions. Each time a
grld is expanded, the grld points are tested for the .
existence of pattern points.( The existence of such
points in the current grid will stop further expansions of
grids,) The directionalities from the endpoint in question

to all of the pattern point entries are calculated. The
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entry which yields the directionality closest to that of
the line in question is picked as tﬁe candidate for the
extension process. If the directionality to the candidate
point is not similar to that of the line, the current
extension is halted, and the other endpoint of the line or
the neit longést line is considered for the next extension.
In general, the procedure tries to extend the line

| by filling in the gap, or tracing the shortest path, between
the endpoint in question and the candidate point. The
original digitized picture is referenced for the gray levels
of the points along the gap. These values should indicate
whether the gap belongs to a pattern line which becamé
disconnected'during previous previous processing(and
therefore can be reconnected) or whether it is a background
area, |

. However, before the gap is even tested, certain
cénstraints are placed on the extension prdcedure. If the
candidate point is an isolated point or is a member of a
line which is collinear to the line in question, then the
gap is automatically tested, If the candidate belongs to a
line whose directionality is not similar to that of the
current line, then further tests are made. If the line is
short, and cannot be extended via a collinear line, it is
erased and used in the current extension. It is assumed

that such a line is due to a scratch on the original sherd
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or due to an irregularity in the original line pattern. But
~ 3f this second line is long or can be extended, then the
extension process of the current line is halted. In the
actual gap-filling process, the procédure calculates the
slope of the straight line which would join the two points.
It approximates this line by travéraing the rows, or
columns, between the two points and marking the best entry
on each row,or column, if the difference in the row-
‘coordinates between the two points is greater than the
difference in column-coordinates, then the procedure
traverses the rows between the poihté; otherwise it
traverses the columns. It calculates the best entry on
each row or column by using the formulas x1=siope*(yi—y)+x
or y1=510pe*(x1—#)+y.

After each successful extension of a line, %he
descriptive representation of the line is updated. The
new directionality,léngth, and endpoints'are recorded,
All segments that were combined with longer collinear
segments are marked for removal from the array. For each
unsuccessful extension, or erasure, of a short segment, the
descriptive entry is also removed. x

At the end of all extensions of all segments, the
descriptive array is shortened by removing all segments
which were marked for this purpose. The y- or x-intercepts

of the remaining lines are calculated, and replace the

48



length as a descriptive paraﬁeter. At this point the vector
descriptions should include all the lines in the picture; the-

array of segments is stored for use by the descriptive phase.

4.2 THE DESCRIPTIVE PHASE. The early stages of the descriptive
phase, including the procedures which find parallel pairs and
connected pairs, and parallel groups and zigzags, are not
described in detail here. They were written by Judy Epstein
and are described in detail in her thesis(9); they were
outlined in earlier chapters for the sake of continuity.

This section then describes the brocedure PASS4, which
takes as input the arrays PARGRP and ZIGZAG, and all ‘of the
arrays which are accessed by them, and calls 1)subroutine
SUBZIG to find all zigzag subpatterns, 2) subroutine PA#AL
'.to find all independent parallel groups, 4) subroutine
REGPAT to find all region patterns, and 5) subroutine ORDER
" to order the individual patterns in left-to-right order.
h.2.1 SUBZIG. This subroutine analyzes all the zigzag
patterns and differentiates the following zigzag subsets:

a) *L' subpatterns - L_)_;‘f_,‘T
b) *'V* subpatterns - \/]/\

c) arches - [—7

d)triangles

e)squares

f) waveform zigzags - [] [} o

g) horizontal zigzags - AA/N\
h) stairstep zigzags -'~[J, rJJ
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The subroutine first calls subroutine CORNER to identify
all the types of corners formed by all the connected pairs
in array ZIGZAG, and to store a code number in column 6 of
2IGZAG that identifies the corner. The types of corners which

are recognized are listed below by their code numbers:
! 2 2 i 5 b
FIGURE 12, TYPES OF CORNERS AND THEIR CODE NUMBERS -

The types of corners are determined by knowing the order in
which the lines were traced by subroutine SEGMNT, and from
this, knowing which columns of ALINES or REGN contain the
leftmost endpoint.( For all lines other than diagonal lines
of approximately h5° » the leftmost endpoint was the first-
detected endpoint, and is stored in the first two columns of
the vector description of the line.) To find *L’ cornefs,
the’frocedure must find a horizontal line and'note which
endpbint is the point of connection, and find a vertical
line and note its endpoint that is the connected endpoint.
Type 5 corner fs a pair of diagonal lines whose intersection
is formed by the first-found endpoints of the lines; Type 6
corner is formed by the intersection of the second-found
endpoints of the 1lines.

The specification of the corners is needed to
recognize arches and waveform: zlgzags, but is calculated

for all zigzags in case future extensions of the system
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require further analyses of the subsets.

After the corners are coded, subroutine SUBSET
differentiates between the various subsets. The first step
in the‘process is to determine whether the zigzag is a
closed shape or an open shape. The subroutine accesses the
index array to ZIGZAG, to access fhe ad jacent rows of
2IGZAG which contain the current pattern's pairs. If each
line which composes the pattern appears twice in the pairs
'in ZIGZAG, then the pattern is determined to be closed.

This is illustrated below for the case of the triangle,

2
!
— ‘
‘FIGURE 15. PAIR-WISE DESCRIPTION OF A TRIANGLE.

THE PAIRS WHICH COMPOSE THE TRIANGLE ARE
(1,2),(2,3), AND (3,1).

If the shape is not closed, then the lines which
appear only once,the end lines of the open shape, are
analyzed for their labels, their free,unconnected endpoints,
and the label of the pair to which they belong. This
information is stored in a temporary,two row array, that
is used while the pattern is being processed.

Branching occurs according t6 the number: of pairs
which compose—-the pattern. ‘All patterns containing more
than four pairs are analyzed as 'zigzags'. Patterns
composed of only one pair are identified as one of the

corners described above. A pattern containing two pairs
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is tested to see if it is an arch. An arch %s recognized
if it contains a type 1 corner associated wifh its leftmost
end line and a type-2 corner associated with its rightmost
end line. If the pattern is not an arch it is passed to

the 'zigzag' analyzer.

If the number of pairs is three, or four, then the
pattern is tested for closure. Currently triangles and
squares are the only members of the world model which
are closed, so they can be identified by this test. If the
béttern does nof satisfy the property gf closure, then it is
analyzed as a ‘'zigzag'.

The proéess of differentiating among the remaiﬂing
subsets 6f zigzags depends on the left-to-right ordering of
the types of corners. The array of endlines is accessed
" to determine which pair of the pattern is associated with
the leftmost endline of the pattern. The pairs in ZIGZAG
are then reordered by matching contiguous ﬁairs, beginning
with the leftmost pair.

The or&ered pairs are first analyzed to screen out
waveform patterns, since these are uniquely identified by
the . left-to-right corner description ...12341234,.. . This
left-to-right sequence is illustr#ted below in figure 14,

—H__Jﬁl_J

1 23 41 K3

FIGURE 16. °'CORNER' DESCRIPTION OF A WAVEFORM ZIGZAG
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If the pattern is not a waveform zigzag,'theh it is
either a horizontal zigzag or a stairstep zigzag. The slope
of the pattern makes this final distinction. The slope is
calculated from the leftmost endpoint to a point at the
right extreme of the zigzag which has the same relationship
to the zigzag as does theleft point. If the left endpoint
. belongs to a high peak in the 2igzag, then the right point
~ ghould also belong to a high peak; and vice versa. This
constraint is needed to obtain an accurate slope. If the
nﬁhber §f pairs is odd, then the point of intersection of the
last corner is the desired point; if the number of pairs
is even, then the right endpoint of the zigzag will satisfy
the constraint,

4,2,2 BOX. Subroutine box recognizes patterns which are
composed of the following elements: a single arch or set
of concentric arches, a set of isolated vertical lines
Which‘flank the arch/es to the right and left, and
possibly a square or an isolated line in the center of the

arch/es. Examples of box patterns are illustrated below:

il

FIGURE 17. EXAMPLES OF BOX PATTERNS.

The subroutine accesses array INARCH, to compare

each arch to all the others, to test for a set of concentric
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arches. In order for two arches to be considered éoncentric,
the endpoints of one must lie between the endpoints of the
other on the x-axis, This is a sufficient test for 'insideness®
for the current world mod?l of patterns. If any concentric
arches are touna, they are narked in array INARCH so that
they won't be considered again, If no other arches were
found that are concentric to the current arch, then the
current arch is considered to be a set of concentric
arches containing one member, in which it is both the
iérgest and smallest arch, The number of arches in the
current set is entered in column 1 of array INDBOX as
part of the description of the box.

Next, an array of isolated vertical lines is
prefared by testing all vertical lines in ALINES for non-
membership in the array of connected pairs. .

. The procedure accesses array INDSQR to test for the
existence of a square which lies inside the endpoints of
the smallest arch. If this test fails, the array of
isolated vertical lines is referenced to determine if any
of these lines lies inside the smallest arch., These two
conditions, or the condition of the absence of a pattern in
the center of the arches, are part of the description of
the arch, so one of three code numbers which identify these
three conditions is entered in column 2 of array INDBOX.

In testing for the isolated lines which complete the
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structure of a box, the procedure places constraints on the
candidate lines so that lines belonging to parallel groups -
or lines that are isolated because of bad input data are
not considered. The lines must be approximately the same
length or longer than the sides of the largest arch; and

the distance from one such line to the nearest side of the
largest arch must approximate the average distance between
.the vertical elements of the incomplete box. Vertical
elements include the sides of the arches; an lsolated

center line, if one exists; or the’célumn codrdinates of
the midpoint of a square, if a square is one of the elements.
4,2.3 PARAL, Subroutine PARAL finds all unconnected parallel
groups'which stand alone as independent designs. It tests
each parallel pair which is a member of PARGRP against

the array of connected pairs(from which HORIZONTAL ZONE
MARKERS have been removed), and the array of ZIGZAGS |
(these pairs had been previously removed from array CNECT),
and any isolated lines which were determined to be elements
of a box pattern; and marks in PARGRP any pair which

belongs to any of these sets of lines,

‘ After these pairs are marked, the index array IPAREL
is accessed to determine the location of each separate'group
stored in PARGRP. Each group is tested, and if a group with
unmarked pairs is found, it is output és an independent

pattern. The slope of the group is part of the description
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of the design, and it is calculated from the leftmost
endpoint of the leftmost line to the leftmost endpoint

o0f the rightmost line to obtéin the average slope.

4,2.4 REGPAT. The only regions which are contained in the
current data set are solid patterns whose outline forms

a closed zigzag shape, in particular a triangular shape.
The segments which were stored in array REGN by subroutine
SEGMNT are processed by program REGPAT thfough a subset of
the programs to analyze line patterns. It first finds all
v;;nnected segmats, then all zigzag patterns, then calls
subroutine SUBZIG to uniquely identify the pattern.

4.2.5 ORDER. The last stage in describing the input
picture is to name the individuél patterns in their left-
to-fight order. Each time an individual pattern was recognized,
either by SUBZIG, PARAL, or REGPAT, an array entry was
created in array PATERN. Each entry contaips the minimum
and maximum x-coordinate of the pattern space occupied by
the pattern..ORDERksorts the PATERN entries so that the
individual patterns can be described in their left-to-
right place in the horizontal pattern band of the picture.
PATERN, as mentioned before, also_contains a code as to the
type of pattern which is stored, so that branching can take
place during the description to obtain the specific details

which describe the pattern.



CHAPTER FIVE
CONCLUSION

- It is hoped that the work presented in this thesis
makeé a contribution to the solution of the problems
faced by the archaeologist in processing artifactual
information. The difficulties inherent in such studies -
the size of the data base to be analyzed, the repetitive
nature of the recording of pattern details, and the
g}tention to detail required to classify design types -
calls for the automation of the work load. It is hoped that
the structural analysis, and expansion of several levels of
analyses presented here offers one solution to the anélysis
phase of processing patterns, and that future extensions of
thié work might aid in the final, classification phase
of pattern processing. I |

Possibilities for future extensions are discussed
below. )
5.1 iNPUT DATA. The input data used‘in this project were of
poor quality, and were difficult to proceés. The: sherds
which were photographed fell into two categories: those
covered with a veneer of dark rea glaze, and those finished
with a gold or tan glaze. Each of these categories presented
a different set of problems. The redglaze was generally

intact, and appeared to have suffered little degradation

over time; and the darkness of the glaze presented a strong
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contrast to the lightness of the patterns. However, the
glossy nature of the veneer caused areas of high illumination
at points of curvature in the sherd. While the dull finish |
of the gold veneer did not result in varied illumination,

it offered l1little contrast with the tone of the engraved
patterns., In addition, shadowing which occurred during the
photographing of the sherds resulted in shadows in the centers
pf the engraved lines, so that the contrasts in tone within
the pattern line was often greater than the contrast

between pattern and background. .

The problems thus presented meant that a good deal of
time had to be devoted to the pre-processing of the picture.
The process of thresholding the picture locally was needed
in most cases to extract the pattern from the background
areas. '

It is hoped that with techniques such as spraying the
sherds with a solution to reduce the reflection of light from
the surface of the sherd, and with more control of the
lighting in photographing the sherds, that most, or all
of these problems can be solved.
5¢2 MORE COMPLEX PATTERNS. The s&stem, in both: stages, was
writfen with the view that it would serve as the basis for
further work on the problem. The system was structured so
that new patterns could be included in the world model

without disrupting the current structure of the system.
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Such patterns as spirals, circles, and loobs are being
considered for future extensions; and they too can be
analyzed as zigzags, or series of straight lines connected
at mutual endpoints. The basis for a superficial distinction
between these shapes and the zigzags already considered is
that with respect to closed shapes, circles and scallops
have much wider angles at points of interéectiéns of lines
than do the previously described zigzags; and with respect
to the sﬁiral. it is the only open-shaped iigzag whose
corners do not progress along the x-axis in aﬁ increasing
manner., _
5.3 CLASSIFICATION OF PATTERNS.The current system could be
expanded to include an automatic recording system which
would, as it processed a series of pictures, keep statistics
on patterns being processed. It could keep a count of the
frequencies with which certain patterns appear, alone or
in combination with other particuiar pattefns.

This expanded system might provide data for
classification by an archaeologist, or might serve as the
basis for an automated classification procedure based on
statistical techniques of analysis.

5.4 iNFERRING WHOLE VESSELS FROM SHERDS. Finally, the
gystem might be expanded to be able to piece together
fragments which are ad jacent pieces of the same pottery

vessel., If the model had knowledge as to likely
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combinations'of patterhs. or could infer 1ikely candidates .
according to the size, or gray levels of.various shards; or
the model could detect the pfofiles of missing pieces of a
pattern, then a fitting procedure might be used to sort and
group candidates for common membership to an individual
vessel,

Again, it is hoped that this work offers solutions, or

ideas for solutions, to the tasks faced by archaeologists.
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APPENDIX

Presented in the APPENDIX are descriptions of the nine
samples used for this study. For each sherd in the sample,

there are five pictures and a structural description.

"The pictures labeled (1) are the digitized pictures. The
‘pictures with label (2) represent the results of the
thresholding operation. Those labeled (3) are the results
of both the thinning operator, and the strip-finder which
marked line patterns black and region areas dark gray.
The- pictures labeled (4) show skeletonized line patterns
and/or outlined region patterns. The (5) pictures show

the final results: all line elements in the pattern.
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PICTURE 1.
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PICTURE 1.
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ANALYSIS OF INPUT

NUMBER OF HORIZONTAL LINE SEGMENTS= ~ 7

NUMBER OF VERTICAL LINE SEGMENTS= - 7
NUMBER OF LINE SEGMENTS wITH SLOPE ¢i= 0
NUMBER OF LINE SEGMENTS WwlTH SLOPE =-1= 4

PARALLEL LINE GROUP DIRECTORY

GROUP NUMBER NUMBER OF SEGMENTS SLOPE OF GROUP DISTANCE BETWEEN
1 2 0 5
2 3 0 5
3 2 -1 10
4 2 -1 15
5 4 999 15
[ 3 999 17
7 2 0 66

NUM2ER OF PARALLEL HORIZONTAL GROUPS= 3
NUMBER OF PARALLEL VERTICAL GROUPS= 2
NUKEER OF PARALLEL GROUPS WITH SLOPE #1=. 0
NUMBER OF PARALLEL GROUPS WITH SLOPE -1z 2
NUMBER OF HORIZONTAL ZONE MARKERS AT THE TOP OF THE PATTERN= 1

NUMBER OF HORIZONTAL ZONE MARKERS AT THE BOTTOM OF THE PATTERN= 1

T162A6 PATTERN GROUP DIRECTORY

GROUP NUMEER NUMUBER OF SEGMENTS
1 3
. 2 7
3 3

NUMBER OF 2I6ZA6 PATTERNS= 3

NUMBLP OF ZIGZAG “SUBPATTERNS"™= 0

.



LEFT=TO-RIGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS:
A STAIRSTEP Z1GZAG
A TRIANGULAR REGION
A BOX,WITH:
NUMBER OF ARCHES= 2

AN ISOLATED VERTICAL LINE IN THE CENTER
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Picture 2.
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PICTURE 2.
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PICTURE 2.



ANALYSIS OF INPUT

NUMDER OF HORIZONTAL LINE SEGMENTSS

NUMBER .

oF

VERTICAL LINE SEGMENTS=

.6
0

NUMBER OF LINE SEGMENTS WITH SLOPE #1= 0

NUMFER

OoF

LINE SEGMENTS WITH SLOPE -1

PARALLEL LINE GKOUP DIKECTORY

6ROUP NUMBER
1

2
3

NUMBEP
NUMBER
NUMBER
NUADER
NUMSIER

NUmBER

NUMBER OF SEGMENTS SLOPE
3

of
oF

oF

Of

oF

10

3
FAKALLEL HORIZONTAL GROUPS=
PARALLEL VERTICAL GROUPSa
PARALLEL GROUPS MITH SLOPE
PARALLEL 6ROUPS WITH SLOPE

HORTZONTAL ZONE MARKERS AT

HORIZONTAL ZONE MARKERS AT

LEFT=TO-RIGHT ANALYSIS QF INPUT

THE PICTURE CONTAINS ONE PATTERN:

A PAMALLEL GROUP WHERE:

SLOPE OF THE LINES= -1

SLOPE OF THE G6ROUP= 0

= 10

Of GROUP OISTANCE aerwsen
0 3

-1 13
0 18

2

THE TOP OF THE PATTERN= 3
THE BOTTOM OF THE PATTERN= 3
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PICTURE 3.
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PICTURE 3.
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ANALYSIS OF INPUT

NUMB¢ P

NUMEER

NUMBER

OF
0F

of

NUMSER OF

HORIZONTAL LINE SEGMENTS=

VERTICAL LINE SEGMENTSS=

1

LINE SEGMENTS WITH SLOPE +1=

LINE SEGMENTS wITH SLOPE ~-1=

PARALLEL LINE GHOUP DIRECTORY

6ROUP NUMRER

2
3

NUMIER
NUMDER
NUMEER
NUMEBLPR
NUMBER

NUMBER

NUMBER OF SEGMENTS
9

of

oF

oF

OF

OF

12

T16ZA6 PATTERN oROUP

GROUP NUMBER
1

2

2
2

PARALLEL HORIZONTAL GROUPS=

PAKALLEL VEPTICAL GROUPS=
PARALLEL GROUPS WITH SLOPE
PARALLEL GROUFS WITH SLOPE
HORIZONTAL 2ONE MARKERS AT

HOKIZONTAL 20NE MARKERS AT

DIRECTORY

NUMBER OF SEGMENTS
3

3

NUMBER OF 21GZAG PATTERNS= 2

NUMBER OF 216ZA6 “SUBPATTERNS"= 0

THE

THE

3

10
2

SLOPE OF GROUP DISTANCE BETWEEN
1 12

0 22
-1 109

1

TOP OF THE PATTERN= 0

BOTTOM OF THE PATTERN= 9



LEFT-TO-RIEGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS:

A TRIANGLE

A PARALLEL GROUP WHERE:

SLOPE OF THE LINES= 1

SLOPE OF THE GROUP= -1

A TRIANGLE



(1)

(2)

PICTURE 4,
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- ANALYSIS OF INPUT
NUMBER
MUMBER
WUMBER

NUMBER

0F

oF

of

OF

HORJZONTAL LINE SEGMENTS=
VERTICAL LINE SEGAENTS=
LINE SEGMENTS WITH SLOPE 1

LINE SEGMENTS wITH SLOPE =1

° PARALLEL LIWE GKOUP DINECTORY

GROUP NUNDER
1

NUMBER
hUMBLR
WUMB R
NUNP LR
WUMB R

NUMB EP

NUMBER OF SEGMENTS SLOPE
?

OF

oF

OF

oFf

OF

OF

PARALLEL HURITOUNTAL GROUPS=
PARALLEL VERTICAL GROUPS=
PARALLEL GROUPS WITH SLOPE
PARALLEL GROUPS WITH SLOPE
HORIZONTAL ZONE MARKERS AT

HORIZONTAL ZONE MARKERS AT

LEFT-TD=RIGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS ONE PATVTERNS

A PARALLEL GROUP wHERE:

SLOPE OF THE LINES= 999

SLOPE OF THE 6ROUP= 0

1
9
= 0
= 0
OF GROUP DISTANCE BETWEEN
999 8
0
1 l .
1= 0
-1= 0

THE TOP OF THE PATTERN= O

THE BOTTOM OF THE PATTERN= 1
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ANALYSES OF INPUIT

NUMBER
MUMBER

NUMBER

NUMOLER OF

(1]

OF

(14

HORIZONTAL LINE SEGMENTS= ?
VERTICAL LINE SEGMENTS= .2
LINE SEGMENTS WITH SLOPE ¢i= 8

LINE SEGMENTS wITH SLOPE -1= 10

PARALLEL LINE GROUP DIRECTORY

G6ROUP NUMEER

-
OO NOWVESEWN=

NUMDER
. NUMBER
NUMEER
NUFBER
NUMB R

NUMBER

NUMBER OF SEGMENTS SLOPE OF GROUP
3 0
s -1
5 -1
2 1
2 1
2 1
2 0
2 0
2 099
2 1
OF PARALLEL HORJZONTAL GROUPS= 3

of

or

OoF

of

oFf

PARALLEL VERTICAL GROUPS= 1
PARALLEL GROUPS JITH SLOPE +1= 4

PARALLEL 6ROUPS WITH SLOPE =-1=- 2

DISTANCE BETWEEN
?

14
8

1%

1%
24
44
63
.98
"7

HORIZONTAL ZUNE MARKERS AT THE TOP OF THE PATTERN= 2

HORIZONTAL ZONE MARKERS AT THE BOTTOM OF THE PATTERN= 1

Z16ZA6 PATTERN GROUP DIRECTORY

G6ROUP NUMRER
1

NUMBER OF SEGMENTS
26

NURMBER OF 21GZAG6 PATTERNS= 1

NUMBER OF Z1GZIAG “SUBPATTERNS ™= 0



e———

LEFT-TO-RIGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS:
A STAIRSTEP 11GIAG
A TRIANGULAR REGION

A TRIANGULAR REGION
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ANALYSIS OF INPUT

NURBER OF

NUMBER
NUMBER

NUMBER

OF
OF
OF

HORIZONTAL LINE SEGMENTS=
VERTICAL LINE SEGMENTS=
LINE SEGMENTS WITH SLOPE +1

LINE SEGMENTS WITH SLOPE =1

PARALLEL LINE 6wOUP DIRECTORY

GROUP NUMBER
i

2

. 3

NUMZER
NUMBLP
NUMRLR
NUMBER
NUMRER

NUMBER

NUMBER OF SEGMENTS SLOPE
3
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14

oF

5
2

PARALLEL HORIZONTAL GROUPS=
PARALLEL VERTICAL GROUPS=
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HORIZONTAL 20NE MARKERS AT

HORIZONTAL Z0NEt MARKERS AT

Z16ZA6 PATTERN 6RUUP DIKECTORY

6ROUP NUMPEK
]

Z
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THE TOP OF THE PATTERN= 1
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LEFT-TO~RIGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS ONE PATTERN:

A BOXyWITH:

NUMBER OF AKRCHES= 1

A SQUARE IN THF CENTER
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ANALYSIS OF INPUT

NUMBER OF HORIZONTAL LINE SEGMENTS= 6

NUMBER OF VERTICAL LINE SEGMENTS= 6 .
NUMBE® OF LINE SEGMENTS WITH SLOPE ¢1= 3
NUHE&R.OI LINE SEGMENTS WITH SLOPE =-1= 4

PARALLEL LINE 6n0OUP DIRECTORY

6ROUP NUMEER KUMBER OF SEGMENTS SLOPE OF GROUP OISTANCE BETWEEN
1 2 0 7
2 ] 999 10
3 4 -1 10
4 3 1 14
. 5 3 0 21

NUKBER OF PARALLEL HORIZUNTAL GROUPS= 2

NUMHER OF PARALLEL VERTICAL GROUPS= 1

NUMBEP OF PARALLEL GROUPS WITH SLOPE #1= 1

NUMBER OF PARALLEL GROUPS WJITH SLOPE -1= 1

NUMBER OF HORIZCNTAL ZONE MARKERS AT THE TOP OF THE PATTERN= 2

NUMER OF HORIZONTAL 2ZONE MAKKERS AT THE BOTTOM OF THE PATTERN= 1

T1GIAG PATTEPN GRUUP OLRECTORY

6RIUP NUMBER NUMEER OF SEGMENTS
1 3
2 3
3 3 .
NUNBE® OF Z1G6IAG PATTERNS= 3

NUMZEF OF ZIGZAG “SUBPATTERNS™= 2



LEFT=TO=RIEHT ALALYSIS OF INPUT

THE PICTURE CONTATUS:

A BOX,dITH:
 NUMBER OF ARCHES® 2
NO PATTERN STRUCTURE IN THF CENTER
A TRIAKGULAR REGION

A STALIRSTEP IIGZAG



(1)

(2)

PICTURE 8.



1(3)

(%)

PICTURE 8.



(5)

PICTURE 8.



A

ANALYS]IS OF INPUT

NUMS LR OF HORIZONTAL LINE SEGMENTSs Y}
MUKSER OF VERTICAL LINE SEGMENTS= 0
NUMBER OF LINE SEGMENTS WITH SLOPE ¢1= 0
NUMBER OF LINE SEGMENTS WITH SLOPE =1= ;
PARALLEL LINE GHOUP DIRECTORY
GROUP NUMBER NUMBER OF SEGMENTS SLOPE OF GROUP DISTANCE BETWEEN
: s - 12
3 2 0 12
NUMBER OF PARALLEL HORIZONTAL 6ROUPS= 2
NUMBEP OF PARALLEL VERTICAL GROUPS= 0
NUMBER OF PARALLEL GROUPS WITH SLOPE +1= 0
. NUMBER OF PARALLEL GROUPS WITH SLOPE -1= 1
NUMBER OF HORIZONTAL ZONE MARKERS AT THE TOP OF THE PATTERNs 2.
MNUMBER OF HORIZONTAL IONE MARKERS AT THE BOTTOM OF THE PATTERN= 2

LEFT=TO~RIGHT ANALYSIS OF INPUT

THE PICTURE CONTAINS ONE PATTERN:

A PARALLEL GRQUP WHERE:

SLOPE OF THE LINESs ~1

SLOPE OF THE GROUP= 0



K1)
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(2)

PICTURE 9.



(3)

(%)

PICTURE 9.



(5)

PICTURE 9.



ANALYS1IS OF INPUT .
NUMPER OF HORIZONTAL LINE SEGMENTS= [}
NUMBER OF VERTICAL LINE SEGMENTS= | 14
NUMRER OF LINF SEGMENTS WITH SLOPE ¢1= 0
NUMBER OF LINE SEGMENTS WITH SLOPE ~1i= 0

PARALLEL LINE GAOUP DIRECTORY

GROUP NUMBER MUMDER OF SEGMENTS SLOPE OF GROUP
1 3 0

P 7 999
NUMBER OF PARALLEL HORIZONTAL GROUPS= 1
NUMEER OF PARALLEL VERTICAL GROUPS= 1
NUMBER OF PARALLEL G6ROUPS WITH SLOPE 41= 0
NUM3ER OF PARALLEL GROUPS WITH SLOPE =-1= 1]

THIS PATTERN DOES NOT HAVE A HORIZONTAL ZONE MARKER

Z1GIAG PATTERN 6PQUP DIRECTORY

GROUP NURMBER NUMBER OF SEGMENTS
1 13

NUMBER OF ZIGZAG PATTERNS= 1

NUMBER OF Z1GZAG “SUBPATTERNS"= 0

LEFT-TO-RIEHMT ANALYSIS OF INPUT

.*THE PICTURE CONTAINS ONE PATTERN:

A WAVEFORM 1IG2AG

DISTANCE BETWEEN
6

14



