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ABSTRACT
SCHOOL DISCIPLINE, LAW ENFORCEMENT, AND STUDENT OUTCOMES
Amanda J. Scanlon
Andrew C. Porter
Zero tolerance discipline policies have lost favor in recent years due to concerns that they
reduce offending students’ classroom time, beget further misconduct, and decrease
student engagement. In the same vein, school police programs often associated with zero
tolerance policies are frequently charged with increasing student involvement in the
criminal justice system. Despite much discourse on the topic of school discipline, few
studies have rigorously examined causal links between zero tolerance, school-based law
enforcement, and student outcomes. This dissertation examines the effects of dismantling
zero tolerance and reducing police officer presence in Philadelphia schools on school-
level rates of student misconduct, administrative responses, and academic achievement.
Quasi-experimental methods applied to the data include propensity score matching,
generalized difference-in-differences analyses, comparative interrupted time series
analyses, and fuzzy regression discontinuity analyses. Results suggest that dismantling
zero tolerance did not affect school arrests rates or the rate of incidents involving law
enforcement; and while transfers and expulsions decreased two years after the policy
change, truancy increased. Limiting school police officer staff positions may have led to
declines in the rates of incidents involving law enforcement and arrests, but the evidence

is weak due to low statistical modeling power. Areas for future work are discussed.
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CHAPTER 1: INTRODUCTION

Youth crime and misconduct have captured the attention of policymakers at all
levels for the last thirty years. Since a rising “epidemic of youth violence” beginning in
the 1980s (Office of the Surgeon General, National Center for Injury Prevention and
Control, National Institute of Mental Health, & Center for Mental Health Services, 2001),
law enforcement and school officials have sought to understand the root causes of youth
misbehavior and establish policies to dissuade acts of violence and delinquency. Never
before, however, has public attention focused so raptly on the virtues of such policies and
their long-term effects on outcomes such as educational attainment and employment.
Policies established in the wake of rising crime—calling for the mandatory punishment of
offenders committing specific violent and non-violent crimes, such as drug trafficking—
have come under increasing scrutiny for fostering high rates of incarceration and doing
little to deter further crime and misconduct. President Obama has made history for the
number of federal inmates incarcerated for minor crimes that he has pardoned throughout
his tenure (Koren, 2016). Congress has taken steps to reform federal crime policy,
introducing legislation to reduce minimum mandatory sentences for nonviolent crimes,
permit judges more power to determine penalty on a case-by-case basis, and expand
opportunities for rehabilitation (New York Times Editorial Board, 2016). This rollback of
strict delineated consequences for minor offenses has seen bipartisan support, as many
policymakers have come to believe that the cons of such policies outweigh the intended

benefits.



Shifting attitudes regarding crime and punishment are not limited to the criminal
justice realm. The education sector has seen parallel movement to and from such policies
over the last two decades. Zero tolerance policies first entered school buildings in the
1990s as part of the Gun Free Schools Act, requiring schools receiving federal funding to
expel any student bringing a weapon to school (Gun-Free Schools Act, 1994). Many
states expanded upon the act, establishing policies that delineated specific consequences
for specific acts of misconduct. In the years since, many schools and districts have relied
on out-of-school suspensions, expulsions, and transfers to disciplinary schools both to
address individual misconduct and to remove disruptive and violent students from the
classroom. Strict school responses to misbehavior have led critics to argue that such
policies ultimately do more harm than good, placing misbehaving students on a fast track
toward school dropout and incarceration. This ‘criminalization’ of students—often
referred to as the ‘school-to-prison pipeline’—is viewed both as a direct result of zero
tolerance policies, and as a result of the increase in the presence of school police officers
that has occurred in tandem with the enactment of zero tolerance policies. In light of such
critiques, many states and districts have recently begun to dismantle the zero tolerance
policies once favored by administrators.

Despite continued activity in the realm of school discipline policies, scant
research has examined the effects of zero tolerance policies on student behavior and
outcomes, or on the effects of dismantling zero tolerance policies once in place. This
dissertation addresses this gap in the literature. Two particular policy changes are

examined here, both emerging from the School District of Philadelphia (SDP). First, the



SDP decided in August 2012 to replace its decade-old zero tolerance policy with one
permitting more subjectivity in administrator response to misconduct and encouraging the
use of in-school behavioral supports and resolutions. Second, the SDP opted not to fill
some school police officer vacancies in the 2013-2014 school year, requiring 28 schools
to share police officers part-time. The SDP operates its own police department of nearly
400 officers, a number which rose concurrently with the implementation of its zero
tolerance policy throughout the 2000s. The decision not to fill the vacancies came as a
result of budgetary concerns.

The two policy changes—one a matter of the district’s code of conduct, the other
an administrative fiscal decision—provide the opportunity to examine the effects of
dismantling a zero tolerance policy in a large, urban district. Because the policy changes
occurred at different times, they also provide the opportunity to examine their effects in
isolation, i.e., removing the zero tolerance disciplinary policy while maintaining the level
of employment of school-based law enforcement, and limiting the employment of school-
based law enforcement while holding constant student discipline policy. As districts and
states across the country look to enact disciplinary policies that address in-school
misconduct while supporting the achievement and well-being of all students, this research
can provide insights as to the impact of two aspects of disciplinary policies that are
widely critiqued in current discourse.

The School District of Philadelphia
As of December 2015, the SDP operates 218 schools enrolling 136,000 students

and employing 8400 teachers. Of the 218 schools, 149 operate as elementary schools



enrolling students generally between kindergarten and the sixth grade; 16 operate as
middle schools enrolling students generally between the sixth and eighth grades; and 53
operate as high schools enrolling students generally between the ninth and twelfth grades.
The vast majority of the students are those enrolled in traditional educational programs;
just 2,500 students are enrolled in alternative education programs, and 300 students in
virtual programs. Just over half of all students, or 51 percent, identify as black/African
American; Hispanic/Latino students make up 20 percent of the student body, while white
students comprise 14 percent and Asian students comprise 8 percent. Overall, 14 percent
of students are identified as students with disabilities, and 10 percent of students are
English language learners (School District of Philadelphia, 2015).

The SDP ranks among the 20 largest school districts in the country. The district’s
unique demographics, however, render the school district among the country’s most
disadvantaged. According to the most recent available year of federal data (the 2013-
2014 school year), the SDP serves the third largest proportion of students receiving free
or reduced-price lunch among the 20 largest districts in the United States. The district
ranks first among its peers in its proportion of students with disabilities, fifth in its
proportion of English language learners, and seventh in its overall proportion of minority
students, measured as the proportion of black and Hispanic students combined (National
Center for Education Statistics, 2015). The district also struggles academically. Among
the approximately 500 other districts in Pennsylvania, the SDP reports the twelfth lowest
rate of students achieving grade-level proficiency in reading in the 2014-2015 school year

and the eighteenth lowest rate of students achieving grade-level proficiency in
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mathematics in the 2014-2015 school year (author’s calculations, based on Pennsylvania
Department of Education, 2015c). Further, the SDP sees the fifth lowest daily attendance
rate among its high school students and the twenty-ninth lowest cohort graduation rate as
compared to other Pennsylvania districts (Pennsylvania Department of Education,
2015a).

Student and parent perceptions, however, reveal a more positive picture of the
SDP. Surveys conducted by the district show that students and parents are mostly content
with the instructional rigor and education provided by Philadelphia schools. Over half (58
percent) of students report that they “learn a lot” in their classes “most or all of the time,”
while just 13 percent report that they do so “never” or “rarely” (School District of
Philadelphia & University of Pennsylvania Graduate School of Education, 2016b). An
overwhelming 91 percent of parents agree that “my child’s school meets the specific
academic needs of my child;” and again, 91 percent of parents affirm that they are
“pleased with the quality of education my child’s school is providing for my child”
(School District of Philadelphia & University of Pennsylvania Graduate School of
Education, 2016a). Educational surveys have consistently shown, however, that parents
and students are apt to rate their own schools highly, even as they demonstrate less
confidence in the education system nationally: a full 70 percent of public school parents
give their own child’s school the grade of “A” or “B,” while just 19 percent give a grade
of “A” or “B” to public schools “in the nation as a whole” (Richardson, 2015). These
national trends suggest that the favorable perspectives of Philadelphians towards their

local schools are perhaps rosier than warranted, ignoring endemic inadequacies apparent



when viewed objectively. Further, the response rates of the SDP student and parent
surveys reach only about 10 percent of potential participants, and thus may not accurately
represent the general perceptions of the population. What is clear is that while some
parents and students are content with their children’s education in the SDP, district
performance metrics suggest good cause for discontent among those same populations.
While academic measures are the most widely available metrics for comparing
district and school performance across the state and country, other educational aspects—
such as school safety and student misconduct—are also important in weighing the quality
of a school or school district. For now, no distinction is made between rates of student
misbehavior and rates of punishment; this topic is discussed further in Chapter 4.
Assuming some correlation among the two, however, the SDP sees higher rates of severe
consequences for misconduct than any other district in the state of Pennsylvania. The out-
of-school suspension rate in the SDP was three times higher than that in the rest of the
state in the 2008-2009 school year. Further, students in the SDP were arrested at a rate
3.5 times greater than the average across the state in the 2008-2009 school year, while the
number of school police, security, and resource officers per 1,000 students in the SDP
was ten times higher than in the rest of the state (Youth United for Change, Advancement
Project, & The Education Law Center, 2011). School misbehavior, crime, and
punishment has plagued the district for years, as described in a seven-part 2011 expose
published by the Philadelphia Inquirer, which documented serious acts of violence and
aggression on the part of students, and acts of both oversight and overreaction on the part

of administrators (Sullivan, Snyder, Graham, & Purcell, 2011).
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Beyond student behavior on school grounds, the district operates in a community
facing widespread crime and unemployment, both of which affect and are affected by
students’ educational experiences. Only 58 percent of high school graduates in
Philadelphia were employed in 2006, while just 38 percent of high school dropouts were
employed. Approximately 1 percent of adults 18 to 60 were institutionalized in 2006.
This figure rises as levels of education decline: about 2 percent of those with only a high
school diploma or GED were in jail, compared with 5 percent of high school dropouts
(Fogg, Harrington, & Khatiwada, 2009). When surveyed as to why they decided to drop
out of high school, those reporting a discipline-related motive gave reasons such as
multiple suspensions (32 percent), expulsion or transfer (30 percent), and punishment for
fighting (25 percent) (Youth United for Change, 2011).

Given concerns for student safety and well-being in the SDP, and the link
between student behavior in schools and in the community, research on the topic of
discipline policy is crucial information for policymakers and administrators, particularly
as they work to find a balance between containing misconduct and supporting those
students exhibiting behavioral problems. Of key importance is not just the effects of such
policies on student misconduct, but also on the nature and severity of the punishments put
in place by administrators in response to misconduct, and on the academic performance
of all students, whether misbehaving or not. These issues are explored in this dissertation.

The Current Study
This paper provides evidence on issues of school discipline policy in a large,

urban school district by addressing the following research questions:



(1) To what extent did the dismantling of the SDP’s zero tolerance discipline
policy affect severe student misconduct and consequential administrative
reactions? To what extent did it affect schools’ academic performance and
truancy rates?; and

(2) To what extent did the reduction of police officer presence in particular
schools in the SDP affect severe student misconduct and consequential
administrative reactions? To what extent did it affect schools’ academic
performance and truancy rates?

Severe student misconduct as defined in this dissertation represents those student actions
which harm other individuals or place them in danger; those which entail possession of
controlled substances or weapons; or those which could potentially be considered
criminal acts. For example, acts of violence would fall into this category, whereas
classroom disruption would not. Administrative reactions as defined in this dissertation
are the consequences outlined by the district as potential responses to such behaviors,
including out-of-school suspensions, disciplinary transfers, expulsion, and arrest.

These questions are explored with the use of quasi-experimental methods. Given
that each of these policy decisions took place in a natural, nonexperimental setting, they
raise complex issues of isolating the effects of the two policy ‘treatments’ and identifying
statistically equivalent control groups against which SDP schools can be compared.

To address Research Question (1), the paper employs propensity score matching
to sample non-treated students, paired with methodological strategies of difference-in-

differences analyses and comparative interrupted time series analyses. To address



Research Question (2), the paper employs propensity score matching paired with
difference-in-difference analyses, as well as a fuzzy regression discontinuity approach.
Propensity score matching is used to approximate baseline equivalence of treated schools
and comparison schools; difference-in-differences, comparative interrupted time series,
and fuzzy regression discontinuity are used to eliminate alternative confounding effects
that could bias the estimate of the treatment. The strategies are used collectively to
provide a multifaceted picture of potential treatment effects.
Organization of the Dissertation

This study examines the history and research on zero tolerance policies and
school-based law enforcement, the context of discipline policy in the SDP in terms of its
past and present history, and the effects of two discipline policy changes within the SDP.
Chapter 1 introduces the study and its significance. Chapter 2 explores theoretical
perspectives on misbehavior and crime in order to illuminate how shifting trends in youth
behavior led to the emergence of zero tolerance policies. The discussion then turns to
critiques of zero tolerance, namely, the purported link between such policies and the
‘criminalization’ of students, before exploring the current body of research on the effects
of zero tolerance and school-based law enforcement. Chapter 3 explores the SDP’s
history of discipline and zero tolerance policy since the early 2000s, with particular
attention to changing leadership and district management. Chapter 4 describes the
methodology driving the quantitative research of the study, outlining the research
questions, the data used in the study and their reliability and validity, and the quasi-

experimental design, sample, and analyses applied to address the research questions.
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Chapter 5 presents a descriptive analysis of student and administrator behavior across
Pennsylvania and within the SDP since the early 2000s. Chapter 6 presents results of
analyses examining the effects of the SDP dismantling its zero tolerance policy in 2012.
Chapter 7 present results of analyses examining the effects of the SDP reducing police
officer staff at a number of its schools in the 2013-2014 school year. Chapter 8 concludes
with a review of the research questions, a summary and discussion of the findings, and

recommendations for future study.
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CHAPTER 2: REVIEW OF THE LITERATURE

Zero tolerance policies, while examined here in the educational sector, first
gained traction outside of the educational context amid a complex interplay of shifting
national demographics, increasing levels of crime associated with drug and weapon use,
and evolving thinking around behavioral theory and legislative best practices at the
federal, state, and local levels. Debates over zero tolerance and its legacy in schools run
parallel to those currently contested in the larger domestic political realm in regards to the
vestiges of the “get tough” approaches of the 1990s and the high rates of incarceration for
minor offenses seen today (see, for example, Brooks, 2015). Understanding zero
tolerance policies necessitates delving into the historical context in which they rose to
popularity, as well as the theories of behavior which both support and undermine the
policies’ objectives.

This chapter begins with a discussion of select theories of behavior and crime
which have shaped how policymakers—and school administrators, parents, and advocacy
organizations—think about how students might respond to various types of discipline
policy. The chapter then turns to a brief history of trends in youth crime and in-school
behavior which prompted school systems to adopt policies under the umbrella of zero
tolerance and boost the number of school-based law enforcement in the mid-1990s. This
leads into a narrative of the more recent critiques of zero tolerance policies, primarily the
line of reasoning that these policies have led to undue incarceration and exclusion of

students. Finally, the chapter examines the current research base on zero tolerance
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policies and school-based law enforcement, and the effects of these policies on student
behavior and outcomes.
Theoretical Perspectives on Misbehavior and Crime

As with nearly all human behaviors, student misbehavior within school walls—
ranging from minor acts of delinquency to serious acts of violent crime—occur within
social and environmental contexts that both drive and influence individual decision-
making. Whether acting consciously or unconsciously, students act in certain ways based
on the unique value that each assigns to a given act; this value is a weighting of potential
profits against potential consequences. Thus at the heart of all school discipline policies is
the attempt to craft a policy under which students perceive a greater benefit resulting
from following rules of good behavior than from misbehaving. Discipline and behavior
within the schoolhouse context is particularly complex, however, given the overlapping
frameworks of hierarchical school authority; social milieu of students peers, families, and
communities; and individual responsibility that form the scaffolding of the school system.
While a number of theories have emerged in crime literature to explain the conscious and
unconscious thought processes that may lead an individual to act out, some are more or
less relevant to the behavior of youth in schools. More likely, many of these theories
interact to different degrees based on the place and time unique to each student.

The theories of delinquency and criminal behavior that are particularly salient in
the context of schooling and discipline are risk aversion, social learning, labeling, and
strain. Theories of risk aversion and social learning may lead school or district authorities

to implement strict discipline policies delineating clear and potentially severe
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consequences for defined misbehaviors; theories of labeling and strain may lead others to
implement discipline policies that aim to support and encourage positive behaviors while
engendering atmospheres of trust and respect. These two approaches are not necessarily
mutually exclusive, nor are the different theories of behavior. Still, they help illuminate
why certain students might misbehave and why certain schools and districts choose to
respond—and attempt to preempt such behaviors—in certain ways. The four theories are
not exhaustive of all theories of behavior which might illuminate student behavior in
schools and school administrators’ disciplinary responses, but they are perhaps most
salient; each is broadly introduced below.

The basic notion underlying the theory of risk aversion is that individuals act in
ways that they perceive to maximize their expected benefits and minimize their expected
costs (Becker, 1968). Costs and benefits here refer not (necessarily) to monetary profits,
but to any number of potential outcomes such as reputation, liberation, punishment, etc.
Punishment is often weighed as both the likelihood of punishment and the severity of
punishment (Eide, 2000). Risk aversion theories fall under the umbrella of larger
behavioral theories that view rational choice as the driver of individual behavior. A
student in a classroom, for example, can choose to sit quietly or interrupt the teacher. His
or her choice will depend on a rational weighting of the extent to which the potential
benefits—peer reputation, empowerment, delay of instruction, etc.—outweigh the
potential consequences—time out, embarrassment, a note home, etc. Not all individuals
perceive the same rationality of each choice; individual characteristics, such as low self-

control, may lead some actors to different choices than others (Nagin & Paternoster,
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1993). For example, research has shown that certain populations, such as convicted
criminals, are more concerned with likelihood of punishment than with severity of
punishment, while the general population is attuned to both (Block & Gerety, 1995). Still,
from this perspective, a clear delineation of potential consequences of a given action is a
reasonable approach to prevention of misbehavior and crime. In fact, most deterrence
policies, such as zero tolerance policies, are premised on this theory of behavior (Akers,
1990). The expectation of student risk aversion is thus salient in the establishment of
many school discipline policies.

While the theory of risk aversion posits that an individual’s expectation of future
benefits and costs shapes his or her decisions, the theory of social learning posits that past
and present rewards and punishments influence an individual’s proclivity to misbehave
(Akers, 1973; Akers & Jensen, 2011). In other words, stimuli from one’s environment—
such as positive reinforcement from one’s peers, negative reinforcement from authority
figures or family members, or vice versa, etc.—condition an individual to behave in a
certain manner. This is not entirely separate from the theory of risk aversion, and indeed
some experts subsume one theory under the other (Akers, 1990). But beyond more
simplistic concepts of trial and error, social learning helps explain why certain
individuals might act in certain ways in some situations, such as the home, but not others,
such as the classroom (Conger, 1976). Social norms and perceived definitions of good
and bad behavior play a significant role in the theory, as these are reinforced over time
through interaction with one’s environment (Akers, Krohn, Lanza-Kaduce, &

Radosevich, 1979). Social learning theory is supported by research suggesting that social



15

norms of one’s peers, family, and authority figures are closely related to one’s likelihood
to misbehave or commit crime (Akers et al., 1979; Baron, 2003). Theories of social
learning shape discipline policies that seek to take command of schoolhouse discourse on
good and bad behavior; resulting policies often aim to establish clear norms surrounding
defined behaviors, positively reinforcing good behavior through reward and supports, and
negatively reinforcing bad behavior through punishment and loss of reward.

On the other hand, the theory of labeling maintains that rulemaking and discipline
enforcement itself can engender misbehavior and crime. This theory imagines a
scaffolding of social groups in various positions of power; those at the top define
behavior and impose rewards and sanctions, and in the process, those at the bottom are
more likely to be identified as rule-breakers and delinquents. At the same time, such
labeling encourages those at the bottom to perceive themselves as rule-breakers and
delinquents, perpetuating a counter-productive cycle (Paternoster & lovanni, 1989). This
transformation of personal identity occurs in particular once an individual person is
stigmatized for having misbehaved or committed a crime; their likelihood to then
continue misbehaving or committing crimes is greater (Bernburg, Krohn, & Rivera,
2006). Labeling can also operate to disrupt traditional developmental paths: a student sent
to juvenile court is not only labeled a criminal in name, but consequently may be
transferred to an alternative program or expelled altogether. This negative educational
impact may affect future career attainment and earnings income and may lead the once-
student to continue down a path toward crime (Bernburg & Krohn, 2003). Many school

discipline programs that have emerged in the wake of zero tolerance policies explicitly
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aim to avoid such ‘criminalization’ of students, i.e., the purportedly routine introduction
of students to the criminal justice system and the permanent labeling of these students as
criminals and delinquents. Instead, they aim to avoid such labeling and address
behavioral issues through establishing norms and expectations with explicit student input
and by employing within-school interventions—such as in-school suspensions, as
opposed to out-of-school suspensions—when misconduct occurs.

Finally, strain theory suggests that individuals are compelled toward crime and
misbehavior because of negative relationships and their characteristics—such as anger—
and loss of opportunity. Strain occurs in situations in which failure is perceived or
anticipated, positive reinforcement such as reward for good behavior is all but absent, and
negative reinforcement such as punishment—or reward for bad behavior—is prevalent
(Agnew, 1992). Negative relationships causing strain can include pressure from deviant
peers as well as situations of abuse, victimization, or poverty (Baron, 2004). Even in the
same scenarios, individual conceptions of strain can vary, as can the individual emotions
and coping mechanisms generated by strain (Broidy, 2001; Elliott, Ageton, & Canter,
1979). This strain theory itself might not explain all variance in an individual’s proclivity
to commit crime, but strain is a trigger without which an individual might not turn to
misbehavior at all. Strain theory is particularly relevant in the context of a school district
such as Philadelphia, which enrolls many low-income, minority students living in crime-
ridden neighborhoods. The theory suggests that policies that aim to reduce misbehavior
and crime must also recognize strains on the student body and work to alleviate them.

Again, many discipline policies that have emerged in recent years emphasize school-wide
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supports for students and behavioral interventions as opposed to policies perceived as
increasing strain by stigmatizing and severely punishing students.

None of these theories perfectly explains why individuals, and students in schools
in particular, might misbehave or commit crime, but they are useful in understanding the
extent to which discipline policies might vary. Given that no single theory has emerged
as the final word on misbehavior, the wide range in discipline policies across the
country—and critiques leveled against them—should come as no surprise. Policymakers
simply make decisions based on which theory, or combination of theories, seems most
plausible and which overlap with policies that are popular and easily implementable.
Further, as described below, the dearth of empirical research on successful versus
unsuccessful school discipline policies exacerbates this issue. The shift from zero
tolerance policies to policies of school-wide supports signals a larger shift in public
discourse from frameworks of risk aversion and social learning to those of labeling and
strain. Evidence presented below suggests why this shift occurred and how advocates of
each theory can point to literature supporting his or her position.

Youth Behavior and Zero Tolerance

General approaches to school discipline have evolved over the last half century in
response to growing student bodies and changing societal norms. Understanding the rise
and fall of zero tolerance policies requires understanding the context in which zero
tolerance policies came to prominence. Rapidly changing student bodies in the wake of
the civil rights movement and subsequent desegregation efforts led school administrators

in the 1960s and early 1970s to increase their use of out-of-school suspensions and
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expulsions. These exclusion policies served as a quick fix to addressing individual
misbehavior and removing such disruptions from the classroom. A number of lawsuits in
the 1970s, however, placed new due process requirements on such exclusionary practices
and prompted a shift away from such policies. In-school suspensions replaced out-of-
school suspensions as common and accepted responses to student misbehavior (Adams,
2000).

School discipline practices shifted again following changing patterns of youth
crime and delinquency. In a 2001 report, the Office of the Surgeon General wrote of an
“epidemic of youth violence” beginning in the 1980s (Office of the Surgeon General et
al., 2001). Both official administrative crime records and self-reports of victimization
indicate a rise in crime throughout the 1980s: between 1983 and 1993, the report finds a
160 percent increase in youth homicide/manslaughter arrests and a 70 percent increase in
youth violent crime arrests; paired with 40-50 percent increases in self-report incidents of
assault, robbery, and violent crimes (Office of the Surgeon General et al., 2001). These
increases, in many locales associated with rising gang and drug-related activity
(Thompkins, 2000), led to the enactment of strict laws related to drug and weapon
possession in the late 1980s and early 1990s (Skiba & Peterson, 1999).

School systems soon followed suit, establishing stern rules and enforcement
policies surrounding issues of drug and weapon possession, but also extending into other
areas of misbehavior as well, such as cigarette use and classroom disruption (American
Psychological Association Zero Tolerance Task Force, 2006). This atmosphere of strict

oversight was enshrined in federal law in the passing of the national Gun Free Schools
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Act of 1994, signed by President Clinton and part of the larger Elementary and

Secondary Education Act reauthorization of 1994, requiring states to impose one-year
expulsion for student possession of a weapon on school grounds (Gun-Free Schools Act,
1994). Pennsylvania, for example, subsequently passed Act 26 in 1995 outlining
automatic expulsion for weapons possession; many Pennsylvania school districts then
built on this policy requirement and included additional behaviors and delineated
consequences in their disciplinary codes (American Civil Liberties Union of
Pennsylvania, 2015). These new zero tolerance policies allowed policymakers to side
step requirements related to due process when excluding students from schools (Adams,
2000). Federal policies also encouraged the expansion of law enforcement in schools.
Federal subsidies from the justice department helped pay for schools across the country
to staff uniformed police officers for the first time in the 1990s (Cook, Gottfredson, &
Na, 2009; Petteruti, 2011).

Evidence on student behavior in schools does not necessarily parallel the
nationwide increases in youth crime in this period. The percentage of students reporting
criminal victimization at school remained stable at 15 percent between 1989 and 1995;
also stable were the proportions of students reporting injury or threatened injury at
school, from as far back as 1976 through 1996 (Kaufman et al., 1998). Of course, these
numbers may mask variation among different student groups. For African American
students, the reported proportion of students injured with a weapon at school increased
from 5 percent to 10 percent between 1983 and 1990 (Office of the Surgeon General et

al., 2001). Whether or not actual rates crime and misbehavior were changing for different
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groups, what is clear is that perception of declining school safety certainly grew in this
time period. The proportion of students who feared of attack at school jumped by 50
percent between 1989 and 1995, while the proportion reporting avoiding one or more
places at school jumped by 80 percent in those years (Kaufman et al., 1998).

In the wake of these perceived threats of heightened school violence, school
districts imposed increasingly strict, punitive school discipline policies. Policymakers in
part built on the theories of criminal behavior of risk aversion and social learning: the
new discipline codes modeled on zero tolerance aimed to use deterrence to mitigate
issues of misbehavior in school—increasing students’ perceived risk of misbehavior by
outlining severe punishment—as well as to establish social environments of clear rules
and regulations in which reprisal for misbehavior is known, expected, and accepted
(Ewing, 2000). As zero tolerance policies spread throughout the mid to late 1990s and
through the early 2000s, self-reports of school crime and misbehavior decreased by many
metrics. The percentage of students reporting criminal victimization at school declined to
5 percent by 2003 and to 3 percent by 2013, though the percentage of students reporting
injury or threat of injury with a weapon remained stable (Robers, Zhang, Morgan, &
Musu-Gillette, 2015). The percentage of students who reported being in a physical fight
at school decreased from 16 percent in 1993 to just 8 percent in 2013; in the same time
period, the percentage of students who reported carrying a weapon at school decreased
from 12 percent to 5 percent (Center for Disease Control and Prevention, 2014). These
trends, however, were reflected in changing patterns of youth behavior outside of school

as well. Between 1999 and 2008, juvenile arrest rates decreased by 10 to 30 percent
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across the board for offenses such as aggravated assault, property crime, burglary, and
theft; violent crimes and murders decreased by 9 percent, while drug abuse violations
decreased by 7 percent (Federal Bureau of Investigation, 2009).

Whether or not these changes in youth crime and misbehavior both inside and
outside of school were the result of or related to the introduction of zero tolerance
policies is not clear; they may have simply occurred over the same timeframe that the
new policies were enacted. The link between school discipline policies and crime—or
crime rates—is often assumed in discourse, however, that draws ties between strict
discipline, school law enforcement presence, and student criminalization. This topic is
explored further below.

Path from Zero Tolerance to Criminalization

Like many school districts, Philadelphia moved away from its zero tolerance
policy amid an atmosphere in which policy organizations and student advocacy groups
increasingly pointed to a direct link between zero tolerance and criminalization, or the
increased likelihood that students are labeled as criminals or delinquents and introduced
into the criminal justice system. In many locales, the transition to more delineated,
punitive discipline policies went hand-in-hand with a heightened presence of police in
schools. Police entered school buildings as part of a wide variety of policies and
programs, some subsidized by grants from the federal government and other
organizations, some more locally based. A handful of districts including Philadelphia
established their own police departments in the mid-1990s, while others partnered with

local police departments to employ officers (Vera Institute of Justice, 1999). Many
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districts established school resource officer programs that placed a greater emphasis on
community building, mentoring, education, and conflict resolution than on crime
containment and consequences for misbehavior. Such school resource officers may or
may not operate in plain clothes and in some cases are not armed; still, they retain the
authority to arrest or at minimum detain students until local law enforcement arrives
(Petteruti, 2011; Shaw, 2004; Thurau & Wald, 2010).

The distinction between school police officers and school resource officers can be
difficult to discern, particularly in aggregate administrative records tallying officer
employment in schools. The National Center on Education Statistics reports that the
percentage of schools using security guards and/or police officers as school security
measures increased from 54 percent of schools in 1999 to 70 percent of schools in 2013
(Robers et al., 2015). The Bureau of Justice Statistics reports that the percentage of local
police departments deploying school resource officers grew from 30 percent in 1999 to
43 percent in 2003, and then declined to 38 percent in 2007 (Bureau of Justice Statistics,
2001; 2006; 2010). Together, these figures show that while the overall use of police
officers in schools has increased since the late 1990s through the 2000s, the specific use
of school resource officers has stalled somewhat. This may suggest that schools are
ending their use of school resource officers as mentors and educators but continuing to
employ school police for security reasons.

Regardless of the capacity in which schools are employing police officers, the
rhetoric of advocacy organizations, student groups, and even researchers frequently links

strict school discipline policies with increased presence of law enforcement on school
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grounds and ultimately with criminalization of students. This linkage is often termed the
‘school-to-prison pipeline’, a term increasing in usage since the early 2000s
(Advancement Project, 2010; Christle, Jolivette, & Nelson, 2005; Fowler, 2011,
Gonzalez, 2012; Kim, Losen, & Hewitt, 2010; Wald & Losen, 2003). The term has
become so common that a 2011 press release headline from the Department of Justice
announced a new initiative to “respond to the school-to-prison pipeline” through
programming aimed at introducing less punitive discipline policies (United States
Department of Justice, 2011). The pipeline represents the belief that, through both direct
and indirect paths, zero tolerance policies increase the likelihood of student contact with
the criminal justice system: severe punishments for minor offenses push students out of
school and increase the likelihood of student detainment or incarceration, thereby
creating barriers to reentry into the traditional education system, encouraging further
delinquency, and limiting future career prospects (Harper, 2011; Kim et al., 2010). The
increased likelihood of detainment or incarceration is in some cases a direct result of
increased police presence in schools (Klehr, 2009). In others cases, even if students are
not introduced to the criminal justice system by the school itself, their exclusion from
school through suspensions or expulsions limits their career potential and ultimately
increases crime and incarceration rates (Darling-Hammond, 2006).

Much of the criticism of zero tolerance policies follows from theories of behavior
such as labeling and strain: once students are identified as delinquents through harsh
consequences of zero tolerance such as removal from the classroom, they carry that label

both internally—seeing themselves as rule breakers—and externally—as others
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categorize them as rule breakers and continue to exclude them based on this label. At the
same time, these negative experiences and relationships with authority as a result of
severe punishments encourage further disengagement and delinquency. A key aspect of
this logic is the assumed negative consequences associated with exclusion from the
classroom through suspensions, expulsions, and disciplinary transfers. For example,
reports and policy papers on zero tolerance repeatedly point to research linking
disciplinary practices such as suspensions and expulsions with negative student outcomes
such as low student achievement and higher rates of incarceration (Advancement Project,
2010; American Civil Liberties Union of Pennsylvania, 2015; American Psychological
Association Zero Tolerance Task Force, 2006; Youth United for Change et al., 2011).
Much of the research literature in this area, however, relies on descriptive and
correlational approaches rather than experimental or quasi-experimental analyses. The
question remains whether these causal relationships play out in reality. This question is
examined in the next section.
Research Linking School Discipline and Student Outcomes

Research on school discipline policy and student behavior—ranging from
academic achievement to school crime—is limited (Astor, Guerra, & Acker, 2010; Cook
et al., 2009). While researchers have begun to address the complex relationships between
student behavior, achievement, and discipline policies, most research only addresses one
or two connecting threads of a much larger web (Cornell & Mayer, 2010). One notable
exception is Chen (2008), who articulates an intricate model of school crime and

estimates associations among variables using structural equations modeling. Much of this



25

research, including the study by Chen (2008), does not utilize experimental and quasi-
experimental methods to analyze variable relationships. In doing so, the current literature
often fails to take context into account, that is, to eliminate the threat of omitted variables
and properly isolate and identify valid causal effects. While much has been written on the
topic of discipline policy and student behavior, this paper considers only those studies
employing quasi-experimental methods and experimental methods as rigorous research
which could conclusively demonstrate causal effects and form the foundation of a sound
literature base on the topic. Of course, experiments testing the effects of various
disciplinary consequences on students would likely be unethical; nevertheless, research in
the absence of such experiments should, to the greatest extent possible, approximate
experimental conditions through design and modeling of analyses. Below, this paper
examines depth and quality of existing research on the many linkages among zero
tolerance policies, school-based law enforcement, and student behavior.
Research on Zero Tolerance

Despite the swelling outcry against zero tolerance policies in the last decade,
research conclusively demonstrating negative effects—or any effects—of zero tolerance
policies is scarce. A 2006 task force on zero tolerance policies found “no reliable studies
on the impact of zero tolerance on student behavior or school climate...conducted under
any kind of controlled experimental conditions” (American Psychological Association
Zero Tolerance Task Force, 2006). Other influential reports—most condemning zero
tolerance, such as a 2010 report by the Advancement Project, a civil rights policy

organization—conclude that associations alone between the presence of a zero tolerance
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policy, higher rates of suspensions, and lower academic achievement are sufficient to
denounce zero tolerance policies in their entirety (Advancement Project, 2010). At least
the Advancement Project is conscientious in claiming only “associations” among these
variables; other research on zero tolerance and negative student behaviors claims
causality on the basis of descriptive and correlational research alone (see, for example,
Fowler, 2007).

Where research on zero tolerance falls short of fashioning valid causal linkages
between zero tolerance policy and student behavior, it relies on evidence linking
suspensions and expulsions—often seen as cornerstones of zero tolerance policies—to
negative student outcomes such as incarceration or lower achievement in order to provide
evidence of the detrimental effects of such policies. Policy reports on zero tolerance often
draw on research suggesting that suspensions predict a number of detrimental outcomes,
including dropout (Arcia, 2006; Costenbader & Markson, 1998; Kim et al., 2010); lower
academic achievement (Arcia, 2006; Brown, 2007); lower rates of on-time graduation
(Mendez, 2003); negative socio-/emotional wellbeing (Brown, 2007); increased
likelihood of contact with the criminal justice system (Costenbader & Markson, 1998;
Fabelo et al., 2011; Klehr, 2009); and higher rates of future suspensions (Mendez, 2003).
In the same vein, zero tolerance policies are also condemned on the assumption that they
are linked to greater rates of absenteeism and contact with the criminal justice system;
research has linked absenteeism to low academic achievement (Gottfried, 2009) and
dropout (Balfanz, Herzog, & Mac lver, 2007); and court appearance to lower graduation

rates (Sweeten, 2006; Vermeire, Merluzzi, & Ridolfi, 2013). Note that not one of the
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studies cited here used experimental or appropriate quasi-experimental methods, instead
relying primarily on correlation and simple regression analyses to support their
conclusions that one variable predicts another or is linked to another. While such non-
experimental research certainly suggests relationships among variables and helps direct
future lines of inquiry, it cannot answer questions as to the effects of student exclusion
from the classroom—whether through suspensions, absenteeism, or incarceration—much
less answer questions as to the effects of zero tolerance policies.

Another area of research often summoned in discussions of the efficacy of zero
tolerance policies is the relationship between school climate and student behavior. School
climate here refers not to the organizational climate of a school—a combination of the
material resources, size, and background characteristics of individuals that help define a
school—but to the social climate of a school, including the rules of operation and the
norms, belief systems, and relationships of individuals within the school (Anderson,
1982). Zero tolerance explicitly identifies and condemns poor behavior, and then defines
and broadcasts specific consequences for such behavior. Critics of zero tolerance,
following the labeling and strain theories of behavior and crime, argue that such policies
strain the relationships within schools and create a climate of mistrust and fear,
potentially engendering more misbehavior. At minimum, researchers argue that school
climate should be a central consideration in literature on the motivations of student
behavior as it represents the milieu within which behavior is conceived and enacted

(Astor et al., 2010).
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School climate research has grown out of studies suggesting that school-level
factors are closely related to individual behavior. For example, Christle et al. (2005) find
significant relationships between individual delinquency and school-level factors such as
suspension rates, average academics, and dropout rates. Research has suggested that just
one disruptive peer in a class of 25 students can reduce future earnings potential of an
individual student by an average 3 to 4 percent (Carrell, Hoekstra, & Kuka, 2016).
Related lines of inquiry move further outside the schoolhouse and examine larger
constructs such as neighborhood context and social strata norms, also finding strong
associations between these and individual behavior such as crime (Sampson, Morenoff,
& Raudenbush, 2005). The strongest research in this field has exploited student
assignment to schools through randomized lotteries to form valid causal estimates.
Cullen, Jacob, and Levitt (2006) find that assignment to schools of higher average
achievement and attainment reduces the individual likelihood of misbehavior; in the same
vein, DeAngelis and Wolf (2016) find that enrollment in private school through a
voucher system leads to lower rates of criminal activity.

Research specifically focusing on school-level disciplinary practices and their
relationship with student behavior is less robust, at least in the ability to draw causal
conclusions. Some studies address factors more intimately related to zero tolerance:
Skiba et al. (2014) find that schools’ whose administration is more favorable to
consequences entailing school exclusion see more misbehavior than those more favorable
to prevention strategies. Others take a broader approach that could support arguments

both for and against zero tolerance. For example, research shows negative associations
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between perceived respect for students and fairness of rules with misconduct
(Gottfredson, Gottfredson, Payne, & Gottfredson, 2005; Welsh, 2000). Critics could
argue that zero tolerance policies do not communicate respect for students or fairness of
rules, while advocates could argue that such norms are exactly what zero tolerance
intends to communicate.

Much recent research and policy discussions have focused on school-wide
behavioral support interventions, often viewed as an alternative to zero tolerance policies.
These programs vary widely, but generally denounce the punitive aspects of zero
tolerance and instead aim to build positive, inclusionary responses to misconduct that do
not remove students from the classroom or at least the school (Gonzalez, 2012; Klehr,
2009). Meta-analyses of studies examining the impacts of school-wide positive
behavioral support programs find promising results: these programs on average decrease
not just disruptive behavior but also violent and aggressive behavior (Hahn et al., 2007;
Wilson & Lipsey, 2007). Of course, this research does not de facto demonstrate that zero
tolerance policies have the opposite effect, or that zero tolerance policies do not promote
the same types of behavioral supports. Research on zero tolerance is simply less prevalent
and broader as a result of the larger-scale implementation of district-level policies versus
school-level programs. Overall, much of the research supporting arguments for and
against zero tolerance policies is tangential to the enactment or removal of such policies
themselves. Rigorous research on the effects of zero tolerance is largely non-existent, and
related research can only begin to suggest patterns and relationships among related

student behaviors.
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Research on School-based Law Enforcement

More targeted research exists on the topic of school-based law enforcement, but
much of the current literature focuses on specific programs that introduce police into
schools rather than the district-wide increase in police presence in response to a discipline
policy directive. Further, these studies tend to use descriptive and correlational analyses
rather than experimental and quasi-experimental approaches to examine relationships
among law enforcement presence and student behavior. A 2012 systematic review of
research on police-based programs in schools found only a single study employing quasi-
experimental methods that would earn the accolade of “acceptable with reservations”
from the What Works Clearinghouse operated by the U.S. Department of Education
(Petrosino, Guckenburg, & Fronius, 2012). The study by Theriot (2009) used a non-
equivalent statistically controlled comparison group design to examine whether the
addition of school resource officers into a school led to higher rates of arrests, among
other outcomes; it found that schools with SROs saw higher numbers of arrest for
disorderly conduct but not for other types of arrest (Theriot, 2009).

Examining the relationship between police presence in schools and the likelihood
of student crime—whether measured by rates of arrest, incarceration, calls for service, or
student-reported criminal acts—is a common line of inquiry in the literature. Counter to
Theriot (2009), research employing comparison groups generally suggests a null
relationship of police presence on student crime (Brady, Balmer, & Phenix, 2007; Katz,
Schaefer, & Uchida, 2002; Maguire, Solomon, & Uchida, 2003; Schreck, Miller, &

Gibson, 2003), while those studies relying on correlational analyses generally suggest a
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positive relationship of police presence on student crime (Gonzalez, 2012; Mayer &
Leone, 1999; Na & Gottfredson, 2013; Vermeire et al., 2013). Of course, such
correlational analyses may simply work to highlight that schools with more minority
students and more socio-economically disadvantaged students, presumably more urban
schools with higher rates of crime to begin, see higher rates of police presence (Verdugo,
2002). Other research examines the impact of police presence in schools on the rates of
student suspensions, absenteeism, and perceptions. Studies generally show a positive
relationship between the presence of police and rates of suspensions and expulsions
(Brady et al., 2007; Vermeire et al., 2013) or a null relationship (Maguire et al., 2003).
One exception is Johnson (1999b), which finds a decrease in suspensions for
misbehavior, though the study analysis relies on descriptive aggregation of survey data.
Bowles, Reyes, and Pradiptyo (2005) find a decrease in truancy associated with an
increase in police presence. Finally, McKay, Covell, and McNeil (2006) find that a
partnership to promote school officers as role models was associated with a positive
belief in the efficacy of the program, though it had no association with subsequent
student behavior. Bhabra, Hill, and Ghate (2004), on the other hand, find that a school-
based police program was not associated with student attitudes toward and perceptions of
police officers.

Beyond the non-experimental nature of these studies on school-based law
enforcement, research in this area is hampered by limited data and potential unreliability
of the scant data that are collected (Thurau & Wald, 2010). The validity of the data is also

in question; for example, which is a more valid measure of student misbehavior—student
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self-report or school suspension rates? Or is neither truly representative of the breadth
and depth of student misbehavior? These questions are particularly pertinent to crime
versus arrest rates—do arrest rates accurately represent criminal activity, or do they
over/underestimate actual criminal behavior? Any researcher must work within the
limitations of the data available to be generated and collected,; still, these topics are

explored in the Methodology section of this paper.

While zero tolerance policies have seen both ardent support and vitriolic critique
since their zenith in the 1990s and 2000s, the literature base provides little overall
evidence on the effects and legacy of such policies in schools. Current research also falls
short of providing strong evidence on the effects of school-based law enforcement. Much
of the limitation in the current literature is not due to a scarcity of writing on the topic,
but a lack of studies employing appropriate, rigorous methods that would result in valid
estimates of the effects of these policies. This paper addresses this shortfall by using
quasi-experimental methods to approximate equivalent control groups and isolate other
potential confounding effects. In doing so, this paper aims to fill important gaps in the
literature, at a time in which districts across the country are rethinking their disciplinary
strategies and looking for sound evidence of the successes and shortfalls of zero tolerance

policies.
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CHAPTER 3: DISCIPLINE POLICY IN PHILADELPHIA

Philadelphia presents a unique setting in which to study the effects of zero
tolerance policy and school-based law enforcement, particularly given the school
district’s shift toward and away from zero tolerance since the early 2000s. This paper
considers the impact of such policies on student behavior and academics specifically in
the School District of Philadelphia (SDP). While Philadelphia also houses a large charter
school sector, the charter school sector operates outside of the policies of the SDP and is
used as an analytic comparison group in this study where possible (see Chapter 4:
Methodology). While much national attention focused on the SDP in recent decades has
centered around fiscal crises and state takeover of district management in the early 2000s,
the SDP on the local level has continually developed its operational and disciplinary
policies under a series of school superintendents, each with different goals and
perspectives. This chapter begins with a brief history of the SDP, emphasizing the
context in which policy decisions are made and remade in the district. The chapter then
turns to discussion of the disciplinary policy of the SDP, focusing specifically on the
establishment of the district’s zero tolerance policy in the 2002-2003 school year, the
dismantling of this policy ten years later, and the coinciding proliferation of school-based
law enforcement in schools across the district. By leveraging two particular policy
decisions regarding discipline policy and school police assignment made by the SDP in

recent years, this study isolates and analyzes the effects on student behavior and
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academics of both zero tolerance policies and policies which place police officers in
schools.
Recent History of the SDP

Over the last 25 years, the School District of Philadelphia has continually evolved
in its management structure, goals, and policy directives in an effort to overcome fiscal
and academic crises. Perhaps the most significant shift in district operations occurred
with state takeover of the district in the early 2000s; this decision continues to
overshadow much of the rhetoric and debates that surround the school district today, as
well as the various brands of school reform that have come and gone within the school
district. The developments leading to the state takeover and the decisions made in its
aftermath provide important context for understanding the policy decisions and
constraints of the district as it operates today.

State takeover of the SDP occurred within an atmosphere of diminishing fiscal
support for the district and an increasingly popular educational reform movement on the
state and national levels. The state of Pennsylvania has traditionally funded a lower
proportion of its schools than many other state governments, leaving districts to turn to
local taxes to supplement state funds. In the early 1990s, the state legislature froze the
funding formula such that the state would no longer automatically provide additional
funds to school districts based on their enroliment or other needs. At the time, the state
already funded its schools at a lower proportion of their total revenue than 70 percent of
other states (author’s calculations, based on Johnson, 1996). The SDP, which saw

increasing enrollments throughout the 1990s but persistently low property values—and
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thus low local property tax revenues—was particularly affected by this decision and
recorded significant budgetary shortfalls throughout the decade (Travers, 2003).

At the same time, state and national policy had begun to center around
accountability and school reform in the 1990s, promoting ideas such as the annual
assessment of student and school performance and the elimination of bloated
bureaucracies. Pennsylvania first administered its state assessment, the Pennsylvania
System of School Assessment, in 1996. The results starkly highlighted the low
performance of students enrolled in the SDP relative to other students across the state
(Travers, 2003). The year-over-year findings leading into the early 2000s drove political
will to reimagine the educational offerings of the district and coincided with support for
eliminating bureaucratic excesses and addressing the SDP’s fiscal problems. Thus in
2001, the state announced as a major reform effort its intention to eliminate the SDP’s
local school board and replace it with a committee of individuals appointed by the
governor and the Philadelphia mayor, to be known as the School Reform Commission
(SRC).

The SRC’s policies in the years that have followed have proven dramatic and
controversial. The SRC has encouraged the expansion of a parallel charter sector and
placed management of a number of SDP schools into the hands of private educational
management organizations. It has also voted to close a number of district schools and lay
off teachers and staff—even canceling the local teachers’ union contract—in light of
declining enrollment and continued budget shortfalls. These and other decisions have

proven unpopular with parts of the local community, who view the SRC as disconnected
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from the community and indifferent to the value of local input and social ties (see, for
example, Jones, 2016; Mezzacappa, 2015b). The controversies and vitriol surrounding
the SRC and on-going reform efforts in Philadelphia place great pressure on the district
superintendent—who operates as the CEO of the commission—to improve the state of
the school system and remake the district according to his or her own vision (Nowak,
2015). This burden also contributes to quick turnover: the SDP has seen four
superintendents since the establishment of the SRC, each with his or her own unique
brand of initiatives. As a result, district policies have often differed from one
superintendent to the next. It is within this context of constant evolution and revision of
district policy that zero tolerance came to prominence in the SDP, and within this context
that it fell out of favor.
Zero Tolerance in the SDP

The School District of Philadelphia first enacted its zero tolerance policy in its
2002-2003 student code of conduct under new superintendent Paul Vallas. Vallas came to
Philadelphia after serving as superintendent of the Chicago Public Schools, where he
established a legacy of strong accountability paired with investment in infrastructure and
support for expanded school programming, including charter schools, magnet programs,
after-school programs, and summer school (Russo, 2003). Vallas’ brand of
accountability, while most publicly focused on academics, expanded into student
discipline as well: he emphasized strict reporting of serious offenses and removing
offending students from the classroom through expulsions or placement in alternative

programs (Johnson, 1999a). Upon his arrival in Philadelphia, the discipline policy of the
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SDP soon reflected these priorities: Philadelphia’s 2002-2003 zero tolerance policy,

written into the student Code of Conduct published annually, emphasized student
placement into alternative programs as the appropriate response to serious violations such
as harassment or assault, and mandatory reporting of offenses to the district and, when
necessary, the police department. The Code of Conduct summarizing the policy outlined
two levels of violations. Level 1 incidents—including disruption of school, reckless
endangerment, and possession of drugs or alcohol, among other infractions—obliged
corrective actions ranging from meetings with teacher and administrators to suspension.
Level 11 incidents—including repeated Level 1 violations, assault, and weapons
possession, among other violations—obliged placement of the student in an alternative
program or expulsion (School District of Philadelphia, 2002). Relevant sections of the
2002-2003 Code of Conduct are provided in Appendix A.

The policy was strictly implemented. Between the 2001-2002 and the 2008-2009
school years, enrollment in alternative disciplinary programs in the district grew by 436
percent; the student compositions of these schools tended to have higher proportions of
black male students, socioeconomically disadvantaged students, and students scoring
lower on state assessments, as well as lower proportions of students reaching graduation
(Chiang & Gill, 2010). With the policy’s implementation came both praise and criticism.
Supporters commended the policy for eliminating ambiguities, removing disruptive and
dangerous students from the classroom, and shining a light on incidents that previously
may have gone unreported. Critics questioned the sweeping nature of the policy and

whether it denied due rights to students most in need of academic and behavioral supports
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(Snyder, 2002). These questions would not be answered during Paul Vallas’ tenure; the
superintendent left his position in 2007 to take charge of the Recovery School District in
New Orleans. He was succeeded in Philadelphia by Arlene Ackerman, a seasoned
administrator most recently leading the school districts of Washington, D.C. and San
Francisco.

Ackerman’s time as superintendent would primarily come to be defined by her
Imagine 2014 plan, a wide-ranging five-year plan announced in 2009 to remake the
district. The proposal touched on many areas of district policy, including reducing class
sizes, expanding elective and summer school programs, and turning over the district’s
lowest-performing schools to new management (Graham, 2009; School District of
Philadelphia, 2009; Socolar, 2009). Prior to the release of this plan, however, Ackerman
revised disciplinary policies in the district according to her new vision to limit the use of
alternative disciplinary schools, which had been a cornerstone of Vallas’ discipline
policy. Ackerman shifted the SDP’s discipline policy away from transfers to alternative
schools and toward expelling and suspending more students in response to serious
transgressions. While expulsion had been a potential repercussion of Level 1l offenses
under the previous Code of Conduct, no students were expelled between the 2004-2005
and 2007-2008 school years under Vallas’ leadership; rather, students committing serious
infractions were either transferred to alternative programs or were permitted to remain in
their traditional schools (Graham, 2008). Ackerman’s new 2008-2009 Code of Conduct

instead outlined procedures for expulsion hearings to be held by district leadership and
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raised the cap on the maximum number of suspension days for a single infraction from
five to ten (School District of Philadelphia, 2008).

The new policies were intended to take a hard line in addressing persistent rates of
violent student behavior in schools, and the subsequent school year saw increases in the
district’s rate of out-0f-school suspensions and expulsions (Hardy, 2014). As described in
2011 by a collaboration of Philadelphia youth advocacy organizations,

“There may be no other large, urban school system that matches the District in its

promotion of zero tolerance and in the heavy use of out-of-school suspensions,

expulsions, disciplinary transfers to alternative schools, referrals to law

enforcement, and school-based arrests.” (Youth United for Change et al., 2011)
Partially in response to this new burden of conducting large number of expulsion
hearings, the SDP created a preliminary committee in 2011 to review cases prior to
hearings and flag those which clearly do not merit expulsion (Snyder, 2011b). Still, rates
of suspensions and expulsions remained high. While Ackerman had changed the
operation of the district’s disciplinary policy, she largely left the zero tolerance legacy of
Vallas intact (Rouff, 2010).

Though more students were expelled and suspended in the immediate aftermath
of the new discipline policy, reports of dangerous behaviors and misconduct in the school
district continued. Some proved jarring and daunting. A seven-piece 2011 series on
school crime published by the Philadelphia Inquirer reported that an average of 25
students, teachers, or other school staff per day were assaulted, robbed, or rendered
victims of other violent crimes (Sullivan et al., 2011). Even then, evidence of

underreporting of serious incidents persisted; teachers described an atmosphere in which

they were encouraged not to report incidents in order to render statistics collected on their
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schools more positive (Snyder, Sullivan, Graham, & Purcell, 2011). The SDP initiated a

number of intervention programs throughout Ackerman’s tenure to preempt misconduct
and address underlying issues encouraging such behavior, but these were often sporadic,
not fully implemented, or directed toward only a handful of the district’s schools. For
example, the district committed to instituting a positive behavioral support program in the
2009-2010 school year, but ultimately the program floundered due to administrative
turnover, weak school-level implementation, and, ultimately, lack of funds (Public
Citizens for Children and Youth, 2010). In another approach, Ackerman expanded in-
school suspension programs in spring 2010, but funds for these programs were cut by
nearly 40 percent in the 2011-2012 school year (Snyder, 2011a).

Not until new leadership entered the SDP would the district’s discipline policy
dramatically change. Ackerman left the SDP in August 2011, in light of mounting public
pressure over the district’s budgetary deficits, cheating allegations, and, in part, her
handling of racial violence at a high school in South Philadelphia (Mezzacappa, 2011).
She was replaced in June 2012 by William Hite, former schools chief of Prince George’s
County, MD. Just two months later, the SDP announced a large-scale revision of its zero
tolerance policy as outlined in the Code of Conduct. The revision was based in part on a
Blue Ribbon Commission on Safe Schools that Ackerman had convened in 2010 seeking
district-wide solutions to student misconduct as well as specific solutions targeted at 46
particularly dangerous schools. The commission’s report, published in January 2012,
made a number of recommendations, including strengthening students’ peer

relationships, establishing positive support systems, and streamlining reporting practices
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(Blue Ribbon Commission on Safe Schools, 2012). The 2012 revision of the district’s
Code of Conduct grew in part out of the commission’s report, but extended even beyond
its modest recommendations.

In August 2012, Hite announced the new Code of Conduct, giving administrators
more authority to handle disciplinary cases and emphasizing that out-of-school
suspensions, expulsions, and transfers be last resorts (School District of Philadelphia,
2012). The new policy did away with the Level | and Level Il infractions outlined in prior
Codes of Conduct. Instead, the policy outlined a number of disciplinary behaviors and
five tiers of intervention permitted as administrative responses for each: (1) in-school
intervention; (2) out-of-school suspension; (3) contract with intervention or lateral
transfer; (4) disciplinary school assignment; and (5) disciplinary school assignment with
expulsion referral. While the most severe consequences remained for dangerous
behaviors such as weapons possession or assault, the most common behaviors—such as
disruption and truancy—aligned only with the first tier of intervention, in-school
supports, even when these behaviors were repeated. In-school interventions remained an
option even for more serious behaviors such as fighting, harassment, or destruction of
property. The revision effectively dismantled the district’s zero tolerance legacy
instituted under Vallas and established an early tone of misconduct prevention as opposed
to punishment for Hite’s tenure (Hardy, 2014; Mezzacappa, 2012; Pope, 2012).

The district’s reversal on zero tolerance, while championed by some local policy
organizations and based on district’s own Blue Ribbon Commission on Safety, largely

drew on descriptive evidence on high rates of suspensions and expulsions in the district,
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anecdotal evidence on continued crime and misconduct in the district, and successes of
alternative programs promoting positive behavioral supports. The decision was not based
on any compelling research demonstrating that the zero tolerance discipline policy itself
contributed to excessively high rates of punishments—a view which in itself assumes that
many of the punishments recorded by the district were overreactions to student actions—
or that crime and misconduct would have occurred at lower rates in its absence. Nor was
it based on any such generalizable research from other locales, as such research is largely
absent (see Chapter 2: Review of the Literature). This paper aims to address this void in
the research literature on zero tolerance, leveraging the district’s stark reversal on the
policy to examine student behavior and disciplinary responses in the absence of the zero
tolerance policy.
School-based Law Enforcement

While the district’s move away from its zero tolerance policy was a sharp
reversal, it came at the same time many other large districts were rewriting their
discipline codes, including Chicago, New York City, Los Angeles, San Francisco,
Oakland, Miami, and Denver (Anderson, 2015; Hood, 2012). Like these and other
districts, however, Philadelphia has continued to maintain a legacy of widespread police
presence in its schools. The SDP first established a district police department in 1993,
under the supervision of the district and fully separate from the citywide Philadelphia
Police Department (Vera Institute of Justice, 1999). School police in the SDP do not
carry weapons and cannot arrest students, but may respond to incidents and contact city

law enforcement, detaining students until city police arrive on the scene. These school
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police offers are different from the School Resource Officers (SROs) that are common in
many schools across the country. SROs first entered Pennsylvania schools in 1997,
expanding to 26 districts by the 2003-2004 school year and 87 districts by the 2011-2012
school year (American Civil Liberties Union of Pennsylvania, 2015). As described in
Chapter 2, SRO programs generally place a greater emphasis on community building,
mentoring, education, and conflict resolution than on crime containment and
consequences for misbehavior. The SDP’s school police officers, however,
unambiguously operate to reduce crime and misconduct. According to their current SDP
job description, school police officers’ responsibilities primarily include “[patrolling]
School District facilities and grounds to prevent disruptive or illegal actions, access to
restricted areas, theft or vandalism on an assigned or rotating shift” (School District of
Philadelphia, 2016). The job description makes no mention of mentoring or educational
engagement with students.

While the SDP shifted its disciplinary policy to focus on in-school interventions
and deemphasize severe punishments, its reliance on school police officers has largely
remained stable. The number of school police officers in the district’s 200+ schools
remained just above 400 from the mid-2000s through the 2013-2014 schoolyear before
dropping slightly to 386 in 2014-2015 (School District of Philadelphia Consolidated
Budgets, 2011-2016). The lack of a more significant drop in that timeframe is particularly
notable given that SDP has faced years of declining enrollment and repeated cuts in many
areas of the district budget over the last decade, exemplified by the closing of 30 schools

in the 2011-2012 and 2012-2013 school years and the conversion of many traditional
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district schools to charter schools. Thus despite a recent disciplinary atmosphere
promoting positive behavior supports and interventions, the actions of the SDP reveal
that the district continues to view school police as an established and necessary element
in its disciplinary approach.

The fiscal problems of the SDP continue to plague the district, however, and in
recent years budget shortfalls have shaped the extent to which the district itself can
maintain its outlined policies. In the 2013-2014 school year, the district had no choice but
to eliminate some of its intended police officer positions. In all, 28 schools—23
elementary, 2 middle, and 3 high schools—were required to share a police officer with
another school: each school would host the police officer for half of each week
(McCorry, 2014). That the district did not simply eliminate police presence in any of its
schools indicates its continued belief in the value of officers on school grounds. Still, by
examining these changes in school assignment of police officers, this paper informs the
research base on the effects of reducing the presence of school-based law enforcement

outside of the context of zero tolerance.

As described in Chapter 2, discourse and research on zero tolerance discipline
policies often link such policies to increased police presence on school campuses and
ultimately to severe punishments for student misconduct and high rates of punishment

overall. The descriptive evidence here indicates that while both areas of policy may have
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grown out of the same theories of behavior and the conclusion that taking a hard line on
crime and misbehavior can best protect students, they may not be as intimately
intertwined as is often suggested. The next chapter describes how the SDP’s elimination
of its zero tolerance policy but maintenance of its school police force can be used to
examine the general impact of both zero tolerance policies and police presence in
schools, without conflating the two and while retaining the ability to make causal

inferences.
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CHAPTER 4: METHODOLOGY

Zero tolerance discipline policy and law enforcement in schools are two areas of
education policy which are much discussed but little researched in a rigorous manner.
This paper addresses this void in the literature, examining the interplay of student
behaviors and administrative responses and the extent to which they are affected as
district policies change. The chapter begins by defining the primary research questions
addressed in this paper, their boundaries, and the assumptions underlying each. The data
used in the paper are then described, including their origin and their composition.
Particular attention is given to the reliability and validity of the school-level data drawn
from publicly available sources. The chapter then describes the statistical methods used
to examine the data and inform the research questions.

Primary Research Questions

The research questions that shape this dissertation are straightforward in subject
matter but complex in the quasi-experimental methods and assumptions they invite. The
two primary lines of inquiry examined in this paper are:

(1) To what extent did the dismantling of the SDP’s zero tolerance discipline
policy affect severe student misconduct and consequential administrative
reactions? To what extent did it affect schools’ academic performance and
truancy rates?; and

(2) To what extent did the reduction of police officer presence in particular

schools in the SDP affect severe student misconduct and consequential
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administrative reactions? To what extent did it affect schools’ academic

performance and truancy rates?
Severe student misconduct as defined in this paper represents those student actions which
harm other individuals or place them in danger; those which entail possession of
controlled substances or weapons; or those which could potentially be considered
criminal acts. For example, acts of violence would all fall into this category, while
classroom disruption would not. Schools are required to report all such on-campus
incidents per year. School-level outcome variables representing severe student
misconduct include the following variables per school per year: total number of incidents
and total number of incidents involving law enforcement. For the purposes of the
analyses in this paper, these variables are scaled to represent rates of occurrences per
1,000 students. Full definitions of these outcome variables as per the Pennsylvania
Department of Education are provided in Appendix E.

Administrative reactions as defined in this paper are the consequences outlined by
the district as potential responses to such behaviors. School-level outcome variables
representing administrative responses include the following variables per school per year:
number of out-of-school suspensions, disciplinary transfers, expulsions, and arrests.
These variables are also scaled to represent rates of occurrences per 1,000 students for the
analyses in this paper. Note that in-school consequences, such as in-school suspensions,
are not included here, as these are exclusively used within the SDP to address minor
student misbehaviors; further, these have not been shown to be associated with the

negative effects on students that are associated with more severe administrative
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consequences examined here. Outcome variables representing schools’ academic
performance include the proportion of students scoring proficient or above on
mathematics and reading state standardized tests per school per year, reported as
percentage points; proficiency rate is used in place of raw scale scores given data
availability and the more concrete interpretation provided by proficiency rates. The
outcome variable representing school truancy rates is the school-level proportion of
students absent on a daily basis per school per year, reported as percentage points. Again,
full definitions of these outcome variables are provided in Appendix E.

These four outcome categories—severe student misconduct, administrative
reactions, student academic performance, and student truancy—are each examined as
potential areas affected by disciplinary policies as identified by the literature. While
student dropout is also a potential area affected by disciplinary policies, no reliable data
are available across all schools in the dataset for the years examined in this paper, and
this outcome is thus not included in the study. Further, this dissertation examines only
aggregate effects of the treatment across all school types; potential moderating effects of
the treatment—e.g., treatment effects that differ by school size, racial/ethnic composition,
grade range, or measures not included in the dataset, such as principal or teacher
turnover—are not included, for reasons described in the Analysis section of this chapter.

The research questions examine both severe student misconduct and
administrative reactions given that each captures a different function of disciplinary
policy. Discipline policies are intended to inform students of unacceptable and potentially

criminal behaviors and their consequences in order to deter such behaviors; they are also
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intended to provide clear guidance to administrators as to how to respond to misconduct.
While related, these two behavioral aspects are distinct. For example, if student
misconduct increases but administrative consequences remain stable, administrators may
be under-responding to infractions; on the other hand, if student misconduct levels do not
change but administrative consequences increase in severity, administrators may have
increased the rate at which they address minor actions with severe punishments. Only by
examining these two aspects in tandem can research begin to tease out the comprehensive
effects of policy changes on each (particularly given that no data on minor student
misbehaviors are available). For example, data indicating that out-of-school suspensions
increased after a policy change fall short of revealing whether the increase is due to more
student misconduct or expanded use of out-of-school suspensions on the part of
administrators. By comparing the increase in out-of-school suspensions with data on
incidents of student misconduct, however, the data can begin to shed light on whether the
increase originated from student behavior or administrative response.

This paper focuses on severe student misconduct given that zero tolerance
policies and the use of school-based law enforcement are predominantly concerned with
protecting student safety, as opposed to reducing less threatening infractions such as
profanity or dress code violations. Further, discourse surrounding zero tolerance policies
often refers to the ‘criminalization’ of students, i.e., the purportedly routine introduction
of students to the criminal justice system and the permanent labeling of these students as
criminals and delinquents (see Chapter 2: Review of the Literature). Focusing on those

serious acts of misconduct that could potentially be deemed criminal behavior—and the
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extent to which administrators address those behaviors as criminal acts—is thus more
germane to addressing critiques of zero tolerance than focusing on less serious acts of
misconduct. In the SDP, these severe student misconduct behaviors are those that, both
before and after the dismantling of the zero tolerance policy, have been aligned with
consequences of out-of-school suspensions, transfers, and expulsions; these are the
administrative consequences that are also examined in this paper.
Boundaries of the Research Questions

In order to address the research questions, this paper examines the ways in which
student conduct and academic response change in the absence of each of the policy
decisions, i.e., after the dismantling of the district’s zero tolerance policy, and after the
reduction of police officer presence in district schools. The paper cannot address
questions of how the introduction of the zero tolerance discipline policy in the early
2000s affected student conduct and administrative response, nor can it address questions
of how the introduction of school-based law enforcement first affected student conduct
and administrative response across SDP schools. To do so would require analysis of data
in the years preceding policy implementation, or the assumption that student and
administrative behaviors in the absence of a policy inevitably return to the levels of those
behaviors that existed prior to the enactment of the policy. The latter is a strong
assumption that can only be proven or disproven with examination of data from all time
periods before and after the policies. If reliable data existed to track behaviors in the SDP
prior to the origin of both of these policies and beyond their removal, then a removed-

treatment times-series design, or a time series design with multiple replications, could be
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leveraged to examine the overall impact of the policies and the extent to which they
establish new baselines levels of behavior in their aftermath (Shadish, Cook, &
Campbell, 2002). The data available for this study, however, are not reliable in the years
prior to the establishment of the SDP’s zero tolerance policy and do not provide
information on early assignment of school-based law enforcement; thus the design must
focus solely on the decisions to relax the zero tolerance policy and eliminate specific
school police positions. The reliability of the available data is examined in more depth in
the next section.

A second element not addressed by this paper is the extent to which school policy
affects student behavior off of school grounds. As previously described, overall juvenile
arrest rates declined alongside measures of in-school misconduct throughout the 2000s
(Federal Bureau of Investigation, 2009), suggesting a link between in-school and out-of-
school youth behavior. Investigating this link could provide useful insight as to the
supposed criminalization of students and whether norms established within schools affect
students in their external, daily life. The data necessary to examine such a link, however,
are not included in this study. Drawing such a link would require arrest data linked to
individual students to be matched with individual student records, while this study
instead uses school-level records to address its research questions. While arrest data by
census block, if it could be obtained, might shed some light on patterns of crime in the
neighborhood surrounding each school, such records would provide ambiguous
conclusions at best, as they would not provide the opportunity to determine whether or

not the local offenders attended the nearest school or any district school at all.
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Particularly in a city such as Philadelphia, with a large charter school sector, many
students attend schools beyond their nearest neighborhood schools or schools outside of
the district. Still, such an investigation would represent an additional line of inquiry
beyond the research questions posed in this study; much can still be learned in the
absence of such an analysis.

A final element that this paper cannot address is the extent to which surveillance
bias affects reporting of student misconduct as opposed to actual student misconduct.
Surveillance bias is the notion that monitoring for a specific behavior or trait will
inherently lead to higher reported rates of that behavior or trait (Haut & Pronovost, 2011).
It may be that removal of a zero tolerance policy leads to fewer reported incidents of
misconduct and fewer administrative consequences, but no change in actual misconduct,
as reported and actual behaviors cannot be distinguished with the data available. Even if
this were the case, however, this paper argues that the knowledge that reported rates
decreased in the absence of zero tolerance is useful; the finding would still demonstrate a
real effect of zero tolerance, one with potentially important implications for student
educational careers and school safety. Still, this paper makes the assumption that
administrative reporting of student misconduct and subsequent consequences is not
affected by the two examined policy changes, as reporting of misconduct is emphasized
by the district both before and after the policy changes. This does not mean that
misconduct is assumed to be perfectly reported, only that the patterns of reporting do not
change across the treatment conditions. As described in Chapter 3, some school personnel

describe an atmosphere in the SDP in which school leaders discourage teachers and other
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staff from reporting student misconduct, potentially because these school leaders do not
want to contribute to a negative perception of the school. In this case, the data examined
in this paper would not perfectly record infractions and consequences, and may instead
serve as an underestimate of actual students and administrative behaviors. Still, if the
incentives to underreport go unchanged as the district moves away from zero tolerance
and as individual schools remove police officer positions, then the rate of underreporting
would remain the same prior to and after the policy changes. In that case, the effects of
the policies would still be captured, though the estimated effects might serve as
conservative estimates of the true effects, proportional to the rates of underreporting.
Because the policy changes examined here had no impact on school reporting
requirements or district-mandated school-intervention costs, it is reasonable to expect that
the policy changes did not affect the level of underreporting across the district.

To address the primary research questions, this paper examines the following

decisions and points in time:

RQ1: The SDP replaced its zero tolerance discipline policy, written into its
annual Code of Conduct, in August, 2012. The zero tolerance policy had
been in place since the 2002-2003 school year with some minor
adjustments, most notably a shift from the use of disciplinary transfers as a
common consequence for severe student misconduct toward the use of
expulsions in the 2008-2009 school year. Give that this shift likely

affected the rates of student misconduct and administrative response, only
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data from the 2009-2010 school year through the 2011-2012 school year

are used to establish a baseline of behaviors prior to the district’s shift
away from zero tolerance. The analysis also considers two years of
behavioral data after the policy decision: the 2012-2013 and 2013-2014
school years. The 2014-2015 school year is not included, given that the
SDP enacted a new district-wide program to divert students from the
criminal justice system in this year; this policy would contaminate
estimates of the effect of the prior policy. All traditional SDP schools are
included in the analysis, as are various groups of comparison schools

across the state.

RQ2: While the SDP dismantled its zero tolerance policy, it largely retained its
cadre of school-based police officers. Still, due to budget concerns, the
SDP opted not to fill some school police officer vacancies in the 2013-
2014 school year, requiring 28 schools to share police officers part-time.
Analyses pertaining to Research Question (2) thus use two years of data,
the 2012-2013 school year and the 2013-2014 school year. This allows for

one baseline year of data and one year of data after the staffing change.

One potential limitation of the data examined in this paper is the relatively few
post-treatment years available for study, given the historical interaction problems

introduced by including the 2014-2015 school year, as well as the fact that publicly
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available data for this year were not yet published at the time of this analysis. If the
policies lead to lagged effects—i.e., effects that do not occur until two or more years
post-policy—this study will not capture them. Still, given that school districts are
reconsidering revamping their disciplinary policies in real time, and given the dearth of
literature on the subject, this study can provide some immediate useful information on the
near-term effects of dismantling zero tolerance policies. Future research that extends this
analysis to additional post-treatment years would be valuable for capturing the full, long-
term effect of such policy decisions.

The span of years informing each of the research questions overlap: post-
treatment years of Research Question (1) serve as the analysis years for Research
Question (2). This overlap is not problematic. Research Question (1) addresses a policy
change in Philadelphia, as compared with the rest of Pennsylvania. Research Question (2)
only examines and compares schools within Philadelphia, all of which were affected by
the policy change in Research Question (1), thus eliminating the potential internal
validity bias of differential policy exposure as a result of the policy change in Research
Question (1).

Data

The data analyzed in this paper are collected from publicly available datasets
published by the National Center for Education Statistics (NCES) and by the
Pennsylvania Department of Education (PDE). Both sources provide yearly student data
aggregated at the school level for all schools in Pennsylvania. The datasets can be

combined using Pennsylvania school identifiers, which are standard four-digit IDs
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included in both the state and federal data collections. As publicly available data, the
datasets contain no personally identifiable material and can be accessed by visiting
various webpages within the federal and state websites. While school-level records are
limited in the depth of information that they can provide as compared to student-level
records, they are valuable in identifying school-level trends and examining schools as a
unit. School-level outcomes are the measures by which most student performance and
behavior is publicly evaluated, and thus analyses using school-level records can be
informative to policymaking at the district, state, and federal levels. While school-level
records cannot be used to investigate which types of students are most affected by various
policy changes, examination of school-level trends lays an important and illuminating
foundation for corresponding analyses of student-level trends beyond the scope of this
study.

The data published by NCES, housed in the Institute of Education Sciences
operated by the U.S. Department of Education, are drawn from the Common Core of
Data collected by the department. The collection includes aggregated student and fiscal
data on all public schools, school districts, and state education departments across the
country. Data are reported annually to the department by the state education departments.
The data selected for use in this paper consist of school-level student demographic
information: race/ethnicity, gender, receipt of free or reduced-price lunch (a proxy for
socioeconomic disadvantage), and enrollment totals, for all students in schools
nationwide. The data also include an indicator for whether a school is a charter school or

an elementary, middle, or high school, as well as a variable indicating the number of
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pupils per teacher. Schools are identified by their Pennsylvania school ID as well as their
name, county, school district, and type, i.e., traditional school versus special education
school, vocational school, or alternative school. For the purposes of descriptive analyses,
this paper draws on NCES data from 2001-2002 through 2013-2014; for inferential
analyses, this paper only draws on data from 2009-2010 through 2013-2014. NCES
expanded its race/ethnicity categorizations in 2007, rendering race/ethnicity data prior to
and after the change incomparable; thus descriptive analyses employing race/ethnicity
variables only draw on NCES data after 2007-2008. All other NCES variables were
collected in a consistently defined manner across all years of data.

The data drawn from PDE come from two sources: the state’s Safe Schools
Reports and the state’s collection of student scores on annual assessments. The Office of
Safe Schools within PDE releases annual Safe Schools Reports: these report aggregate
school-level data on the number of incidents involving one or more victims and one or
more offenders; these could include acts of violence on school property, as well as
incidents involving weapon possession or possession, use, or sale of controlled
substances. The categories include assaults, intimidation/harassment, sexual offenses,
threats, robbery/theft/burglary, manslaughter, arson/vandalism, weapon possession, and
possession of a controlled substance. These align with those behaviors defined by the
SDP as warranting consequences of out-of-school suspension, transfer, and expulsion.
The data also report the number of out-of-school suspensions, transfers to alternative
programs, and expulsions issued annually per school, as well as average school truancy

rates. For the purposes of descriptive analyses, this paper draws on Safe Schools Reports
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from 2001-2002 through 2013-2014; for inferential analyses, this paper draws on reports

only from 2009-2010 through 2013-2014. All variables used in this study have been
consistently defined since 2001-2002, though some—out-of-school suspensions,
expulsions, and truancy rate—have only been collected since 2007-2008, and are thus
only included in descriptive analyses for those years for which data are available.
Additional data drawn from PDE include school-level aggregate student
performance on state assessments. Pennsylvania has assessed its students using the
Pennsylvania System of School Assessment (PSSA) since 1992. Since the 2005-2006
school year, the PSSAs have assessed mathematics and reading in grades 3 through 8 and
grade 11, in addition to less frequent writing and science assessments. In 2011, the state
created new end-of-course assessments for high school subjects of Algebra I, Biology,
and Literature. Known as the Keystone Exams, these assessments replaced the PSSA for
high school students. PDE publishes state-wide school-level data on the percentage of
students scoring proficient on each assessment each year. This paper employs data on the
percentages of students scoring proficient in mathematics/Algebra 1 and
reading/Literature in each school across Pennsylvania from 2009-2010 through 2013-
2014. One concern in examining rates of proficient students is that states change their
proficiency cut scores, and even their assessment systems, over time. For example,
Pennsylvania most recently revised the PSSAs to align to new state standards and raised
their proficiency cut scores for the 2014-2015 school year (Mezzacappa, 2015a). Because

such changes affect all schools across Pennsylvania, however, and thus all schools in the
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study sample, these changes do not affect the analyses in this paper, which compare
academic performance of groups of Pennsylvania schools.

This study aims to generalize the effects of disciplinary policy changes on student
and administrative behaviors to standard public schools enrolling students in any grade
3-12. Thus while the NCES and PDE datasets contain records for all types of schools
operated in Pennsylvania, this study limits the sample of schools in the data to traditional
public schools, eliminating alternative, special education, career/technical, and early
childhood education schools (i.e., any school enrolling no students beyond grade 2) from
the dataset. The NCES school-type variable was used to remove these non-traditional
schools.

Appendix E provides a full codebook defining the raw data variables included in
the combined dataset used in this study.

Reliability and Validity

A key issue relevant to the analysis of administrative records is the quality of the
data and the extent to which conclusions drawn from the data are credible. While the
condition of administrative data records continues to improve as state and federal data
systems are developed and standardized, administrative data quality remains a key
concern of administrators and statisticians across the globe (Trepanier, 2014). Only by
first addressing data quality can any claims be made regarding the utility of the research-
based evidence drawn from a given data collection. Most literature on the subject,
however, provides key aspects of data quality to examine, void of any standardized

methods to guide such an examination; see, for example, publications from the U.S.
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Census Bureau and the European Commission (Bergdahl et al., 2007; lwig, Berning,
Marck, & Prell, 2013). Still, these aspects of quality are central to evaluation of a dataset.
In this vein, Herzog, Scheuren, & Winkler (2007) outline five key properties of
administrative data quality: accuracy, completeness, relevance, timeliness, and
comparability. Accuracy and completeness are indicators of data reliability, or the extent
to which the data are free of error. Relevance, timeliness, and comparability are
indicators of data validity, or the extent to which the data represent the underlying
constructs they are intended to capture (Rossi, Lipsey, & Freeman, 2004).

Accuracy. Given the data examined in this paper, two aspects of accuracy are
particularly relevant. First is the reliability of the PDE collection of student scores on
state assessments. These data are unique in this study because they attempt to capture the
latent construct of student knowledge, as opposed to all other data in this study, which
aim to capture observable demographics and behaviors. In the context of testing and
measurement, reliability refers to the extent to which assessment items, and thus students’
assessment scores, are free of measurement error (Viswanathan, 2005). The PSSA and
Keystone exams administered by PDE are thoroughly vetted and historically high in
reliability, with internal consistencies of a > .90 for mathematics and reading assessments
of each grade (Pennsylvania Department of Education, 2015b). In other words, these data
can reasonably be expected to be accurate.

The second key aspect of accuracy relevant to the data in this study is the extent
to which observable data are reported and collected in a standardized and error-free

manner across all units in the sample—here, schools in Pennsylvania. Error here could
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arise from vague definitions of required variables; different interpretations by those
inputting data; accidental mistakes in input; and/or purposeful distortion resulting from
incentives to distort (Boruch, 2015). Both NCES and PDE make efforts to minimize
threats of the first two issues; both organizations publish materials explicitly defining
their variables and hold training sessions for those who input and compile data.
Accidental and purposeful errors are more difficult to anticipate and eradicate, though
both are targeted through the standardization capabilities of the digital software used to
collect the data.

The Pennsylvania Information Management System (PIMS) is the state’s digital
student record management and reporting system established in 2006 and continually
developed through grants from the federal Institute for Education Sciences (National
Center for Education Statistics, 2016). PIMS is used to assign unique records to
individual students and to collect data from local departments of education, for statewide
publication and for submission fulfilling federal reporting requirements. The system
encompasses both the Safe Schools reports and the data reported by Pennsylvania to
NCES. PIMS is aided by its built-in Data Quality Engine, which validates data within and
across datasets. The Data Quality Engine only allows certain standard values or values
within certain ranges to be entered into the PIMS reports, reducing errors and missing
data and ultimately maximizing consistency. Other data are flagged for review, such as
overlapping enrollment dates for the same student in two schools or a change in a

student’s free or reduced-price lunch status (Lind, 2015).
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NCES’s national collection of school-level data uses similar data quality checks
to ensure standardization and accuracy. Since the 2009-2010 school year, NCES has
enacted an editing strategy in which certain values are flagged, either because the
categorical value of a school’s operating status has changed or because a given value
raises the variance of the item over the previous four years, a calculation described in
more detail below (Glander, 2015). If a value is flagged, NCES returns to the state
department of education and attempts to resolve or confirm the issue. NCES also
publishes notes on non-resolved issues for each state annually; none of the issues related
to Pennsylvania’s submissions between the 2009-2010 and 2013-2014 school years affect
the dataset analyzed in this study, as they primarily involve pre-Kindergarten enroliment,
ungraded student enrollment, and staffing totals. Further, NCES suppresses those values
for which states did not provide information that resolved the flagged issue. Since the
2011-2012 school year, NCES has published the number of suppressed data points by
variable for each state. Only 33 values—spanning a dataset with over 300 variables and
over 3000 schools per year—were suppressed in the Pennsylvania data between 2011-
2012 and 2013-2014.

Given the programmed quality checks and streamlined reporting processes that
shape the PDE and NCES data, it is reasonable to assume that the data collection
processes provide maximum accuracy. The question remains as to whether the data are
reported to the collection databases with fidelity, that is, the extent to which the reported
data accurately represent the properties they are intended to measure. Demographic

information is first reported by parents, and though surely mistakes happen, these data
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can be reasonably assumed to manifest, at worst, minor random error. Academic and
behavioral data, however, may be tied to policy consequences—such as mandated
interventions tied to school statistics—that would incentivize school personnel to
manipulate the data. Questions surrounding both have arisen in Pennsylvania. For
example, the state published a 2009 report that found irregular statistical results and test
score erasure patterns on recent state tests at over 200 schools across the state and over 50
schools in Philadelphia (Herold, 2011; Herold & Mezzacappa, 2012). Investigations into
these potential cheating incidents continue to the present day, with some educators facing
criminal charges (Dean, 2016). Another example is the potential underreporting of
misconduct on school campuses, discussed briefly in Chapter 3. The Philadelphia
Inquirer reported in 2011 on teachers describing an atmosphere in which they were
encouraged not to report behavioral incidents in order to render statistics collected on
their schools more positive (Snyder et al., 2011). Misreporting of crime and arrest is
common even among police departments (Maltz, 1999). These examples of potential
misrepresentation could threaten the credibility of any analyses employing the affected
data, though their effect is less relevant if it remains constant before and after the policy
change, as discussed previously.

Short of a full-scale retrospective audit, there is no surefire way to determine post
hoc whether data have been purposely misreported, particularly when done in a
systematic way over multiple years. Even in the case of the SDP’s cheating scandal, any
list of schools identified as having cheated is likely incomplete and thus removing these

schools from the analysis would not provide reassurance that the data are any more
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accurate. Some evidence of variation in data points across years, however, may highlight
particular one-off incidents of misreporting. To examine the extent to which such
incidents might have occurred in the current dataset, this paper follows the data editing
approach of NCES by analyzing variation in one year of data versus variation across
multiple years (Goldberg, Stillwell, & Little, 2013). NCES calculates the two following
variables:

Y, = mean(|Yi — Yj|)f0r all yearsiand j # to current year

Y, = mean(|Yeurrentyear — Y;|)for all years j # to current year
To compute variable Y, variation over the nearest adjacent 4 years of a data point are
calculated as the average difference between each data point. (Note that NCES uses the
prior 4 years of data, not the nearest adjacent 4 years of data, because NCES edits each
new year of data as it is collected; here, both prior and subsequent years are used for
comparison.) To compute Y, the variation between the data point and each of the four
nearest adjacent years is calculated, and the average of those four values computed.
NCES flags data points as possible errors if both of the following criteria are met:

(1) Y, is greater than or equal to a minimum set value

(2) Y, is greater than Y by a minimum set value
In each case, the minimum set value is determined separately for each variable by the
Census Bureau. A final step examines the ratio of the data point to another value in the
dataset, such as enrollment totals, and sets another value of variance acceptability. To be
identified as a potential error, the data point must exceed the minimum set value of all

three criteria. In this paper, these steps were carried out for select variables in the NCES
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Table 1. Raw Data Error Rates by Variable and Year

NCES Demographics Safe Schools Reports
Free and Out-of-
# Reduced- School
Year Schools Enrollment Female Price Lunch Incidents Arrests Suspensions
09-10 2987 0.4% 0.3% 0.9% 1.6% 1.1% 0.9%
10-11 2964 0.1% 0.1% 0.7% 1.6% 0.9% 1.1%
11-12 2915 0.1% 0.0% 0.6% 1.4% 0.5% 0.9%
12-13 2828 0.0% 0.2% 0.5% 0.9% 0.9% 0.9%
13-14 2954 0.2% 0.1% 0.8% 1.0% 0.7% 0.8%

and PDE datasets. The minimum set value in each case was the 90th percentile of the
range of values; only those data points exceeding the 90th percentile according to all
three criteria were flagged. The rates of flagged errors are presented in Table 1. Note that
data on school-level assessment results are not included here, as the assessment dataset
contained no relevant variables that could be used to calculate a separate ratio for
comparison, and as the nature of assessments raises separate reliability issues described
previously.

Using this methodology, no tested variable’s estimated error rate exceeds 2
percent of observations of that variable for any year between the 2009-2010 and 2013-
2014 school years, with most falling below 1 percent. The NCES demographic variables
see lower error rates than the Safe Schools Report data, as would be expected given that
NCES uses this same method to identify and correct errors, albeit with different
minimum cutoff values. Further, not all flagged values are necessarily errors, as in some
cases school demographics or student behavior could potentially see actual large shifts

from one year to the next. This is particularly true of student behavior, which could
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explain why more data points from the Safe Schools Reports are flagged. For example,
the most extreme case flagged among the variable representing number of female
students per school is a Pittsburgh school which saw an increase in female students from
161 to 202 to 203 across three years, in the same time that enrollment increased from 372
to 399 to 408. While the increase in female in students is approximately one third greater
than the total enrollment growth, this case does not appear clearly erroneous. On the other
hand, the most extreme case flagged among the variable representing number of
behavioral incidents per school saw 211 incidents in 2009-2010 but 3 to 5 incidents in
every subsequent year in the data, while enrollment only varied by +/- 30 out of
approximately 280 students in that range. This could be an example of an error, or of a
school that saw a major disciplinary issue in a single year. While the former is more
plausible, the latter cannot be ruled out with the data at hand. News articles suggest that
the school did in fact see a large number of incidents in the 2009-2010 school year that
prompted the school to take new actions to curb disciplinary problems, suggesting that
the expectation of a decline in incidents is reasonable to a degree (Polke, 2014; Todd,
2010). Overall, given the results shown Table 1, this paper maintains that it is reasonable
to assume that the data collected for analyses are accurate within a minimal range of
error.

Completeness. Completeness of the dataset is an indicator of the extent to which
certain data are missing. In this regard, the NCES data are nearly complete. For the 2009-
2010 school year through the 2013-2014 school year, NCES data includes 15,321 school

observations in Pennsylvania, or approximately 3,000 per year. Of these, enroliment is
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listed as “not applicable” for 50 observations, and enrollment values are missing for an
additional seven observations; these are exclusively career and technical centers not
captured by limiting the NCES school “type” variable to traditional schools. Once
removed, the remaining dataset of 15,264 school observations contains almost no missing
data at all. Across all variables in the dataset, only two—the number of students on free
or reduced-price lunch, and the pupil/teacher ratio—see any missing data, with neither
missing more than 1 percent of all values: only 0.56 percent missing and 0.09 percent
missing, respectively.

In terms of data reported, the Safe Schools Reports are also void of missing data.
No variables in the 15,295 variable dataset between 2009-2010 and 2013-2014 are
missing. Many values, however, are listed as zeros; in fact, the vast majority of schools
reports zero values each year for variables such as the number of arrests or disciplinary
transfers. While this appears reasonable, some of the zeros could in theory represent
missing data if the editing strategy of the reports converts missing data to zeros.
Reassuring is the fact that no enrollment totals are equal to zero, meaning that every
school did in fact provide data of some sort.

Lastly, the school-level assessment proficiency rates published by the PDE are
also nearly complete. Of the 14,848 school-level observations between 2009-2010 and
2013-2014, just 24 values are missing each for mathematics and reading proficiency,
accounting for just 0.16 percent of the data. Combined, the NCES, Safe School Reports,

and PDE assessment data are robust datasets with almost no missing data, and no
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indication from any of the publishing sources that missing data have been masked or
ignored.

Relevance and timeliness. The primary research questions of this paper address
the extent to which district policy decisions affected severe student misconduct and
consequential administrative reactions. The data used to answer these questions are both
relevant and timely, then, as they cover multiple years before and after the policy
decisions were put in place, and they include measures of some of the most common
examples of severe student misconduct and consequential administrative reactions.
Ultimately, the purpose of research is to inform the assignment of value to a given policy
decision to inform future decisions; here, the policies might prove valuable if they were
to positively impact a student’s educational career and life more generally, and valueless
if the converse were true. While these notions are not well defined or measured, research
reviewed in Chapter 2 indicated the many ties between disruptive behaviors,
administrative actions, and negative life outcomes. Thus the variables examined here lay
the groundwork for extension of this type of research into other student outcomes, at a
time when many districts are considering similar policy decisions.

Comparability. When combining multiple datasets, comparability refers to the
extent to which the datasets overlap and confirm each other, suggesting that they
represent the same underlying constructs intended to be examined. In this case, each of
three main datasets in this paper contain a column of four-digit school 1Ds assigned by
the state of Pennsylvania. These are used to match the records from each dataset. In

theory, each dataset should contain the same schools, with the exception that the state



69

assessment data only includes schools which enroll students in grade 3 through grade 8 or
high school, whereas the NCES and Safe Schools Data publish data on all schools in the
state.

For the purposes of this comparability analysis, data were merged from the 2009-
2010 school year through the 2013-2014 school year, the years used in the inferential
analyses used in this paper. First, the NCES and Safe Schools Data were matched. Of the
15,264 observations in the NCES data from the 2009-2010 through 2013-2014 school
years, only 185 did not find a match; and of the 15,295 observations in the Safe Schools
Data, only 216 did not find a match. These represent 1.4 percent and 1.2 percent of their
original datasets, respectively. Upon close inspection, the vast majority of these
unmatched cases are career technical centers or vocational/alternative programs. Overall,
the combined dataset resulted in 15,079 matches. Given that the majority of the
observations without matches fall outside the purview of this paper, these non-matched
observations were dropped.

Second, the school-level proficiency results were matched with the merged
NCES/Safe Schools Report data. Here, 520 of the 15,079 observations from the prior
merged data did not find a match, while 289 of the 14,848 school-level proficiency
observations did not find a match. These represent 3.4 percent and 1.9 percent of their
datasets, respectively. Upon close inspection, the vast majority of unmatched
observations from the NCES/Safe Schools Report data are early childhood education
programs that do not enroll students as advanced as grade 3; while the vast majority of

unmatched observations from the school proficiency dataset are vocational/alternative
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programs or learning centers. Again, given that these observations fall outside the
purview of this dissertation, the unmatched observations were dropped. The final
remaining dataset contains 14,559 observations from the 2009-2010 through 2013-2014
school years.

The high rate of comparability of school IDs across each of these datasets
reinforces the consistency and the legitimacy of each of the sources. Overall, while users
of administrative data often face problems of accuracy, completeness, relevance,
timeliness, and comparability, the data used in this paper surpass minimum expectations
of quality in each category and can be reasonably presumed to be useful in addressing the
research questions outlined in this paper.

Methods

The policies examined in this paper were not conceived prior to their
implementation as experimental processes to be evaluated. That is, the population of
affected schools and students, the timing of the policy intervals, and the related
measurements collected were not initially manipulated to produce an experimental setting
from which unbiased estimates of policy effects could be drawn with maximum statistical
efficiency. Research methods in this context, then, refer to the post hoc combination of
three aspects of the quasi-experimental research process: (1) the identification of a
research design that best represents the policy changes and the data available, (2) the
application of sampling methods to the data to support and enhance the design; and (3)
the analysis of data using appropriate statistical methods given the assumptions and

limitations of the design. The ultimate aim of these methods is to produce an artificial
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setting closely approaching an experimental setting in which treatment is randomized to
individuals or groups and perhaps even treatment intervals are randomized. The methods
applied in this paper borrow from both the statistical and econometric literature and are
layered upon each other here to provide evidence of potential effects from multiple
viewpoints. For the purposes of the discussion below, “treatment” schools refer to
schools affected by the SDP policy decisions examined in the research questions;
“control” schools refer to schools not affected by the SDP policy decisions, sampled in
various ways from the population of all traditional public schools in the state of
Pennsylvania.
Design

Research design here is explored in the tradition of Campbell and Stanley (1966),
who refer to the aspect of the research process in which measurements are manipulated
and their relationships to other measurements explored, given a fixed setting in which the
researcher has no control over the data available. Thus the research designs used in this
paper are quasi-experimental in that they are designs applied to a natural social setting
after policy enactment in order to approach the statistical properties of a fully
experimental design. The aim of selecting an appropriate research design is to determine
which threats to validity of causal estimates are eliminated by the design and which
remain. Ideally, all research would imitate designs in which groups are randomized to
approach equivalence in baseline characteristics; data are collected over an extended
period of time both before and after the intervention of interest; and the intervention is

randomly timed across multiple groups in addition to being staggered, reversed, and/or
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repeated. A research design utilizing all of these elements is most likely to eliminate
validity threats arising from history, maturation, attrition, regression, and selection, and
their potential differential effects across control and treatment groups.® In the context of
this dissertation, an ideal design for Research Question (1) would have been one in which
Pennsylvania districts with zero tolerance policies were randomized into two groups, one
maintaining the policies and one removing the policies; for Research Question (2), an
ideal design would have been one in which Philadelphia schools with police officers were
randomly sorted into two groups, one maintaining the current level of police officer
presence and one limiting the current level of police officer presence. In both cases, an
ideal design would also include data on multiple years of stable policies prior to and
following the policy changes. In this study, however, while multiple years of data are
available in some cases, the policy changes were not randomly assigned to districts or
schools.

Given the panel data available for all schools across Pennsylvania, the policy
changes addressed in Research Questions (1) and (2) can, however, be formulated as non-
equivalent control group designs. In both cases, a treatment group experiencing the policy
change can be paired with a non-equivalent control group that did not experience the
policy change. The groups are non-equivalent because they could differ on any number of
baseline characteristics, given that they were not randomly sampled from the same

population of schools. Designs using non-equivalent groups are generally perceived as

! (Campbell & Stanley, 1966) also identify a number of other threats to validity—including testing,
instrumentation, and their interactive effects—but these are less relevant to the setting and data explored in
this paper and thus are not the focus of the above discussion on research design.
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more robust that those using a one-group design—i.e., a design without a control group—
as the inclusion of the comparison group eliminates bias resulting from the main effects
of history, maturation, attrition, regression, and selection. In a one-group design, any one
of these elements could affect the group’s outcomes and account for any change or lack
of change in the outcome variable. On the other hand, the main effect of any of these
threats to bias would affect both groups in the same way in a non-equivalent control
group design, and thus the difference in their change in outcome remains an unbiased
estimate of the intervention effect.

Non-equivalent control group designs, however, must make the necessary
assumption that the interaction effects of these threats are null. In other words, the
assumption is made that the two groups do not mature at different rates, or that the
mortality rate in one group is different than in the other. To the extent that the analysis
does not account for or ignores these differences, these omitted variables can bias causal
estimates.

Some weaknesses inherent to this large assumption of non-equivalent control
group designs can be alleviated through the addition of design elements (i.e., multiple
years of data, multiple groups) which render the design more robust; through sampling
methods which identify control groups that approach equivalence with the treatment
group; and through analysis methods which layer different approaches atop one another
to form a multifaceted picture of causal effects. This paper takes this multi-pronged
approach, using multiple data points, multiple comparison groups, and multiple analyses.

Interpreted in tandem, these layers can help build a body of evidence to support (or
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Table 2. Design Elements, Sampling, and Analytic Methods

Research Question 1

Sampling
Additional Design Analytic Purposive Sampling Propensity Score
Elements Methods Control Group Matched Control Group
Control Pretest/ DD Pittsburgh Schools Pittsburgh Schools
Posttest Design PA Schools PA Schools
Phil. Charter Schools Phil. Charter Schools
Multiple Years of GDD Pittsburgh Schools Pittsburgh Schools
Data: Nonequivalent PA Schools PA Schools
Control Gr_oup Time Phil. Charter Schools Phil. Charter Schools
Series CITS Pittsburgh Schools Pittsburgh Schools
PA Schools PA Schools
Research Question 2
Sampling
Additional Design Analytic Purposive Sampling Propensity Score
Elements Methods Control Group Matched Control Group
None: Nonequivalent DD Other SDP Schools Other SDP Schools
Control Pretest/
Posttest Design
FRD Other SDP Schools -

Note: DD = difference-in-differences; GDD = generalized difference-in-differences; CITS = comparative
interrupted time series; FRD = fuzzy regression discontinuity; SDP = School District of Philadelphia.

dispel) the conclusions drawn from a non-equivalent control design. Specifically, design
elements of multiple years and groups are added to Research Question (1), while
sampling and the use of multiple analyses are applied to both research questions. The
design elements added to Research Question (1) are described below, followed by the
sampling and analyses applied to both research questions. The full analytic approach for

both research questions is provided in Table 2.



75

This paper begins by framing both research questions in the most basic
nonequivalent control group design: a simple nonequivalent pretest/posttest comparison
group setting in which one data point is drawn immediately prior to the intervention and
one is drawn immediately after. Differential rates of change between pretest and posttest
for the two groups are used to calculate treatment effects.

Design elements of multiple years of data and multiple groups are then added to
the Research Question (1) analysis. As previously discussed, the basic nonequivalent
control group design is threatened by the nonequivalence of the two groups: selection
bias could interact with threats such as history, maturation, attrition, and regression,
leading to biased causal estimates (Shadish et al., 2002). To a limited extent, selection
bias can be explored and controlled for using pretest measurements. As such, this paper
extends the pretest/posttest design of Research Question (1) to a time series setting in
which multiple data points are drawn both before and after the intervention. Interrupted
time series provide more information on baseline values and posttreatment values,
permitting estimation of changes in mean values over time as well as changes in trends
(i.e., rates of change) over time. Further, in a non-equivalent comparison group time
series, more information is available to explore the selection-interaction threats of
history, maturation, attrition, and regression, and—ypotentially—to rule out each as a
viable threat.

Further, for Research Question (1), multiple group comparisons are included,
namely, charter schools in Philadelphia, schools operated by the Pittsburgh Public

Schools, and all other schools in Pennsylvania. These groups are purposively chosen as



76

control groups based on their characteristics: charter schools in Philadelphia are likely the
most similar group of schools to SDP schools, as they operate in the same neighborhoods
and serve students who would otherwise attend the SDP; Pittsburgh’s school district is
the nearest district in size to the SDP, and also operates in a low-income urban
environment; and all other schools in Pennsylvania provide a robust comparison group
given the size and diversity of the schools and districts in Pennsylvania.

As explored in the next section, purposive sampling is limited in the extent to
which it can approach equivalence across treatment and control groups. The use of
multiple control groups, however, can help eliminate the threats to validity inherent in a
single comparison and potentially build a case for the generalizability of treatment
effects. Note that, with the use of other Pennsylvania schools as control subjects, one
concern is the extent to which other districts in Pennsylvania may have experienced
similar policy changes in the same time frame as the SDP, which would result in
treatment receipt in both the treatment in control groups. Evidence suggests, however,
districts across Pennsylvania did not as a whole dismantle their zero tolerance policies at
the same moment as the SDP. Pittsburgh Public Schools, for example, is known for
slightly tweaking its Code of Conduct on an annual basis; as recently as June 2015, the
district published a new Code of Conduct adding the requirement of a hearing for any
student recommended for a long-term suspension, just one element in its gradual move
away from prior punitive disciplinary policies (Chute, 2015). While a full review of the
disciplinary policies across Pennsylvania’s 500 districts—and even more charter school

organizations—is beyond the scope of this dissertation, it is clear that these districts vary
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in their use of punitive responses to behavior. Despite the SDP’s standing as the largest
urban district in Pennsylvania, 20 districts reported higher rates of out-of-school
suspensions per 1,000 students than the SDP in 2011-2012 school year, while the SDP
ranked 30th in its rate of arrest per 1,000 students (American Civil Liberties Union of
Pennsylvania, 2015). While it is likely that these and many other districts did have zero
tolerance policies, it is unlikely that all simultaneously removed these policies at the
outset of the 2012-2013 school year. Still, if a handful of districts were to do so at the
same time, the changes would only serve to underestimate any treatment effects of the
SDP policy change in comparison.

Note that, to address Research Question (2), non-affected SDP schools serve as
the sole control group in order to maintain comparability with analyses using fuzzy
regression discontinuity methods, discussed later in this chapter. Further, no additional
baseline or posttreatment years of analysis are added, also maintaining comparability
with the fuzzy regression discontinuity analyses.

Sample

The predominant weakness of a non-equivalent control group design based on
purposive sampling is by definition the non-equivalence of groups at baseline. Given this
lack of established comparability, estimates of treatment effects are likely biased, as
analyses applied to nonequivalent control group designs make the assumption that the
counterfactual baseline and posttreatment values of the outcome for treated subjects are
those for the control subjects. If the groups are not statistically equivalent at baseline, this

assumption is false. Pretest values can give some indication of differences across the
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treatment and control groups, and covariate measures can help control for some of these
differences. Still, all relevant differential aspects would need to be included in the model
to eliminate bias completely, and these aspects are nearly always unknown and/or
unmeasured.

This dissertation pairs clearly defined treatment groups with nonequivalent
control groups sampled purposively by convenience. For Research Question (1), these
include all other charter schools in Philadelphia, all public schools in Pittsburgh Public
Schools, and all other public schools across Pennsylvania. For Research Question (2), the
control group includes all other SDP schools. Examining multiple contrasts of the
treatment group with these control group samples can give some broad evidence of
potential treatment effects, but each comparison is still subject to potential bias.

In addition to analyses using this purposive convenience sampling, this paper
conducts parallel analyses using propensity score matching (PSM) methods. PSM is a
method for amassing a control group sample that can better approximate group
equivalence and reduce bias. PSM methods calculate a conditional probability of
assignment to treatment for all potential control group members, based on observed
characteristics of the treatment group and observed characteristics of each potential
control group member (Rosenbaum & Rubin, 1983). Treatment group members are then
matched to control group members of similar propensity score. This matching approach
can eliminate bias when all characteristics related to both treatment assignment and
outcome are included in the calculation of the conditional probability; or , in other words,

when the treatment assignment and the outcome are conditionally independent given the
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observed characteristics. The richer the set of covariates used to calculate propensity
scores, and the more likely those covariates are to have influenced the treatment selection
process, the closer an analysis can come to meeting this assumption of strong
ignorability; on the other hand, covariates of convenience, if not related to the selection
process, can retain or even increase bias (Shadish, 2012; Shadish, Clark, & Steiner,
2008). The covariates used to calculate the propensity scores in this paper include
observations of school-level enrollment, level (primary school, middle school, high
school, or other), race/ethnicity, proportion of students receiving free or reduced-price
lunch, proportion of students who are female, and pupil-teacher ratio. While these
measures are collected in administrative records and not for the purposes of this study,
they are likely to be related to the “selection” process of SDP policy decisions, in that
schools selected for the treatment group are those operated by the SDP; these schools
differ from other schools across the state—and the SDP is often defined—by their
demographics and resources, both of which are captured by these covariates.

Many approaches to calculating propensity scores have been proposed. This paper
relies on those that have shown significant bias reduction as compared with unadjusted
ordinary least squares approaches. Propensity scores here are calculated using logistic
regression and transformed onto the logit scale to maintain their linearity (Rubin, 2001).
Control groups are formed by matching each treatment school to a control school using
nearest neighbor matching based on the Mahalanobis distance between scores within a
caliper of +/- 0.2 standard deviations of the propensity score logits; though many

alternatives have been suggested, studies have not demonstrably found other methods
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with clear advantages over this method proposed by Rosenbaum and Rubin (1985).
Allowing one-to-many matching with replacement within a caliper range increases the
size of the control group sample over that of simple one-to-one matching. Generally,
larger analysis samples produce less biased results: Shadish (2012) finds that a PSM
analysis with sample size of 200 reduces bias 83-85 percent of the time, while a sample
size of 500 reduces bias 97-99 percent of the time. Intact group matching and multi-level
matching are also common procedures in PSM analyses (see, for example, Aiken, West,
Schwalm, Carroll, & Hsiung, 1998; Diaz & Handa, 2006; or Michalopoulos, Bloom, &
Hill, 2004), but given that schools in this study are nested within districts and only one
district (SDP) received treatment, intact group matching is not a viable option.

PSM can face hurdles when the distribution of treatment group propensity scores
and that of the matched control group do not substantially overlap. Thus the viability of
the propensity scores used here is evaluated according to three criteria aimed at
maximizing balance, motivated by Rubin (2001):

(1) The standardized difference in the treatment and control groups’ mean

propensity score should be near zero;

(2) The ratio of the groups’ propensity score variable should be near one; and

(3) The ratio of the variance of each matched group’s covariate should be

between 0.80 and 1.25.

While PSM methods do not move the research design out of the nonequivalent

control group framework entirely, they can reduce the bias due to nonequivalence when

applied thoughtfully. Paired with analyses employing purposive convenience sampling,
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the analyses using propensity score matching in this paper are considered more reliable
and less biased, with the purposive sampling analyses included as a form of sensitivity
check on the magnitude and direction of the propensity score matched analyses.
Analyses

The statistical analysis methods in this paper range from the simple to the
complex. They build on the framework of the nonequivalent control group design,
beginning first in the setting of a nonequivalent control pretest/posttest design and then
extending to a nonequivalent control group time series design. All else equal, simpler
methods are preferred; yet if those methods do not accurately capture relationships in the
data, more complex methods are warranted. In this paper, then, both simple and complex
methods are conducted, and their interpretation based on which methods capture
statistically significant and important features of the treatment function. As all the
empirical methods described below employ serially correlated panel data—correlated
measures of the same school across time, and correlated school-level measures within the
same districts—this paper calculates bootstrap standard errors to inform all inferential
tests of significance drawn from the analyses (Bertrand, Duflo, & Mullainathan, 2004).

Difference-in-differences (DD). Difference-in-differences (DD) analysis
compares change over time of some measure of a treatment group relative to control
group. The design requires some setting comprised of at least two time periods of data—
before and after an intervention—and at least two groups, one experiencing the
intervention and a control group not experiencing the intervention. The estimand of the

basic DD analysis is the difference between the two groups’ change over time from their
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baseline means to their follow-up measures (Angrist & Pischke, 2009). Basic DD
analysis thus aligns with a nonequivalent control pretest/posttest design, as shown in
Table 2. This paper considers the differences in the change in school-level outcomes
between treatment schools and control schools before and after the SDP policy changes

described in the research questions. Basic DD is commonly represented by equation E1:
El. Yy = ag + foTreat_Groups + a;Post, + 1 (Treat_Groupg X Post,) + €4

In the context of this paper, s denotes schools from s =1...S, and t denotes time, where t
= 0 represents time prior to the treatment and t = 1 represents time after the treatment. Y,
is the outcome for school s in time period t. Treat_Groups is an indicator for whether
school s was in the treatment group, set to 0 if no and 1 if yes. Post; is an indicator equal
to 1 if the observation is from the post-treatment time point (t =1) and 0 otherwise. The
intercept a, represents the estimate of the baseline mean outcome for the control group,
while ay + a; represents the mean outcome for that group after the policy change;
a, + B, represents the estimate of the baseline mean outcome for the treatment group,
while ay + S, + a; + (4 represents the mean outcome for that group after the policy
change. The difference of the differences of these quantities, which can be expressed as
[(ag + Bo + a1 + B1) — (g + Bo)] — [(ag + 1) — @] = B, is the estimate of the
average effect of the policy change on the outcome.

Equation E1 is shown graphically for a hypothetical dataset in Figure 1. The four
data points represent the mean outcome variable for each group at each time point. The

counterfactual trajectory of the treatment group is plotted based on the actual trajectory of
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Notes. Figure presents hypothetical difference-in-differences (DD) analysis.

Figure 1. Graphical Portrayal of DD Analysis

the control group. The causal estimate, 3,, can be seen as the change in the pre/post mean
treatment values over and above the change in the pre/post control mean values.

The specific DD model employed in this analysis is represented by equation E2:
E2. Yy = ay + BoTreat_Groupg + a,Post, + B, (Treat_Groups X Post;)
+ x5 + Vs + gt

In this particular case, school-level covariates (x,;) are included to account for time-varying
compositional changes, and dummy variables (v,) are included to account for time-invariant
fixed effects. These additional measures help account for error and reduce bias resulting from
the omission of variables related to the given outcome. The school-level covariates include

racial/ethnic composition, grade span, school size, proportion female, proportion of students
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receiving free or reduced-price lunch, and pupil-teacher ratio. Relevant time-invariant
characteristics represented by the dummy variables could include, for example, school
location, static funding level, or on-going leadership. With the inclusion of the fixed effects,
the coefficients on the covariates must be interpreted as the relationship of the outcome with
schools changing across the covariate measures, not simply schools static in those measures,
as the static characteristics are conjointly captured by the fixed effects dummies. In the same
vein, the model intercept and treatment coefficient are no longer interpretable as the baseline
means of the treatment and control groups, because these variables are now also confounded
by the fixed effects dummies. As the covariates are not interpretable in the traditional sense,
testing for moderating effects by interacting the covariates with the treatment does not lead to
estimates of how treatment might be moderated by static school characteristics. Thus
moderating effects are not examined in this study, nor are coefficients on covariates
interpreted in discussion of the results (though all model results across all analyses are
reported in Appendix A). Note that, with the inclusion of the time-varying covariates and the
time-invariant fixed effects, the estimate of the effect of the policy change, B;, is unaffected
but potentially less biased.

Different families of linear regressions, namely regressions based in the normal
(Gaussian), Poisson, and negative binomial distributions, are applied to the data within the
framework of the DD analysis in order to determine which type of linear regression best fits
the data. These steps are described in detail in Chapters 6 and 7, prior to reporting and

interpretation of model results.



85

Generalized difference-in-differences (GDD). As applied to any nonequivalent
pretest/posttest design, DD analysis is limited in the information it can provide. DD
analysis only examines the mean difference in the outcome variable across two points in
time. It relies on a single baseline measure to represent baseline differences and cannot
examine any delayed effects of the intervention. To expand on the capabilities of basic
DD analysis, this dissertation shifts from a nonequivalent pretest/posttest framework to a
nonequivalent control group time series framework, which utilizes multiple years of data
to examine treatment effects. Within this expanded framework, this dissertation applies a
generalized difference-in-differences (GDD) analysis to the data. GDD analysis can
incorporate multiple time points and multiple groups into the DD framework. The
multiple pre-/post-policy years of data available relevant to the policy change examined
in Research Question (1) invite this more complex iteration of DD analysis. (See Table 2
for the full strategy of analyses applied to each research question.) GDD analysis is

commonly represented by equation E3:
E3. Ysgt = ]/g + At + 6Dgt + Eist

In this case, y, and A, are dummy variables representing group g (any number of
treatment or control groups) and time t, respectively. D, is a dummy representing
treatment schools in the time periods after treatment. The estimate of the effect of the
policy on the outcome is . The model no longer provides the simple intuition of a
difference between rates of change across two groups, but the underlying interpretation is
the same as for equation E1. When limited to two time periods, E1 and E3 are

computationally equivalent.
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This paper applies GDD methods to include three school years of pretest data
(2009-2010 through 2011-2012) and two school years of posttest data (2012-2013 and
2013-2014) to address Research Question (1). In generic form, this expanded model can

be represented by equation E4:

E4. Yy = ay + foTreat_Groups + a;Postl, + f;Treat_Groupg X Postl,

+a,Post2; + [yTreat_Groupg X Post2; + €4

Here, s again denotes schools and t denotes time. Y, is the outcome for school s in time
period t. Treat_Group, is an indicator for whether school s was in the treatment group,
setto 0 if no and 1 if yes. Post1, is a dummy variable indicating the first year after the
policy change, set to 1 if the school year is 2012-2013 and 0 otherwise. Post2; is a
dummy variable indicating the second year after the policy change, set to 1 if the school
year is 2013-2014 and 0 otherwise.

Like the basic DD approach, this GDD model estimates the baseline mean for the
control schools (), now aggregated over three pretreatment years, and for the treatment
schools (ay + Bo). It adds the ability to model the changes from these baseline values one
and two years after the policy change: «; is the change in baseline mean for the control
group one year after the policy change; «, is the change in baseline mean for the control
group two years after the policy change; a; + f; is the change in baseline mean for the
treatment group one year after the policy change; and a, + S, is the change in baseline

mean for the treatment group two years after the policy change. The estimated treatment
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Notes. Figure presents hypothetical generalized difference-in-differences (GDD) analysis.

Figure 2. Graphical Portrayal of GDD Analysis

effect one year after the policy change is thus £;, while the estimated treatment effect two
years after the policy change is £,.

The treatment effect across two posttreatment years are shown graphically for a
hypothetical dataset in Figure 2. The six data points represent the mean outcome variable
for each group at each time point. As in Figure 1, the counterfactual trajectory of the
treatment group is plotted based on the actual trajectory of the control group. The causal
treatment estimates for each of the two years post-treatment, $, and $,, can be seen as
the change in the pre/post mean treatment values over and above the change in the
pre/post control mean values at each time point. Were these same data modeled using
basic DD analysis, results would fail to indicate a growing treatment effect over time, at

least two years out from the treatment.
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As with the DD analysis, the specific GDD model applied in this study includes

time-varying school covariates and school-level fixed effects, resulting in equation E5:

E5. Yy = ag + foTreat_Groups + a;Postl, + fTreat_Groupg X Postl,

+a,Post2; + fyTreat_Groupg X Post2; + xg + vg + €4

The fixed effect dummy variables (v,) confound the estimate of the intercept and the
coefficient on the treatment group variable, again rendering these estimates non-
interpretable; the time-varying covariates (x,;) capture variance due to changing school
compositions over time, not static school characteristics, and thus are not interpretable in
the traditional sense. While serial correlation of multiple yearly measures within schools
could theoretically drive the use of a random effects mixed model here, a fixed effects
model is used given that the schools are not randomly distributed, nor are the schools in
this analysis a random sample from a larger population.

GDD analysis has been used in many well-respected econometric papers. Autor
(2003) examines whether policies limiting employers’ right to fire employees at will
leads to their hiring temporary workers at greater rates, and finds that employers begin
hiring temporary workers at higher rates in the year before the enactment of such limiting
policies in anticipation. Gruber and Kleiner (2012) analyze data on nurses’ strikes across
New York from 1984 to 2004 and find that strikes increase mortality and readmission
rates of patients admitted during the strikes. Wing and Marier (2014) examine policies
limiting certain dental procedures to performance by a dentist versus a dental hygienist
and find that such policies, across multiple states and multiple intervals, increase the

pricing of such procedures. GDD analyses can aid in identifying and controlling for
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Ashenfelter’s dip—a scenario in which the outcome variable declines (or increases) just
prior to policy implementation in the group affected by the policy, first noted in
Ashenfelter (1978)—as lags and leads to the intervention can be included. Ashenfelter’s
dip is just one example of a regression-selection interaction threat that can be alleviated
through GDD. These can also serve as sensitivity checks in comparison to the estimated
intervention effect, as the treatment timing can be artificially adjusted. These papers and
methods demonstrate the flexibility of GDD approaches in their application to multiple
time points, instances, and groups.

The GDD analyses in this paper, with their estimation of baseline measures across
three pretreatment years and treatment effects across two posttreatment years, are more
complex than the DD analyses. Were the treatment effect to prove stable in both
posttreatment years, the GDD model would not be necessary, and the DD model would
be preferred as it represents the simpler model of the two. The magnitude and statistical
significance of the treatment effect estimate in the second year posttreatment suggests
whether the GDD analysis is warranted. Where the GDD models return the same
treatment effect for both posttreatment years, the DD estimates are preferred, and these
drive interpretation of the treatment effects; where they do not return a stable treatment
effect for both posttreatment years, the GDD treatment effects are interpreted.

GDD analyses are not without their limitations. Like DD analyses, GDD analyses
must assume that threats to validity, such as maturation, do not interact with group
selection. For example, one might expect the Philadelphia charter sector to experience

differential fluctuations in its incident rate across the years in this analysis, as the sector
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expanded rapidly between the 2009-2010 and the 2013-2014 school years, growing from

20 percent to 30 percent of Philadelphia’s public school market share while traditional
schools shrank from 80 percent to 70 percent of the market. Multiple years of data can be
included in the GDD model to provide more reliable estimates of stable baseline and
posttreatment means, but they do not provide information on such differential baseline or
posttreatment trends. Potential differential rates of maturation are a source of bias that
cannot be eliminated with GDD analyses (Somers, Zhu, Jacob, & Bloom, 2013). To gain
more insight on changes in group trends over time, this paper turns to comparative
interrupted time series analysis.

Comparative interrupted time series (CITS). Comparative interrupted time
series (CITS) are an elaboration on GDD models, though they emerge from the tradition
of basic interrupted time series. DD analyses focus on mean differences estimated across
group membership, post-treatment time indicators, and their interaction; GDD analyses
expand this approach to account for multiple groups and time points. On the other hand,
interrupted time series analyses focus on mean and trend differences of one group across
time estimated using variables of time index, post-treatment time indicators, and their

interaction. The basic interrupted time series model is given in equation EG6:

E6. Yy = fo + f1Year, + fyPost, + B3(Year, X Post,) + &4

Equation E6 is nearly identical to equation E1, except that the variable Year; has
replaced the variable Treat_Group,. The basic interrupted time series design includes
only one uniform sample of treated observations, rendering Treat_Group, obsolete,

given that it indicates treatment status across groups. In its place, Year; represents an
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index of all times t in the dataset. 8, and 3; serve as estimates of the intercept and slope
of the baseline trend, respectively, while 8, and 5 serve as estimates of the deviations
from the baseline slope and trend in the posttreatment years, respectively.

The addition of group membership as a main and interaction effect shifts an
interrupted time series into the CITS framework. The basic CITS model in the context of

this study is given in equation E7:

E7: Y = ag + ¢poYear, + BoTreat_Groups + ¢ Year, X Treat_Group,
+ o, Postl; + f;Treat_Groupg X Postl;+a,Post2;

+ [,Treat_Groupg X Post2; + €

Equation E7 is identical to equation E4, with the addition of Year; and its interaction
with Treat_Group,. Year; is an index of observation year, centered at the last
pretreatment year. Given this centered variable, a, now represents the baseline mean in
the year prior to treatment for the control group, and a, + S, represents the baseline
mean in that year for the treatment group. Unlike equation E4, however, Equation E7
introduces the estimation of trend. Here, ¢pand ¢, + ¢, represent the baseline slope for
control and treatment schools, respectively. The estimates a; and a, now represent the
deviation from baseline trend for control schools one and two years after the policy
change, respectively; a; + ; and a, + B, represent the deviation from baseline trend for
treatment schools one and two years after the policy change, respectively.

Because the method accounts for baseline trend differences, the CITS model helps
alleviate concerns relative to differential maturation and regression—such as potential

differential baseline trends of the Philadelphia traditional and charter schools, for
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example—whereas a GDD model could ignore these important elements of a comparison.
Accounting for baseline trend differences is especially important when extending impact
analyses beyond the first year posttreatment, as the additional data points must be
compared relative to counterfactual potential posttreatment trends. Given the additional
information provided by CITS analysis, the approach may appear superior to that of a DD
or GDD analysis; still, the additional complexity of the CITS analysis may not prove
necessary, if treatment and control groups do not exhibit differential baseline trajectories.
Where the CITS model produces statistically significant estimates of differential baseline
trends across treatment and control groups—and thus the additional complexity of the
CITS model is justified—the CITS model results will be interpreted in place of the GDD
or DD results; where these effects are not statistically significant, the GDD or DD results
will drive interpretation, as the more complex CITS model is not warranted.

Figure 3 presents a graphical representation of a CITS approach versus a DD or
GDD approach as applied to the same hypothetical dataset. In the first panel representing
DD analysis, differential treatment effects are estimated only taking into account one
baseline year of data and one posttreatment year of data, leaving f; as the overall
treatment effect. In the second panel representing GDD analysis, two posttreatment years
are compared with baseline means for each group aggregated over four prior years of
data. B, and B, represent the treatment effects one and two years posttreatment. These
estimates provide more information of the treatment effect over time than the results of
the first panel, but still fail to take into account differential baseline trends pre-treatment.

In the third panel representing CITS analysis, four prior years of data are used to estimate
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Difference-in-Differences (DD).
Only one baseline year of data and one
posttreatment year of data inform
estimation of the treatment effect, f;.
Other years of data are not included in
the analysis.

Generalized difference-in-
differences (GDD). Yearly dummies
are added to estimate treatment effects
by year. Here, two posttreatment years
are compared to aggregate
pretreatment years.

Comparative interrupted time
series (CITS). Baseline slopes are
modeled and baseline trajectories
inform estimation of deviation from
baseline trends for treatment and
control groups.

Notes. Figure presents difference-in-differences (DD), generalized difference-in-differences (GDD), and
comparative interrupted time series (CITS) analysis as applied to an identical hypothetical dataset.

Figure 3. Graphical Display of DD, GDD, and CITS Analyses with Identical Dataset
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baseline trend and two posttreatment years of data are used to estimate posttreatment
trend. §, and 3, again represent the treatment effects one and two years posttreatment,
but here they are smaller than those estimated in the first and second panels because the
CITS model accounts for differences in baseline trend across groups. Ignoring these
baseline trends would have resulted in inflated estimates of the treatment effect.
Following in the vein of the DD and GDD analyses, the specific CITS model
applied in this study includes time-varying school covariates and school-level fixed

effects, resulting in equation E8:

E8: Yy = ag + ¢poYear, + poTreat_Groups + ¢ Year; X Treat_Group,
+ o, Postl; + f;Treat_Groupg X Postl;+a,Post2;

+ B,Treat_Groupg X Post2; + xg + Vs + €g¢

Once more, these fixed effect dummy variables (v,) confound the estimate of the
intercept and the coefficient on the treatment group variable, rendering these estimates
non-interpretable in this particular case; the time-varying covariates (x,;) capture
variance due to changing school compositions over time, not static school characteristics,
and thus are not interpretable in the traditional sense. All other variables are still
interpretable as described in the more general case of equation E7.

The CITS approach has seen less widespread usage, at least in theoretical framing
by researchers, than the GDD design. Some examples of CITS research include Wong,
Cook, and Steiner (2015), who apply CITS to the impact of No Child Left Behind on
public versus private schools, and Dee and Jacob (2011), who apply CITS to the impact

of No Child Left Behind on states with and without prior school accountability policies.
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Beyond the educational setting, Bloom and Riccio (2005) use CITS to examine the
effects of an employment program aimed at public housing residents. Though its use has
been more limited, CITS has been shown to produce consistent and unbiased results in
line with those of regression discontinuity analyses, which more closely imitate
experimental designs (Somers et al., 2013). Perhaps CITS has not seen widespread usage
because it requires sufficient number of baseline data points to be able to establish a
reliable baseline trend; some literature suggests that four data points are necessary at
minimum (Somers et al., 2013). The three data points used here fall just below this
threshold. Still, the application of CITS analyses here, while limited to three baseline
years of data, is intended to provide a close approximation of an experimental analysis.

Fuzzy regression discontinuity. Regression discontinuity is a research design
and analysis approach typically applied in situations in which a predetermined cutoff
value of some continuous variable determines subjects’ assignment to treatment or
control. Under certain assumptions of appropriate functional form, regression
discontinuity analyses can produce statistically unbiased estimates of a treatment effect—
the only quasi-experimental method proven to do so (Shadish et al., 2002). In a typical
regression discontinuity analysis, regression lines are fit separately for the treatment and
control groups near the cutoff value; the effect is measured as the difference between the
two lines. The intuition supporting the analysis rests on the notion of measurement error
and the imprecision of the cutoff value: that subjects near the cutoff are randomly

distributed above and below the cutoff given the random error inherent in measurement;
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thus comparing the two groups is akin to comparing equivalent groups formed through
random assignment.

In the context of the SDP policy decision examined in Research Question (2), no
explicit cutoff was established to determine whether a school would retain its full-time
school police officer or whether its position would be turned into a part-time position. It
IS a reasonable premise, however, that the schools which were selected to face part-time
officer vacancies were those with fewer disciplinary issues and safer school
environments. Examining the extent to which this is true for baseline variables such as
prior school-level academic performance and/or incident rate is the first step in applying
regression discontinuity methods to the current dataset. As described in Chapter 7, this
paper examines the school-level rate of incidents involving law enforcement as a
potential variable from which to generate an artificial treatment assignment cutoff. The
cutoff is determined where a given value maximizes the margin between the proportion
of treatment and control schools on each side; this variable is also compared to others to
determine whether any other variable could produce a larger margin.

While it seems reasonable to expect that treated schools generally displayed a
higher or lower value on one of these variables, it is not reasonable to expect that only
treated schools will fall above/below the given value, and all control schools will fall on
the opposite end of the spectrum. Thus, a sharp regression discontinuity design cannot be
applied to the data. Instead, a fuzzy regression discontinuity design (FRD) is appropriate.
FRD methods are used when a sharp cutoff is intended, but some crossover or

misassignment from treatment to control groups and vice versa occurs. In other words,
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the probability of treatment given a subject’s measurement on the cutoff variable is not
strictly O or 1. The fewer the proportion of participants who are misassigned, the less
misassignment threatens to bias causal estimates. Yet just as with a randomized study,
certain methods can be applied to correct for misassignment and estimate the effect of the
treatment on those subjects that received the treatment; most commonly, this involves the
use of instrumental variables.

After determining a viable cutoff value, linear FRD strategy begins with equation

E9, an expression of basic regression discontinuity (Jacob, Zhu, & Bloom, 2012):
Eg YS =a+ ﬁle + BZZS + B3DSZS + El'

In this equation, Y, represents the outcome for school s; D represents treatment status for
school s; and Z, represents the assignment variable value for school s. The local average
treatment effect is represented by B;; 5, represents the relationship between the
assignment variable and the outcome in the control group, and S5 represents the potential
change in the slope of that relationship due to treatment. Like basic regression
discontinuity, FRD rests on the assumption that the functional form has been correctly
specified, i.e., the relationship between the assignment variable and the outcome is
correctly modeled as linear, quadratic, cubic, etc. The analysis thus compares linear
models with quadratic models for each outcome variable, calculating F statistics on the
addition of the quadratic terms and favoring the linear model where this term is not
significant. As a visual check on this relationship, pretest values of each outcome variable
are simultaneously plotted against the assignment variable to visually inspect the

credibility of this relationship between the assignment variable and the response function.
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Notes. In the hypothetical examples above, the cutoff indicates which units should receive treatment, i.e.,
those above the cutoff should receive the treatment, and those below should not. In the right panel, all units
complied with this assignment. In the left panel, some units below the cutoff received treatment, and some
above the cutoff did not, creating the setting for a fuzzy regression discontinuity (FRD) analysis.

Figure 4. Graphical Representation of Sharp Regression Discontinuity and FRD

Similarly, nonparametic local linear regressions is applied to posttreatment values of the
outcome data, to visually explore the potential for treatment effects. Local linear
regression can be informative in a regression discontinuity framework, as the method
estimates a regression using only data points near the cutoff, but is best used as a visual
complement to parametric estimation, as it is not possible to determine from an extant
dataset which introduces less bias (Lee & Lemieux, 2010).

Figure 4 graphically represents a hypothetical basic regression discontinuity

analysis. In the left-most panel, subjects have been assigned to treatment based on their
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scores along a continuum, with “5” as the hypothetical cutoff; all those with scores
greater than 5 have received treatment, and 8; represents the treatment effect at the
cutoff. In the right-most panel, the sharp assignment of subjects to treatment above scores
of 5 no longer holds; in this FRD case, some subjects with scores lower than 5 received
treatment, while others with scores greater than 5 did not receive treatment.

Given the fuzzy nature of misassignment in a FRD, equation E9 is not sufficient.
In this basic form, the average treatment effect represents a measure of the effect for all
subjects intended to receive the treatment—e.g., all those above or below the cutoff—
irrespective of whether or not they received the treatment. To account for misassignment,
a local average treatment effect must instead be calculated, to represent the average effect
for those subjects that actually received the treatment (Imbens & Angrist, 1994). This
treatment effect is calculated as the difference in mean outcomes for the treatment and
comparison groups (;), divided by the difference in treatment receipt rates for both
groups near the cutoff. This calculation is commonly expressed by equation E10 (Hahn,

Todd, & Van der Klaauw, 2001):

limzrz,. E[Yslzszzc]_limzlzc E[Ys|zs—2z]

E10. -
limz1z,, E[Ds|zs=zc]_llmzlzc E[Ds|zs—2z(]

The numerator of equation E10 represents the intent-to-treat effect in the regression
discontinuity framework; the denominator represents the proportion of intended treatment
schools that actually received the treatment minus the proportion of intended control

schools that actually received the treatment.
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This analysis runs parallel to analyses of instrumental variables in experimental
settings with noncompliance, and requires similar assumptions. First, that the treatment
assignment is correlated with the likelihood of receiving the treatment; and second, that
the treatment assignment is only related to the outcome through receipt of the treatment
(Lee & Lemieux, 2010). The analysis also requires the assumption that no external effect
potentially confounds the treatment effect at the cutoff, i.e., any estimated effect is the
result of the treatment and no external effect. To provide some evidence on this
possibility, compositional differences of the two groups at the cutoff is examined.

One concern with the application of FRD to Research Question (2) is the
statistical power of the analysis. Given the small treatment sample size of 28 schools, the
minimum detectable effect size (MDES)—with an 80 percent chance (power) of
producing a statistically significant treatment effect estimate at the 0.05 level, assuming a
balanced normal density distribution across the values of the cut variable and a constant
rate of crossovers of 5 percent—is 0.55 (Jacob et al., 2012). Modifying the assumptions
to an overall crossover rate of 5 percent with a 20 percent crossover rate clustered at the
cutoff increases the MDES to 0.77. These MDES would represent relatively large effects
for the average educational study, and thus some concern remains that the FRD analysis
is underpowered. Still, the calculations are based on hypothetical assumptions
surrounding a largely unstudied construct—police in schools; perhaps the effect of police
in schools is as large as or larger than these minimum effect sizes, or perhaps the actual

analysis will be able to identify statistically significant effect sizes of smaller degrees
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given its actual parameters. At minimum, the FRD analysis could prove valuable in an
exploratory framework that could inform future similar but larger-scale analyses.

FRD analyses have not seen extensive use in education literature, though they are
common in other fields. One exception is research by Shobo, Wong, and Bell (2014),
who examine a merit-based program for college tuition aid and find significant positive
effects on various students’ outcomes; because the aid is based on multiple criteria, a
FRD design could be applied to the setting. Other education research has used basic
regression discontinuity approaches, such as Wong, Cook, Barnett, and Jung (2008), who
examine state pre-school programs using date of birth as an enrollment cutoff and find
mixed results by state and student outcome. While the use of these methods is limited in
education thus far, their use is likely to grow, as education provides a setting in which

treatment cutoffs based on age and/or performance are common.
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CHAPTER 5: PENNSYLVANIA SCHOOL DEMOGRAPHICS AND BEHAVIOR

To understand the effects of disciplinary policy changes on student and
administrative behaviors, this paper contrasts behavior in the School District of
Philadelphia (SDP) with that in other groups of schools across Pennsylvania. These
groups are outlined in Table 2 of Chapter 4; some are purposively selected existing
groups, and others are uniquely sampled from these groups using propensity score
matching. This chapter examines demographics and school-level outcomes of each of the
purposive groups as well as the state as a whole. The descriptive analyses presented in
this chapter are not intended to serve as evidence of actual relationships or differences
among groups or their outcomes; instead, they are intended to provide some
understanding of the background and operation of the Pennsylvania schools and the
school groups included in the analysis.

Demographics included in the descriptive analysis in this chapte