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This document chronicles the discovery of the Higgs boson and early measurements in the diphoton decay channel. Particular attention is paid to photon identification, to the coupling of the Higgs to the vector bosons, and to differential cross sections of the Higgs boson. As these measurements yielded good agreement to the predictions of the Standard Model, an additional search is performed, for Higgs boson pair production in the $\gamma\gamma b\bar{b}$ final state. The dataset used represents 5 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 7$ TeV and 20 fb$^{-1}$ of collisions at $\sqrt{s} = 8$ TeV, recorded by the ATLAS experiment at CERN’s Large Hadron Collider in 2011 and 2012.
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The Standard Model of particle physics is a testament to the intensity of human curiosity and an intellectual triumph. It describes three of the four known forces with astounding accuracy; it integrates a century of experiments within an alternately elegant and ad hoc theory. Yet for five decades its keystone was absent. This document describes the crowning achievement of the Standard Model: the experimental observation of the Higgs boson.

In March 1984, the European Organization for Nuclear Research (CERN) and the European Committee for Future Accelerators (ECFA) hosted a workshop in Lausanne, to consider proposals for a ‘Large Hadron Collider in the LEP Tunnel.’ Twenty years had already passed since the Higgs mechanism was first described [1–3]. The Standard Model described by Glashow, Weinberg, and Salam had just been vindicated by the discovery of the $W$ and $Z$ vector bosons by the UA1 and UA2 experiments at the Super Proton Synchrotron [4–7]. The participants in the 1984 workshop concluded that ‘searching for the Higgs meson [sic.] as it appears in the standard model looks difficult,’ and in particular that gluon fusion ‘does not seem to be a promising mechanism’ [8]. On the other hand, supersymmetry was expected to be readily accessible.

By 1992 however, when the ATLAS and CMS Collaborations submitted Letters of Intent for large, multi-purpose detectors on the LHC [9, 10], the detector design parameters and the physics case of the two experiments had swung decidedly in favor of the discovery potential of the Higgs
boson in the diphoton and $ZZ$ channels. The two experiments were approved in early 1997, and civil engineering work began shortly thereafter. The ATLAS prototype detectors were first assembled in a 2003 test beam, and the experimental cavern was completed that year, 100 m below the Franco-Swiss border. Installation of the 7000-ton, 13-story detector would continue for the next four years. LHC collisions began in September 2008, but abruptly ended nine days later, when a faulty interconnect between two superconducting magnets caused a quench and an explosion that destroyed several magnets [11]. Data collection recommenced in 2009 and accelerated through 2011 and 2012, leading to the discovery of the Higgs boson announced on July 4, 2012.

The diphoton and $ZZ$ decay channels were the two components to the initial Higgs observation by ATLAS.$^1$ The diphoton channel remains one of the most-important modes for the study of its couplings. Its small branching fraction of just 0.2% is offset by a high selection efficiency of $\sim 40\%$, good mass resolution, and a relatively straightforward analysis strategy. This document chronicles the discovery of the Higgs boson in this channel, and describes early measurements of its interactions. It concentrates, naturally, on those topics to which the author made meaningful contributions:

- Chapters 2 and 3 briefly describe the theoretical context for the work, and present the Large Hadron Collider and the ATLAS detector.
- Chapter 4 describes techniques for identifying photons showers and rejecting QCD backgrounds. These methods were central to the Higgs discovery by ATLAS, which is discussed in Chapter 5. That work was first published in Ref. [12].
- Following the discovery of a new particle, the task was to determine whether it behaved as the SM Higgs boson. Two paths were open: (1) to check that the particle was indeed a scalar, or (2) to measure whether its interactions with other particles scaled with their masses. The author chose the second path. Chapter 6 therefore describes efforts to select events consistent with Higgs bosons produced in association with a $W$ or $Z$ boson, and thereby isolate production

$^1$The $h \rightarrow WW$ channel followed a week or so later.
through the $WWh$ and $ZZh$ vertices. This work was an important part of the early ATLAS paper on the Higgs couplings [13].

- As the early coupling and spin results agreed with the predictions of the SM within experimental error, differential cross sections of Higgs boson production were extracted, to further assess the compatibility of the new particle to the SM Higgs boson. These measurements are described in Chapter 7 based on work first released in a conference note [14], for which the author served as an editor.

- A search for Higgs boson pair production in the $\gamma\gamma b\bar{b}$ channel, is described in Chapter 8. The cross section for this process is exceedingly small in the SM, but it is enhanced, resonantly or non-resonantly, in a number of extensions to it. No significant discrepancy was found from the null hypothesis, but this channel remains promising for Run II. A paper has been released, also co-edited by the author [15].

Complementary measurements of mass, spin, and parity are summarized briefly, to present a fuller picture of the consistency of the new particle to the SM Higgs boson. Measurements from and combinations with other channels ($WW$, $ZZ$, $b\bar{b}$, $\tau\tau$) are described where appropriate.
A complete presentation of the Standard Model is beyond the scope of this document, and has long been available from better-qualified authors [16,17]. The few details necessary to motivate this work are included for completeness.

2.1 The Standard Model

The Standard Model of particle physics (SM) is a theoretical description of the elementary particles that make up matter, and three of the four forces that govern their interactions. There are three families of quarks and leptons, each with a left-handed doublet and two right-handed singlets:

\[
\begin{pmatrix}
  u \\
  d
\end{pmatrix}_L, u_R, d_R \quad \text{and} \quad \begin{pmatrix}
  \nu \\
  e^-
\end{pmatrix}_L, e^-_R, \nu_R
\] (2.1)

(The right-handed neutrinos need not exist, but appear in some models of neutrino masses.) Each of the three forces is mediated by spin-1 bosons. The strong force (Quantum Chromodynamics, QCD) is mediated by an octet of colored gluons, electromagnetism (Quantum Electrodynamics, QED) by the photon, and the weak force by the $W^\pm$ and $Z^0$ (after symmetry breaking). Together, these forces and particles describe all familiar phenomena aside gravity.

Local gauge invariance is required for the renormalizability of the theory. The SM Lagrangian is invariant under local transformations of the gauge group $SU(3)_c \times SU(2)_L \times U(1)_Y$, where $c$ refers
to color, $L$ denotes the handedness of the $SU(2)$ coupling, and $Y$ refers to the weak hypercharge. Local gauge invariance is preserved through the introduction of a covariant derivative, which in turn implies the existence of the spin-1 gauge bosons. The structure functions of the underlying Lie groups (the Lie Algebra), determine the form of the covariant derivative and the properties of the gauge interaction.

The SM Lagrangian may be factored into four pieces:

$$L_{SM} = L_{\text{gauge}} + L_f + L_{\varphi} + L_{\text{Yukawa}}.$$  \hspace{1cm} (2.2)

‘Gauge’ includes the kinetic energies and (self-)interactions of the gauge bosons. $L_f$ includes kinetic energies of the fermions and, through the covariant derivative, their interactions with the gauge bosons. Because the left-handed and right-handed fermions transform differently under $SU(2)_L$, it is impossible to directly write mass terms for them. Mass terms for the gauge bosons like $m^2 G_{\mu} G^\mu$ are not gauge invariant, and are similarly absent at this stage.

The bulk of this thesis focuses on tests of the second two terms in Equation 2.2: the Higgs kinetic terms and potential, $L_{\varphi}$, and its interactions with the fermions, $L_{\text{Yukawa}}$. Without these terms, the weak interaction would have infinite range, the fermions would be massless, and there would be no Higgs boson.

### 2.2 The Higgs Mechanism

The ground state of a physical system need not preserve its intrinsic symmetries. For instance, a heated magnet is rotationally symmetric, but ‘chooses’ a preferred direction when cool. In the canonical example, the ‘Mexican hat potential’ of a complex field $\varphi$

$$V(\varphi) = \mu^2 (\varphi^\dagger \varphi) + \lambda (\varphi^\dagger \varphi)^2$$ \hspace{1cm} (2.3)

is rotationally symmetric, but for $\mu^2 < 0$ and $\lambda > 0$, its minimum lies in circle around the origin, with radius $\nu = \sqrt{-\mu^2/\lambda}$ (Figure 2.1). The ground state spontaneously breaks the rotational symmetry,
2. Theoretical Context

The Higgs mechanism uses spontaneous symmetry breaking to introduce both gauge boson and fermion masses while respecting gauge invariance [1–3]. This is accomplished through the introduction of a doublet of scalar fields $\varphi$ that transforms under $SU(2)_L \times U(1)_Y$, along with the (initially) symmetric potential $V(\varphi)$ (Equation 2.3). The Lagrangian $L_\varphi$ takes the form

$$L_\varphi = \left(D_\mu \varphi\right)^\dagger \left(D_\mu \varphi\right) - \mu^2 (\varphi^\dagger \varphi) - \lambda (\varphi^\dagger \varphi)^2,$$  \hspace{1cm} (2.4)

where the covariant derivative is $(D_\mu \varphi) = (\partial_\mu + ig \sum_i \tau_i \cdot W_i^\mu / 2 + ig' B_\mu / 2) \varphi$ and $W^\mu$ and $B^\mu$ are the gauge bosons associated to $SU(2)_L$ and $U(1)_Y$ respectively. The minimum of the potential is $\nu = \sqrt{-\mu^2 / \lambda}$, and is chosen to fall along the real part of the lower component of $\varphi$:

$$\varphi = \frac{1}{\sqrt{2}} \begin{pmatrix} \varphi_1 + i \varphi_2 \\ \varphi_3 + i \varphi_4 \end{pmatrix} \implies \varphi_0 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ \nu \end{pmatrix}. \hspace{1cm} (2.5)$$

Using $\varphi \to \nu + h$ to expand Equation 2.4 around this minimum, and reorganizing the $W^\mu$ and $B^\mu$ as the familiar $W^\pm$ and $Z^0$, yields

$$L_\varphi = (\partial_\mu h)^2 / 2 + m_W^2 W^+_\mu W^-\mu \left(1 + \frac{h}{\nu}\right)^2 + m_Z^2 Z^\mu Z_\mu \left(1 + \frac{h}{\nu}\right)^2 + \frac{\mu^4}{4\lambda} + \mu^2 h^2 + \lambda \nu h^3 + \frac{\lambda}{4} h^4. \hspace{1cm} (2.6)$$

The gauge boson masses thus appear as couplings to the condensate of the Higgs potential. The coupling of the Higgs boson with the $W$ and $Z$ is proportional to the square of each of their masses.
The degrees of freedom from the broken symmetry that would typically manifest as Goldstone bosons are instead ‘eaten’ by the longitudinal polarization of the $W$ and $Z$. The combination of $W^3$ and $B$ corresponding to the photon does not acquire a mass and $U(1)_{EM}$ remains as a symmetry of the theory. Note that the Higgs boson’s own mass has also appeared: $m_h = \sqrt{-2\mu^2} = \sqrt{2\lambda\nu}$.

The fermion masses appear in a similar way: as a (three-point) Yukawa interaction with the vev of the Higgs field. Before symmetry breaking, this is

$$\mathcal{L}_{\text{Yukawa}} = - \sum_{\text{families}} \left( \Gamma^u_{mn} \bar{q}_{mL} \varphi u_{nR} + \Gamma^d_{mn} \bar{q}_{mL} \varphi e_{nR} + \Gamma^e_{mn} \bar{q}_{mL} \varphi e_{nR} + \Gamma^\nu_{mn} \bar{q}_{mL} \varphi \nu_{nR} \right)$$

(2.7)

where the conjugate form of the Higgs field breaks to $\hat{\varphi} = (v + h, 0)/\sqrt{2}$ and the fermion fields are the weak (not mass) eigenstates. The matrices $\Gamma^i_{mn}$ are totally arbitrary, but will be proportional to a (non-diagonal) mass matrix. After symmetry breaking, these terms are again reexpressed around the vev leading to terms like $\Gamma^e_{mn} \bar{q}_{mL} (\nu + h) e_{nR}/\sqrt{2}$. Suggestively defining $M_{mn} \equiv \nu \Gamma_{mn}/\sqrt{2}$ yields instead

$$\mathcal{L}_{\text{Yukawa}} = -\bar{q}_{mL} M^e_{mn} (1 + gh/2m_W) e_{nR}/\sqrt{2} + \cdots.$$ 

(2.8)

Because the Higgs boson and the vev of the field are introduced together in the Yukawa interaction, the resultant masses of the fermions are proportional to the strength of their coupling with the Higgs boson.

### 2.3 Theoretical and Experimental Constraints

In tandem with precision electroweak and top quark measurements, the theoretical framework of the Standard Model restricted the values that the Higgs boson mass could take and provided indirect measurements of its value, before its direct observation. Both LEP and the Tevatron also searched directly for the Higgs without finding it, and set exclusions.

Three fundamental theoretical limits may be considered. A first consideration provides both a (weak) upper limit on the Higgs mass and, perhaps more importantly, a very strong reason for the
Higgs to exist. If \( m_h \) is too large, or if it is removed from the theory, the amplitude for longitudinally polarized WW scattering grows linearly with \( s \). This leads to a violation of unitarity at the TeV scale, so something must break electroweak symmetry.

Two other limits take advantage of the running of \( \lambda = m_h^2/2\nu^2 \) with \( Q^2 \), and yield results that depend on an upper range of applicability of the theory, \( \Lambda \). The first, triviality, refers to the ‘Landau pole’ that arises in \( \lambda(Q^2) \) at large \( m_h \): the self-coupling \( \lambda \) cannot diverge where the theory is valid. This leads to a limit of \( m_h < 140 \text{ GeV} \), if the theory is valid up to the Planck scale, or \( m_h \lesssim 650 \text{ GeV} \) if the theory is valid up to \( \Lambda = 1.5 \text{ TeV} \) [16,18]. A lower bound comes from requiring \( \lambda(Q^2) > 0 \), which is necessary for the stability of the vacuum. The resultant limits range from 85 GeV at \( \Lambda = 1.5 \text{ TeV} \) to around 115 GeV at \( \Lambda = m_P \). These results are summarized in Figure 2.2a.

Radiative corrections to the W mass contain a weak (logarithmic) dependence on the Higgs mass, as do the forwards-backwards asymmetries of the Z. In the context of a global fit of the Standard Model, the Higgs mass may be calculated as \( m_h = 94^{+25}_{-22} \text{ GeV} \) [19], which may also be interpreted as
Table 2.1: SM production cross sections for Higgs boson (pair) production at $m_h = 125$ GeV and $\sqrt{s} = 8$ TeV [23, 24]. Fractional uncertainties from scale variations and PDFs are displayed. The single-Higgs boson uncertainties are very similar for $\sqrt{s} = 7$ TeV. The $bbh$ production mechanism has only received attention more-recently, and was not included in these benchmark references. Its rate is expected to be approximately 1.6% of the $ggh$ one. The branching rates to photons and $b$ quarks used in this document are $0.00228 (\pm 4.9\%)$ and $0.569 (\pm 3.3\%)$, respectively.

<table>
<thead>
<tr>
<th>Single Higgs Production</th>
<th>Pair Production</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cross Section [pb]</strong></td>
<td><strong>Scale Vars [%]</strong></td>
</tr>
<tr>
<td>$ggh(h)$</td>
<td>$19.27 \pm 7.8$</td>
</tr>
<tr>
<td>VBF</td>
<td>1.578 $\pm 0.2$</td>
</tr>
<tr>
<td>$W'h(h)$</td>
<td>0.705 $\pm 1.0$</td>
</tr>
<tr>
<td>$Zh(h)$</td>
<td>0.415 $\pm 3.1$</td>
</tr>
<tr>
<td>$tth(h)$</td>
<td>0.129 $\pm 3.8$</td>
</tr>
</tbody>
</table>

an upper bound. Finally, direct searches at LEP and the Tevatron provided a 95% CL lower limit of $m_h > 114.4$ GeV and an exclusion band of $158 − 175$ GeV [20]. Paired with the indirect constraints, this yields an allowed region for the Higgs mass of $114 − 158$ GeV, as shown in Figure 2.2b.

The Higgs mechanism provides an elegant solution to serious theoretical problems: it provides masses to both the fermions and the vector bosons. Electroweak symmetry breaking sidesteps unitarity violation in TeV-scale $W$ scattering. Before its discovery, the value of the Higgs mass was constrained both theoretically and through direct searches, leaving a relatively narrow window in which to search for it.

### 2.4 Higgs Production at the LHC

There are six principal Higgs boson production modes at the LHC. The Feynman diagrams are presented in Figure 2.3. The cross sections and uncertainties compiled by the LHC Cross Section Working Group [21–23] are listed in Table 2.1 for convenience. The production rates are shown as a function of $m_h$ in Figure 2.4a. The various production modes may be separated via the presence of additional objects in the final state.

- Gluon fusion ($ggh$) through a top quark loop accounts for 87% of Higgs boson production at
\( \sqrt{s} = 8 \text{ TeV} \) at the LHC. To first order, there are no additional objects in the final state, though higher-order corrections obviously lead to some quark and gluon radiation. The \( gg \rightarrow h \) production cross section is computed at next-to-next-to-leading order (NNLO) in QCD [25–27], and next-to-leading order (NLO) electroweak (EW) corrections from Refs [28–30] are applied. These results are compiled in Refs [31, 32] assuming factorization between QCD and EW corrections [31, 33].

\( \text{Vector boson fusion production (VBF) is distinguished by the presence of two jets with large} \)
\( \text{difference in pseudorapidity and, typically, very large dijet mass } m_{jj}. \) The production cross
\( \text{section has been calculated with full NLO QCD and EW corrections [34–36], and approximate} \)
\( \text{NNLO QCD corrections [37].} \)

\( \text{Associated production with a } W \text{ or } Z \text{ boson (‘Higgsstrahlung;’ } Wh \text{ and } Zh \) may be ‘tagged’
\( \text{by the presence of two central jets with mass near } m_W \text{ or } m_Z (W \rightarrow q\ell', \) or \( Z \rightarrow q\bar{q}'), \) or by
\( \text{the presence of leptons or missing energy } (W \rightarrow \ell\nu, Z \rightarrow \ell\ell, Z \rightarrow \nu\nu). \) The QCD corrections
to the \( Wh \) and \( Zh \) processes have been calculated at NLO [38] and at NNLO [39]; NLO EW
radiative corrections from Ref. [40] are applied.

\( \text{Associated production with top quarks (} tth \text{) allows direct access to the } tth \text{ vertex (without the} \)
\( \text{loop). It accounts for a very small piece of the total production at the LHC. The } t\bar{t} \rightarrow W^+bW^−\bar{b} \)
decay leads to a messy final state with leptons and/or many jets, two of which are initiated
by \( b \)-quarks. The full NLO QCD corrections for \( t\bar{t}h \) are used [41–44].

\( \text{Bottom quark fusion (} b\bar{b}h \text{) is included at tree-level in the ‘five flavor scheme’ in which } bs \)
\( \text{are explicitly included in the Parton Distribution Functions (PDFs) of the incoming protons.} \)
Otherwise, this production may be viewed as an alternative diagram for gluon fusion, with two
\( \text{gluon splittings as shown for } t\bar{t}h \text{ production in Figure 2.3. Either way, additional radiation} \)
tends to be very soft, and the final state closely resembles gluon fusion [45–47]. Bottom quark
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Figure 2.3: Standard Model Higgs boson production diagrams.

Figure 2.4: Production cross sections and branching ratios for the SM Higgs boson as a function of mass, at $\sqrt{s} = 8$ TeV [23]. The observed mass of $\sim 125$ GeV allows for a great diversity of different decay channels to be measured.

Figure 2.5: Diagrams of the decay modes of the SM Higgs boson.

fusion has a rate 1.6% as large as $ggh$, and is not included in any of the analyses presented. This was an oversight and in future ATLAS analyses it will be added.

The Higgs boson couples to other particles according to their masses, as described in Section 2.2. Its branching ratios are accordingly calculated in Refs [48–50] and presented in Figure 2.4b. The three diboson decay modes provided the initial discovery at ATLAS:
The diphoton mode represents the bulk of this thesis. The signal over background in this mode is around $S/B \approx 1/30$ and the branching ratio $B = 0.00228$ is very small, but the rate remains competitive, thanks to a high selection efficiency. The analysis strategy is straightforward, and the mass resolution of $\sim 1.6$ GeV is quite good. The large number of events and clean signature make this channel attractive for studies of the couplings of the Higgs boson.

The $ZZ \rightarrow 4\ell$ mode benefits from a high $S/B \approx 3/2$ [13] and outstanding resolution. The small $Z \rightarrow \ell\ell$ branching fraction of 6.6% [51] (squared!) leads to very low statistics for this analysis, but because all four leptons are reconstructed it nevertheless has good sensitivity to spin and CP eigenvalues.

After branching ratios and selection efficiency, the $WW$ mode has rate comparable to that of $h \rightarrow \gamma\gamma$. Its $S/B \approx 1/8$ is better than in $\gamma\gamma$, but it has very poor mass resolution, due to the neutrinos in the final state.

Because a fermiophobic particle would not be produced through gluon fusion, fermionic couplings may be inferred well before direct decays to fermions are measured. Direct observations in $h \rightarrow b\bar{b}$ and $h \rightarrow \tau^+\tau^-$ are important for measuring (a) the couplings to different quark types (top v. bottom) and leptons, which could be altered in scenarios with multiple Higgs doublets, and (b) for the long ‘lever-arm’ in demonstrating that the Higgs couplings run proportional to mass. These two channels have fairly large branching fractions (0.57 and 0.06), but are difficult to distinguish from very large backgrounds.

The $h \rightarrow \mu\mu$ and $h \rightarrow Z\gamma$ modes are exceptionally rare, but nevertheless interesting, for the ‘full picture’ of the consistency to the SM. The decay to muons is the only channel in which the coupling to second-generation fermions could realistically be observed.
2.5 Higgs Boson Pair Production

At the end of the first run of the LHC, the Higgs boson self-interaction $\lambda_{hhh}$ stands as one of the great unmeasured features of the Standard Model. This coupling will be measured through the pair production of two Higgs bosons. But at $\sqrt{s} = 8$ TeV, the rate for this production is small – less than 10 fb, before branching ratios. In the meantime, Higgs boson pair production provides an important portal to new physics.

2.5.1 Standard Model Production

SM Higgs boson pair production proceeds by the same basic diagrams as single Higgs boson production (Figure 2.3). The difference is that for each single Higgs diagram, two variants are possible: (a) two Higgs bosons may be radiated off of a quark or boson line, or (b) the Higgs boson itself may split, to pair produce. This is illustrated for the $gghh$ mode, in the left two diagrams of Figure 2.6. As listed in Table 2.1, gluon fusion remains by far the dominant production mode for dihiggs boson production. The ‘box diagram’ interferes destructively with and overwhelms the far more-interesting self-coupling diagram. This is the reason that the self-coupling will be so difficult to measure: even after Higgs pair production is observed, it will be a long way from extracting $\lambda_{hhh}$.

Nevertheless, beginning this search affords an opportunity to develop experimental methods and understand backgrounds.
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2.5.2 Production Beyond the Standard Model

The serious motivation for searching for Higgs boson pair production with Run I data is the cornucopia of extended models that enhance this rate. Perhaps most exciting is the potential for an utterly anticipated interaction! The enhancements fall into two basic categories: resonant and non-resonant production.

2.5.2.1 Resonant Production

In many BSM theories, a second Higgs doublet is introduced with $SU(2)_L \times U(1)_Y$ charge; together with the charge conjugate doublet this provides four additional degrees of freedom. This leads to four new bosons: a heavier scalar $H$, a pseudoscalar $A$, and two charged Higgs bosons, $H^\pm$. For convenience, three new states ($H^0$, $A$, $H^\pm$) are typically taken to have similar masses (an additional scale also creates some theoretical problems). Different permutations of fermion-doublet Yukawa couplings are possible. In ‘Type I’ 2HDMs all leptons and quarks couple to a single doublet, and in ‘Type II’ 2HDMs up-type quarks couple to one doublet while down-type quarks and leptons couple to the other. The properties of the models are then determined by the masses, by the ratio of the vevs of the two doublets, $\tan \beta \equiv v_1/v_2$, and by the angle $\alpha$ that describes the mixing of the two neutral scalars. The punchline is that if the heavier scalar has mass $m_H > 2m_h$, the cross section for $pp \rightarrow H \rightarrow hh$ may reach a few picobarns, as shown in Figure 2.7. Rates drop off again for $m_H > 2m_t$, where the branching $H \rightarrow t\bar{t}$ turns on.

Evidence that the observed Higgs boson closely matches SM predictions motivates two classes of 2HDM parameters: (1) the decoupling limit where the ‘extra’ bosons are very heavy and (2) the alignment limit $\cos(\beta - \alpha) = 0$ where the vev lies entirely in the neutral component of one of the doublets. Current measurements constrict 2HDMs tightly to these limits [52–54].

Many other resonant models are possible. Gravitons can decay to a pair of Higgs bosons [55], as can radions (whose field is useful for stabilizing the graviton field) [56]. Yet again, stoponium
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Figure 2.7: Cross section times branching ratio for a resonant dihiggs production in a Type 1 2HDM with $\tan\beta = 1$, as a function of the mass of the heavy scalar. A variety of values are shown for $\sin(\beta - \alpha)$, near the alignment limit. Models that remain viable with respect to the stability of the potential and unitarity are drawn solid, while other combinations of parameters are dashed.

production could lead to a narrow resonance of two Higgs bosons [57]. It is easy to add another singlet to the SM or to a 2HDM; because the Higgs is a scalar, it is easy for it to mix with the singlet [58,59]. The Higgs would then be a portal to this new sector.

2.5.2.2 Non-Resonant Production

Non-resonant enhancements to dihiggs production are also possible. Simply modifying the self-coupling $\lambda_{hhh}$ – turning it off or changing the sign – can lead to modest enhancements of the $pp \rightarrow hh$ rate [24], but these would not be accessible with present data sets. In composite models, a direct (anomalous) $t\bar{t}hh$ coupling could boost dihiggs production [60], as shown in Figure 2.6. Finally, light colored scalars running in the loop could enhance the $pp \rightarrow hh$ rate [61].
Chapter 3

Experimental Apparatus

This chapter briefly describes the Large Hadron Collider and the ATLAS experiment. Vast documentation exists on these projects, so references with greater detail are given liberally and may be consulted at will. The feats recorded in those pages are the foundation upon which the entire present work is built.

3.1 The Large Hadron Collider

The Large Hadron Collider \([62–65]\) is a 26.7 km super-conducting accelerator designed to collide protons at a center of mass energy of \(\sqrt{s} = 14\) TeV at a rate of 10 \(\text{nb}^{-1}\) per second \((10^{34}/\text{cm}^2\ \text{s})\).

The injection complex of the LHC reuses several of CERN’s older accelerators \([63]\). The site layout is illustrated in Figure 3.1a. The acceleration chain begins with a duoplasmatron that extracts protons from hydrogen molecules: it bombards the \(\text{H}_2\) molecules with free electrons to dissociate the valence electrons from the nuclei, and accelerates the resultant protons into the Linac2. The Linac2 focusses this beam and accelerates it to 50 MeV, delivering it to the Proton Synchrotron (PS) Booster, which accelerates the protons in turn to 1.6 GeV. The PS Booster feeds into the PS which accelerates the beam to 26 GeV, and feeds into the Super Proton Synchrotron (SPS). The SPS accelerates the protons to an energy of 450 GeV and feeds into the LHC. The full injection chain takes around 4 minutes.
The LHC itself may be divided into eight arcs, each of which has a long straight section of 528 m and two bending regions at either end. Each straight region serves as an insertion point either for an experiment or for a beam utility. Adjacent to the ATLAS \[66\] experiment are experimental sites for LHCb \[67\] and ALICE \[68\], while CMS \[69\] is installed on the opposite side of the ring. Of the four remaining insertion points, two are taken up by collimators for the beam, one is reserved for the beam dump, and the last holds the radio frequency (RF) acceleration cavities. The total energy achievable by the LHC is limited by its circumference and the field of its bending magnets. The LHC contains 1232 bending dipoles with nominal field 8.33 T, for $\sqrt{s} = 14$ TeV. Quadrupole, sextupole, and octopoles are used to focus the beam and reduce aberrations. It takes around 20 minutes to ramp the beam energy from the 450 GeV injection energy to the full energy. Due to persistent concerns over the catastrophic magnet failure mentioned in Chapter 1, the LHC was operated at $\sqrt{s} = 7$ TeV in 2011 and $\sqrt{s} = 8$ TeV in 2012, instead of at its design energy of $\sqrt{s} = 14$ TeV.

Along with the beam energy, the second important parameter is the luminosity $\mathcal{L}$, which is proportional to the rate of collisions. More luminosity means more Higgs bosons. The luminosity may be expressed as the quotient of the total number of times that two protons cross paths (per second), divided by the cross sectional area $A$ at the collision point. The number of crossings is given as $N_b^2 n_b^2 f_{\text{rev}}$, where $N_b \sim 10^{11}$ is the number of protons per bunch, $n_b = 1380$ is the number of bunches, and $f_{\text{rev}} = 26.7 \text{ km}/c \approx 11.25$ kHz is the revolution frequency of the beam.

The cross sectional area meanwhile, is $A = 4\pi \varepsilon_n \beta^*/F\gamma$. $F$ is a geometric factor that describes the crossing at the interaction point. The emittance $\varepsilon_n$ is the average normalized phase space occupied by the beam in momentum and position space, $\beta^*$ is a measure of the transverse beam size, and $\gamma$ is the Lorentz factor. The total instantaneous luminosity may thus be written,

$$\mathcal{L} = \frac{N_b^2 n_b^2 f_{\text{rev}}}{A} = \frac{N_b^2 n_b^2 f_{\text{rev}} \gamma}{4\pi \varepsilon_n \beta^* F}. \quad (3.1)$$

Peak luminosities in ATLAS reached around 7 nb$^{-1}$ per second in 2012 ($7 \times 10^{33}/\text{cm}^2\text{s}$) \[70\].
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Figure 3.1: The CERN accelerator chain begins with a linear accelerator and three booster rings - the Proton Synchrotron Booster, the Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS) – that accelerate protons to 450 GeV, before injecting them into the Large Hadron Collider (LHC). The LHC accelerates the protons to a design energy of 7 TeV. Adapted from Ref. [62].

(b) The total data delivered by the LHC, and recorded and deemed usable for physics by the ATLAS experiment is displayed for 2011 and 2012, when the accelerator was operating at energies of $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV respectively. [70]

The parameters used to achieve these high luminosities also resulted in as many as 30 interactions in a single crossing. Many simultaneous interactions makes for messier events, but it is worth the cost. Figure 3.1b shows the total integrated luminosity for the two years, and the steep rate in 2012. Nearly $25/\text{fb}$ of collisions were recorded in the two years. At peak luminosity, the LHC was producing a Higgs boson for ATLAS every seven seconds!

3.2 The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) [66, 71–73] is a multipurpose detector with forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle. It is composed of three cylindrical subsystems, arranged in concentric shells around the interaction point:

1. The inner detector (ID) is a tracker immersed in an axial magnetic field that measures the tracks of charged particles, and hence their origin (‘primary’ or ‘secondary’ vertices), position,
and momentum.

(2) Electromagnetic and hadronic calorimeters stop electrons, photons, and hadrons, and measure their energies. This is also important for reconstructing ‘missing’ energy from neutrinos.

(3) Muons interact little with the calorimeter, so their trajectories are measured a second time in a ‘muon spectrometer’ (MS). The MS is largely contained within the toroidal magnet system that gives ATLAS its name.

Each system typically has a ‘barrel’ component centered at the interaction point sandwiched between two ‘endcap’ components, further along the beam line.

### 3.2.1 Coordinate System

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) and the z-axis directed along the beam pipe, counter-clockwise around the LHC ring if looking downwards. The x-axis points from the IP to the center of the LHC ring, and the y-axis points upward.

The momenta of incoming partons in proton-proton collisions are not well-determined; rather, they are described by Parton Distribution Functions (PDFs) that quantify the fraction of the total momentum in each parton. Since the other partons ‘escape’ down the beam-pipe, momentum conservation is not manifest along the z direction. However, since the beams collide head-on in z, momentum conservation is apparent in x-y. Vectors – in particular, momenta – projected into the x-y plane are called ‘transverse.’ Cylindrical coordinates \((R, \varphi)\) are used in the transverse plane, where \(\varphi\) is the azimuthal angle around the beam pipe.

Particle production is roughly constant as a function of the rapidity, \(y \equiv \frac{1}{2} \ln \left[\frac{(E + p_z)}{(E - p_z)}\right]\). For massless particles (such as photons), this is equivalent to the pseudorapidity, which is defined in terms of the polar angle \(\theta\) from \(\hat{z}\) by \(\eta \equiv -\ln [\tan(\theta/2)]\). The pseudorapidity is the preferred
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3.2.2 Detector Overview

3.2.2.1 Inner Detector

The ID [74–76] provides accurate reconstruction of the positions, momenta, and origins of charged particles. It is designed using two technologies. The pixel detector [77, 78] and the semiconductor tracker (SCT) [79–81] use silicon pixels and microstrips, while the Transition Radiation Tracker (TRT) [82–85] is a straw tracker with particle identification capabilities using transition radiation. The geometry of the ID is shown in Figure 3.2.

The Pixel Detector. The principle of silicon tracking is that the difference in Fermi energies on either side of an interface between $p$ and $n$-type semiconductors (a diode) leads to a ‘depletion region’ essentially void of free charge carriers. When a charged particle passes through the semiconductor...
it leaves a high density of electrons and holes in its wake – typically 80 $e^-e^+$ pairs per micron of Silicon. In the depletion region, these charges do not immediately recombine. Applying an additional large voltage across the semiconductor then serves two purposes: (1) it enlarges the depletion region, allowing for a greater number of un-recombined charges and (2) it provides the electric field necessary to definitively separate and measure them.

ATLAS uses a total of 80.4 million pixels spread over 1744 sensor modules, providing an average of three ‘hits’ on track. The pixel size is 50 $\mu$m in $R\phi$ by 115 $\mu$m in $z$ and the intrinsic accuracy is 10 $\mu$m in $R\phi$ and 115 $\mu$m in $z$ ($R$) in the barrel (endcap). The modules are arranged in three concentric cylinders in the barrel ($R = 50.5, 88.5, 122.5$ mm) and three disks in each endcap ($z = 495, 580, 650$ mm), providing coverage out to $|\eta| < 2.5$.

In addition to ‘standard’ tracking, the pixel detector is critical for distinguishing separate vertices in events with many hard scatters, and for reconstructing the decays and secondary vertices from $b$-hadrons. The innermost ‘$b$-layer’ is also used to distinguish between electrons (which leave hits in that layer) and photons that convert into electron-positron pairs (which should not).

**The Semiconductor Tracker.** Beyond the pixel detector, the SCT provides tracking out to $R < 563$ mm. Each of 15912 sensors contains 768 ‘strips,’ for a total of 6.4 million channels. Each strip is 12 cm long and has a pitch of 80 $\mu$m. Sensors are mounted on both sides of each module with an angular offset of 40 mrad; this ‘stereo’ measurement provides a longitudinal (radial) constraint in each layer in the barrel (endcap). The full intrinsic resolution per hit is $17 \times 580$ $\mu$m in $R\phi \times z$ ($R$ in the endcap). The modules are arranged in four layers in $R$ in the barrel (299, 371, 443, 514 mm) and in nine layers in $z$ (from 854 to 2720 mm), providing an average of 8 hits on track (4 space points) out to $|\eta| < 2.5$.

**The Transition Radiation Tracker.** The TRT is a straw tracker with 350 thousand channels providing semi-continuous tracking and an average of 36 hits on track. The straws have a radius of 2 mm and
are constructed of polyimide and stabilized with carbon fiber. They are filled with a xenon/carbon
dioxide/oxygen gas mixture (70%, 27%, 3%), and a 32 µm diameter gold-plated tungsten wire is
strung down the center. The straw acts as the cathode and is held at −1500 V with respect to the
wire. When a charged particle passes through a straw, it ionizes the gas. The electrons drift towards
the wire, inducing an ‘avalanche’ (gas gain) that amplifies the signal by about $2 \times 10^4$. The timing
of the leading edge of the signal is related to the radius of closest approach of the ionizing particle
from the wire, and this information can be used to obtain 130 µm resolution in $R_{\phi}$ per straw.

The TRT provides tracking to $|\eta| < 2.0$. The barrel extends to $|z| < 712$ mm with $563 < R <
1066$ mm, and the endcap fills the volume of $644 < R < 1004$ mm and $848 < |z| < 2710$ mm.
The combination of many measurements along with the much-longer lever arm, enhance the TRT’s
contribution to the total momentum measurement.

In addition to tracking, the TRT has extremely unusual particle ID capabilities. Polyethylene
felt mats are interleaved with the straws in the barrel, and polypropylene sheets are placed between
wheels (disks) of straws in the endcap. These ‘radiators’ induce transition radiation (TR) by incident
particles, equal to

$$E = \frac{\alpha \hbar \omega_p \gamma}{3}$$

where $\alpha = 1/137$ is the fine structure constant, $\omega_p$ is the plasma frequency of the radiator, and $\gamma$
is the Lorentz factor. Typical TRT photons have energies of several keV – much more energy than
typically left through ionization. These TRT photons are absorbed by the xenon gas and lead to a
cluster of electrons that induce a large shower. Showers that exceed both a lower threshold used for
tracking and a higher ‘TR threshold’ are flagged with a dedicated ‘bit.’ Because the likelihood for
a TR photon to be emitted scales with $\gamma$, the fraction of hits that exceed the TR threshold can be
used as flag for discriminating electrons and pions: pions are around 250 times more massive than
electrons, so electrons and pions with equal momenta have very different $\gamma$ factors.

Solenoid. A thin super-conducting solenoid operating at 4.5 K provides a 2 T axial magnetic field
that curves the tracks of charged particles and makes it possible to measure their momenta [86].

3.2.2.2 Calorimetry

The ATLAS calorimeter [87] consists of four distinct subsystems providing electromagnetic and hadronic energy measurement to $|\eta| < 4.9$. In addition to electron, photon, and hadron energy measurements, the calorimeters and muon spectrometer (MS) make it possible to infer the presence of neutrinos (or more exotic particles) in the form of ‘missing’ energy in events. The emphasis in this section is given to the lead/liquid-argon electromagnetic calorimeter in the central region $|\eta| < 2.5$, because that is what is used to identify and measure photons (Chapter 4) in the context of the $h \rightarrow \gamma\gamma$ analyses (Chapters 5-8). Indeed, many of the design parameters of this detector are a direct response to the needs of this search!

*Liquid Argon Electromagnetic Calorimeter.* When a photon or electron enters a medium it ‘showers’ in a series of $\gamma \rightarrow e^+e^-$ conversions and $e^\pm \rightarrow \gamma e^\pm$ Bremsstrahlung, until the electron energy loss through Bremsstrahlung falls to the level of loss through ionization of particles in the medium. A material may be understood in terms of the radiation depth $X_0$, which is defined as the distance that an electron must traverse in a material to lose $1/e$ of its energy to Bremsstrahlung. For photons, it is the distance necessary for a 54% probability of conversion into an electron-positron pair. The depth of a shower and the total number of electrons produced are proportional to the energy of the incident particle, while the depth of the maximum energy deposition grows logarithmically with the energy [88].

The ATLAS electromagnetic (EM) calorimeter [89] is a sampling instrument with inactive lead absorbers interspersed with active liquid argon that samples the ionization. That ionization induces currents that are collected on Kapton electrodes. Cells in the calorimeter are defined in $\eta$ by the etching process on the Kapton, and grouped in azimuth. The divisions along $\eta$ allow for ‘pointing’ back to the interaction point by tracing between layers of the detector. Photons that do not convert
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Figure 3.3: Schematic of the liquid argon calorimeter, showing the accordion geometry that avoids azimuthal cracks. The first layer is finely segmented, to discriminate photons from neutral pions. Most of the energy is deposited in the deep (16 radiation-length) second layer. [66]

in the inner detector do not leave tracks, and in this case the ‘pointing’ is a useful constraint on the origin of the photon. The detector is also notable for its accordion geometry (Figure 3.3) which makes it fully hermetic, and gives approximate azimuthal symmetry. It is more than 22X₀ deep for all η.

Four layers are defined in X₀, with varying depths and Δη and Δφ granularities. To assist in estimating losses from material upstream of the calorimeter, a presampler is installed in front of the first layer and before some detector services. The presampler has Δη × Δφ granularity of 0.025 × 0.1 for |η| < 1.52 and 1.5 < |η| < 1.8. It ends at |η| = 1.8, where there is less dead material and where a photon or electron of a given transverse momentum has a greater total energy (pₜ = E / cosh(η)). After the presampler comes the ‘strips,’ which are finely segmented in Δη to provide π⁰ rejection (Section 4.3). They are 6X₀ deep. For |η| < 1.4 and 1.5 < |η| < 1.8 the width is just Δη = 0.025/8 (one eighth of a second-layer cell), while for 1.8 < |η| < 2.0 and 2.0 < |η| < 2.4 the granularity
broadens to 0.025/6 and 0.025/4 respectively, since the physical space corresponding to a unit of $\eta$ falls with $\eta$. At $|\eta| = 2.4$, the fine segmentation ends, and photon identification accordingly stops at $|\eta| = 2.37$. The majority of the energy deposited in the EM calorimeter is collected in the second layer, which is the deepest layer ($\gtrsim 15X_0$). Cells in the second layer of the calorimeter measure $\Delta \eta \times \Delta \varphi = 0.025 \times 0.025$. For $|\eta| < 2.5$, the third and final layer of the calorimeter allows a last measurement of the electron or photon before the hadronic calorimeter. The EM calorimeter does extend to $|\eta| < 3.2$, but without a third layer or fine segmentation in the first layer.

The combination of these elements provides outstanding performance in electron and photon identification (target jet rejection of $5000 \times$, Section 4.3) and energy resolution (Section 4.2). The energy resolution is typically parameterized as $\delta E/E = A/\sqrt{E} \oplus B/E \oplus C$ where $A \sim 10\%$ is the sampling term, $B \sim 100$ MeV is the noise term, and $C \sim 0.5\%$ is constant term.

It is worth noting that although the EM calorimeter is designed for electrons and photons, typical jets will deposit around half of their energy there.

*Tile Calorimeter.* The ATLAS hadronic calorimeter [90] uses steel absorbers and active scintillators that are read out through wavelength shifting fibres that feed into photomultiplier tubes. The barrel covers $|\eta| < 1.0$ while the extended barrels covers $0.8 < |\eta| < 1.7$. The depth is measured in terms of the nuclear interaction lengths $\lambda$, which is the mean length that a particle will travel before undergoing a hard scatter. The calorimeter is more than $11 \lambda$ deep everywhere which reduces ‘punch-through’ of hadrons into the MS far below the irreducible background from prompt and decay muons. The $\Delta \eta \times \Delta \varphi$ granularity is $0.1 \times 0.1$ in its first two layers and $0.1 \times 0.2$ in the third.

*Hadronic Endcap Calorimeter.* For $1.7 < |\eta| < 3.2$ liquid argon with copper absorbers are used for the hadronic calorimeter [89]. The instrument has four layers of longitudinal segmentation, and angular granularity of $0.1 \times 0.1$ at $1.5 < |\eta| < 2.5$ that broadens to $0.2 \times 0.2$ for $2.5 < |\eta| < 3.2$.

*Forward Calorimeter.* Wrapping around the beampipe in the forward region, the liquid argon forward
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Calorimeter provides a final depth of $10\lambda$ at $3.1 < |\eta| < 4.9$. It consists of three layers of absorbers: first copper and then two tungsten, with $\Delta\eta \times \Delta\phi$ granularity granularity $0.2 \times 0.2$. Since a ‘size parameter’ of $\Delta R = 0.4$ is used in jet reconstruction (Section 6.1), the ‘end’ of the detector at $|\eta| = 4.9$ motivates the requirement that jets be contained within $|\eta| < 4.5$.

3.2.2.3 Muon Detectors.

The ATLAS muon spectrometer (MS) [91] consists of two tracking systems and two triggering systems immersed in the $\sim 0.5$ T field of the 1300-ton toroidal magnet [92,93] that gives ATLAS its name. The toroid bends the muons’ tracks and the spectrometer is designed to measure the sagita of these tracks to reconstruct the muons’ $p_T$s within a few percent. Muons are used to flag $Wh$ and $Zh$ production (both alone and in missing energy reconstruction) in Chapter 6, and in reconstructing $b$-jets in Chapter 8.

The Monitored Drift Tubes (MDTs) [94] and the Cathode Strip Chambers (CSCs) [95] are designed for precision tracking. The MDTs are effectively larger versions of the TRT’s straws. The 350 thousand aluminum tubes range in length between 1.2 and 6 m; they are 30 mm in diameter with $50 \mu$m gold-coated tungsten wires at the center. The tubes are filled with an $Ar - CH_4 - N_2$ mixture, providing gas gain of $2 \times 10^4$. After installation, structural deformations in the system are monitored (whence the name) by an optical system. In order to achieve percent-level accuracy in the momentum resolution of muon tracks, accuracy better than $50 \mu$m is required in the muon tracks. Individual tubes enable a position measurement of $80 \mu$m; together, they attain the design requirements [91].

In the higher-flux region at low-$|z|$ and high-$|\eta|$, the occupancy is too high for the drift tubes, so CSCs are used. These are proportional chambers with tungsten anode wires at 2600 V running perpendicular to cathode readout strips in an $Ar - CO_2 - CF_4$ gas mixture providing a gas gain of $10^4$. 
The requirements for the trigger systems are quite different from the tracker. It must be extremely fast, and efficiently trigger within the correct 'bunch crossing' (25 ns window). This is accomplished using Resistive Plate Chambers (RPCs) [96] and Thin Gap Chambers [97]. The RPCs are made up of pairs of large area bakelite sheets separated by a narrow gas region filled with tetrafluorethane in an electric field of 4.5 kV/mm. Discharges initiated by primary ionization electrons from tracks are read out through capacitive coupling on orthogonal \((\eta, \varphi)\) read-out strips on the two sides of the detector. TGCs are made of effectively the same technology as the CSCs. They have gold-plated tungsten wires at 3100 V in a CO\(_2\) (55%) and \(n\)-pentane (45%) mixture, providing a gas amplification of \(10^6\). In the TGCs, both the strips and the wires are used for readout. The system is 99% efficient to trigger in one bunch-crossing. Both the RPCs and the TGCs also provide a rough position measurement in the direction orthogonal to that of the MDTs and CSCs, with an intrinsic accuracy of \(\sim10\) mm.

### 3.2.2.4 Trigger System

In 2011 and 2012, the LHC operated with 1380 filled bunches and a 11 kHz orbit frequency, for a total event rate of 15 MHz. Events were written to disk at 400 Hz. The \(2 \times 10^{-5}\) rejection is performed using a three-level trigger implemented in hardware and software. The first level, Level 1 (L1), is implemented in hardware and reduces the total rate by a factor of 200 using coarse calorimeter trigger towers along with the RPCs and TGCs. This decision is taken within \(\sim2.5\) \(\mu\)s of the event and triggers the readout of the data from the detector. The L1 also seeds the software-based Level 2 trigger with ‘Regions of Interest’ (ROIs) in which to reconstruct physics quantities (track and particles). The rate out of L2 is around 3.5 kHZ (a factor of 20 rejection). Finally, the Event Filter fully reconstructs events in software and provides the final factor of 10 reduction, to the output rate of 400 Hz.
Chapter 4

Photon Reconstruction and Identification

The methods for recording, reconstructing, identifying, and calibrating photons are the foundations of the search for the Higgs boson in the diphoton decay channel. The development of these methods was pursued in the context of the early SM prompt photon measurements [98] and refined for the $h \to \gamma\gamma$ search. This chapter describes these methods, with a heavy emphasis on photon identification.

4.1 Photon Reconstruction

Photons and electrons are both triggered and reconstructed at ATLAS based on clusters in the electromagnetic calorimeter built with a ‘sliding window’ algorithm. In this algorithm, a rectangular window is shifted cell by cell across the calorimeter out to $|\eta| < 2.5$ (Figure 4.1a). At each position, the energy within the window is summed and local maxima that exceed 3 GeV are collected as ‘preclusters.’ The window dimensions of 5 cells square in $\Delta \eta \times \Delta \phi$ results from an optimization that balances the efficiency of finding true clusters against the rate of false clusters from noise [72,99].

At the trigger, a loose set of criteria are applied to ensure that the shapes of the shower in the calorimeter agree with the expectations for photons. These criteria will be described in Section 4.3.

Candidates without an associated track with $p_T > 500$ MeV are classified as unconverted photons, while all clusters with associated tracks are tentatively classified as electrons. However, in
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Figure 4.1: (a) A sliding window of dimension $\Delta \eta \times \Delta \varphi = 5 \times 5$ is used to scan across the detector, for energy deposits that are used as to seed photon triggers. (b) The conversion of a photon into an electron-positron pair is shown in the inner tracker. (c) The energy deposited in the calorimeters by an unconverted photon has a single, narrow peak in the ‘strip’ layer of the liquid argon calorimeter, and should not leak into the hadronic calorimeter.

The presence of matter a photon may convert into an electron-positron pair and these ‘conversions’ must be retrieved from the electron container. This is accomplished by searching for a conversion vertex along electron tracks, less than 0.8 m from the beam line. If two opposite-sign tracks are found with zero opening angle at their point of closest approach, the candidate is classified as a two-track conversion. Two dedicated algorithms were implemented to improve the efficiency for recovering late (vertex at $R \gtrsim 0.4$ m) or asymmetric (most energy carried by one track) conversions. First, ‘back-tracking’ uses calorimeter clusters as seeds, to look for tracks that originate deep in the ID. Second, ‘single-track’ conversions are identified by looking for a vertex along an electron track, effectively requiring that the track have no $b$-layer hit (but not requiring a second track). If any vertex is found, the precluster is classified as a converted photon. At the energy scale of the $h \rightarrow \gamma\gamma$ analysis, about one third of photons convert; of these, more than half have only a single associated track.

Once the precluster is classified a final cluster size is assigned, taking into account both the classification and its $|\eta|$ position in the calorimeter. Since a single unit of pseudorapidity is physically smaller in the endcap than in the barrel, clusters in the barrel measure 3 cells in $\Delta \eta$ while clusters in
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<table>
<thead>
<tr>
<th></th>
<th>Barrel</th>
<th>Endcap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconverted Photons</td>
<td>3 × 5</td>
<td>5 × 5</td>
</tr>
<tr>
<td>Converted Photons</td>
<td>3 × 7</td>
<td>5 × 5</td>
</tr>
<tr>
<td>Electrons</td>
<td>3 × 7</td>
<td>5 × 5</td>
</tr>
</tbody>
</table>

Table 4.1: Cluster sizes in units of one $\Delta \eta \times \Delta \varphi = 0.025 \times 0.025$ cell, for photons and electrons.

the endcap are allowed $\Delta \eta = 5$. The inner detector is immersed in a solenoidal field that curves the trajectories of electrons and converted photons, inducing bremsstrahlung that spreads their energy in the azimuthal direction. They are therefore allowed a broader window in $\Delta \varphi$ than unconverted photons: 7 cells instead of 5. Table 4.1 summarizes the cluster dimensions used for each type of object.

4.2 Photon Calibration

The energy of electromagnetic clusters is calibrated in three stages: (1) currents in calorimeter cells are transformed into energies, (2) energies are corrected for detector inhomogeneities and losses using a ‘calibration hit’ calibration, and (3) comparison of $Z \rightarrow ee$ events in data and Monte Carlo provides an absolute scale and intercalibration.

4.2.1 Calculation of Cell Energies

The calculation of the energy in a single cell has two main factors: (a) a product $a_i (s_i - p)$ designed to extract a total pulse size from a series of ‘samplings’ (measurements) and (b) a unit conversion factor $f_{\text{DAC} \rightarrow \text{MeV}}$. Calorimeter cells are sampled at 40 MHz; if an event is triggered, five samples $s_i$ of the current are preserved. The offset from zero is known as the pedestal $p$, and is first subtracted from the measurements. Each corrected sample $(s_i - p)$ the receives a factor $a_i$, which are known collectively as optimal filtering coefficients (OFCs). These factors (along with $b_i$, used for pulse timing) are calculated so as to minimize the total variance in the combined measurement,
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Figure 4.2: Schematic of a calorimeter cluster. The active volume of the electromagnetic calorimeter is boxed in red. The total energy of the cluster contains the sum of the energy lost before the calorimeter with the total accordion energy. Corrections must be applied for ‘out of cluster’ energy and ‘leakage’ out of the back of the calorimeter.

from electronic and pileup noise.

The unit conversion factor $f_{\text{ADC} \rightarrow \text{MeV}}$ is the product of four measured subfactors. First, the gain $G_1$ that ‘converts’ from analog to DAC counts is measured from fits of the electronics calibration. Next, $F_{\text{DAC} \rightarrow \mu A}$ and $F_{\mu A \rightarrow \text{MeV}}$ convert the electronic output to a physics quantity: $F_{\text{DAC} \rightarrow \mu A}$ comes from known properties of the calibration board, and $F_{\mu A \rightarrow \text{MeV}}$ is derived from GEANT4 simulation and test beam measurements. Finally, differences between pulses from the calibration board or from physics are covered by a factor $(M_{\text{calib.}}/M_{\text{phy.}})$. In all, the energy in the cell is

$$E_{\text{cell}} = f_{\text{ADC} \rightarrow \text{MeV}} \sum_i a_i (s_i - p) .$$

(4.1)

4.2.2 Corrected Cluster Energy

After individual cells are converted into ‘physics energies,’ they are assembled into the clusters described in Section 4.1 and displayed in Table 4.1. The total energy of the physics object includes the energy deposited both inside and outside the cluster. The energy outside the cluster is illustrated in Figure 4.2. It comprises upstream losses (before the calorimeter), leakage energy (behind the calorimeter), and lateral leakage (within the accordion but outside of the cluster window).

The energy before the calorimeter is expressed as a quadratic equation of the energy in the presampler $a$, $b$, and $c$ that depend on both $|\eta|$ and the energy in the cluster. The energy beyond the
presampler starts from the sum of the energies in each of the cells. That energy is then rescaled by the inverse of the fraction of the energy that is actually sampled by the active material, $s_{\text{acc.}}^{-1}$. Two additional factors cover the energy outside of the cluster: \((1 + f_{\text{out}})\) represents lateral leakage outside of the fixed size of the cluster while \((1 + f_{\text{leak}})\) represents leakage into the hadronic calorimeter.

A final factor $F(\eta, \varphi)$ multiplies the presampler, accordion, and leakage energies; it corrects for modulations in the response as a function of $\varphi$ and $\eta$. The $\varphi$ modulation arises from the regular structure in $\varphi$ of the accordion geometry. The $\eta$ modulation derives from the fact that a photon that hits the center of a cell will be better contained in the full cluster, while a photon towards the edge of a cell will also lose more energy at the boundary of the cluster.

The total energy may thus be expressed \cite{72,100,101}

\[
E_{\text{reco.}} = \left[ a(E,|\eta|) + b(E,|\eta|) E_{\text{PS}}^{\text{clus.}} + c(E,|\eta|) (E_{\text{PS}}^{\text{clus.}})^2 \right. \\
\left. + \left\{ \frac{1 + f_{\text{out}}(X,|\eta|)}{s_{\text{acc.}}(X,|\eta|)} \left( \sum_i E_i^{\text{clus.}} \right) \times (1 + f_{\text{leak}}(X,|\eta|)) \right\} \times F(\eta, \varphi) . \right.
\]

Each of the constants ($a, b, c$) and functions ($f_{\text{out}}, f_{\text{leak}}$) are derived in a ‘calibration hits’ simulation, separately for single electrons, and unconverted and converted photons. This simulation makes it possible to account for all of the energy in the shower. These constants are derived with fine $|\eta|$ granularity, but are constant in $\varphi$. The $F(\eta, \varphi)$ modulation correction is also derived in simulation, but obviously is not symmetric in $\varphi$!

### 4.2.3 Residual Calibration from Data

The final piece in calibrating a photon is a determination of the overall scale in data. There are limited options for an absolute photons scale, so $Z \rightarrow ee$ events provide the standard candle. The $Z$ mass is known to exquisite precision, from resonant depolarization measurements of the LEP beam \cite{102}. Reconstructing the $Z$ mass in data and simulation, and setting the observation to the known value, absorbs any remaining offset. The scale choices are moreover allowed to vary with $|\eta|$.
which results in $\eta$-intercalibration, expressed $(1 + \alpha)$, per electron or photon. At this point, electrons and photons are treated identically.

Finally the $Z$ lineshape in Monte Carlo is fixed to better match data, by broadening the momentum resolution through a ‘smearing.’

### 4.2.4 Conversion Correction

A non-standard correction was developed in the $h \rightarrow \gamma\gamma$ analysis for converted photons: the radius $R_{\text{conv.}}$ of the conversion vertex affects the how much they interact with the detector. This leads to an $R_{\text{conv.}}$-dependent energy loss that is not accounted for in Equation 4.2. This dependence was measured in simulation and then corrected for.

### 4.3 Photon Identification

Jet production at ATLAS dwarfs photon production: the overwhelming majority of the objects reconstructed with the procedures described above are not photons or electrons, but jets. Without aggressive algorithms to select photons and reject jets, QCD dijet and photon-jet production swamp the diphoton production rate, and completely conceal the $h \rightarrow \gamma\gamma$ signal.

These backgrounds are rejected based on differences in the shapes of the showers induced by photons and jets in the electromagnetic calorimeter. Photons and electrons have narrow showers that are well-contained within the $\sim$20 radiation lengths of the liquid argon calorimeter. Quark- and gluon- induced showers are broader, and a significant fraction of their energy is typically deposited in the hadronic calorimeter. This Section and Section 4.4 describe the two pillars for selecting photons and rejecting jets: ‘identification’ algorithms (ID) that select photon-like electromagnetic showers, and ‘isolation’ measurements that quantify the amount of energy or number of tracks near a photon.

Two identification algorithms were used for the Higgs discovery:
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Energy Ratios

\[ f_1 = \frac{E_{S1}}{E_{Tot}} \]

Widths

\[ w_{\eta,2} = \sqrt{\frac{\sum E_{\eta}^2}{\sum E_i^2} - \left( \frac{\sum E_{\eta_i}}{\sum E_i} \right)^2} \]

Shower Shapes

\[ \Delta E = \frac{E_{S1,\max,2}^{\eta}}{E_{S1,\min}} - \frac{E_{S1}^{\eta}}{E_{S1,\max,2}} \]

Figure 4.3: Schematic of isEM variables.

1. For 2011 data, a multivariate, neural network (NN) approach was developed to increase the selection efficiency by taking advantage of the full correlations between the variables.

2. A cuts-based ID that uses boolean cuts on each variable, with \( \eta \)- and conversion-dependent values was originally used in 2011, and was completely revamped for 2012 data.

The author was responsible for both of these developments.

4.3.1 IsEM Variables

Photon identification at ATLAS is performed using ten ‘isEM’ variables that describe the shapes of the electromagnetic showers in the calorimeter. The isEM variables are illustrated in Figure 4.3.

Six variables are defined in the first ‘strips’ layer of the calorimeter:

- \( f_1 \equiv \frac{E_{S1}}{E_{Tot}} \) measures the fraction of the total shower energy deposited in the strips. Discrimination between the signal photons and QCD background is limited. For cuts-based ID, \( f_1 \) is used as a ‘safety’ check that some energy is deposited in the front of the calorimeter. It provides some discrimination to the NN.

- \( f_{side} \equiv \frac{(E_{S1}^{3 \times 7} - E_{S1}^{3 \times 1})}{E_{S1}^{3 \times 1}} \) measures the fraction of the energy deposited away from the center of the shower. Signal-like showers tend to have lower \( f_{side} \) than the background.
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\[ w_{s,3} = w_1 = \sqrt{\frac{\sum_i (E_i - (i - \text{max})^2)}{\sum_i E_i}} \] measures a ‘width’ in the strips using just the central bin and its neighbours \((i \in -1, 0, 1)\). Signal showers tend to be more-narrow than the background.

\[ w_{s,\text{tot.}} \] is defined identically to \(w_{s,3}\), but uses 20 strips.

Neutral mesons that decay into photons \((\pi^0 \rightarrow \gamma\gamma, \rho \rightarrow \gamma\gamma, \text{etc.})\) leave clean, narrow showers in the calorimeter; since they are photons, their showers do not reach the hadronic calorimeter. They are distinguished from prompt photons only by a ‘double peaked’ signature left by the decay products in the finely-segmented strips. Two variables are defined to quantify this, for showers with two maxima:

\[ \Delta E = E_{\text{max.2}}^{S1} - E_{\text{min}}^{S1} \] is the height of a second maximum of the shower, over the minimum between the two maxima (see Figure 4.3). This value is small for prompt photons, since there is no meaningful second maximum.

\[ E_{\text{ratio}} = \frac{E_{\text{max.1}}^{S1} - E_{\text{max.2}}^{S1}}{E_{\text{max.1}}^{S1} + E_{\text{max.2}}^{S1}} \] quantifies how evenly the energy is shared between the two maxima. It is close to one, for prompt photons.

Three variables are defined in the second layer of the calorimeter:

\[ R_\eta = \frac{E_{3x7}^{S2}}{E_{7x7}^{S2}} \] takes the ratio of the energy in a \(\Delta \eta \times \Delta \varphi = 3 \times 7\) set of 0.25 square cells centered on the photon cluster, over the energy in a \(7 \times 7\) square. Real photons tend to be narrower, and hence have higher \(R_\eta\).

\[ R_\varphi = \frac{E_{3x3}^{S2}}{E_{3x7}^{S2}} \] is defined similarly to \(R_\eta\), but in the \(\varphi\) direction. The differences between converted and unconverted photons are particularly large for this variable, since the solenoidal field separates converted photons in \(\varphi\).

\[ w_{\eta,2} = \sqrt{\frac{\sum_{i} E_i \eta^2}{\sum_{i} E_i} - \left(\frac{\sum_{i} E_i \eta^2}{\sum_{i} E_i}\right)^2} \] is a proper width defined using a \(\Delta \eta \times \Delta \varphi = 3 \times 5\) cell region centered around the photon, in the second layer.

A final variable is defined using the energy in the hadronic calorimeter:
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Figure 4.4: ‘IsEM’ variables for unconverted photons from $Z \to \ell \ell \gamma$ decays, from 2012 data.

$R_{	ext{had}} = E_T^{\text{had}} / E_T$ is simply the ratio of the energy in a $0.24 \times 0.24$ window of the hadronic calorimeter behind the photon cluster, to the energy of the photon cluster. Since the liquid argon calorimeter is so deep ($>20X_0$), the energy deposited in the hadronic calorimeter by real photons is centered at 0 (and can fluctuate negative). For $0.8 \leq |\eta| < 1.37$, the full energy in the hadronic calorimeter is used; elsewhere, only the first sampling layer of the hadronic calorimeter is considered and the variable is technically called ‘$R_{\text{Had.1}}$.’

Sample distributions of the isEM variables are shown in Figure 4.4 and 4.5.
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Figure 4.5: ‘IsEM’ variables for converted photons from $Z \to \ell\ell\gamma$ decays, from 2012 data.

4.3.2 ‘Fudge Factors’

GEANT4 nicely describes the photon showers’ longitudinal development, but the transverse ($\eta$, $\varphi$) modelling is imperfect. Though the shapes of the isEM distributions described above are fairly well-described, they tend to be offset from the values observed in data. This has a several-percent impact on the efficiencies. To correct both the input distributions and the output boolean is, to first order, simply to shift the distributions back – colloquially known as ‘fudging.’ The shifts themselves are known as ‘fudge factors.’
In 2011, the shifts were defined as the difference of the means from data and MC for each discriminating variable ($DV$), in each $|\eta|$, conversion, and energy bin, $i$:

$$\Delta \mu_{DV}^i \equiv \langle DV_{data}^i \rangle - \langle DV_{MC}^i \rangle.$$  \hspace{1cm} (4.3)

Yet the data sample to use is non-obvious. Indeed, the lack of a large, unbiased sample of pure photons is the perpetual challenge of photon efficiency optimization and measurements. It will be discussed in detail in Section 4.3.4.1. In the absence of such a sample, 2011 fudge factors were derived with a simple preselection: single photon triggers at 20, 40, 60, and 80 GeV; good quality, ‘tight’ photons (Section 4.3); and corrected Etcone40 isolation (Section 4.4) less than 5 GeV. This selection indeed enhances the purity in photons, but it is still heavily contaminated with jets. For the Monte Carlo, ‘filtered’ jet samples were therefore used, with a generator-level filter designed to emulate a loose photon trigger (JF17, JF35, JF70).

There are two issues with the simple method defined above. First, the use of the means in Equation 4.3 makes the definition sensitive to the tails of distributions which pull ‘harder’ on the mean than changes in the core. The use of tight cuts does reject tails, but to the extent that it does so, it also dramatically sculpts the distributions. The distributions end at the value of the tight cut, and since this is done before applying any shifts, the fraction of the distribution that is included in the mean will be different for data and simulation. The second problem is that the composition of the sample (real photons v. jets) is not considered at all. A photon selection is used in data, but is expected to have large jet contamination; the MC simply uses jets. The composition affects the shape of the distribution and hence can impact the shifts. Nevertheless, this method was used for the 2011 ‘fudge factors.’

As an alternative to the ‘difference of means,’ a binned $\chi^2$ difference method was implemented in the course of the 2011 and 2012 PID optimization. While the same isolation and object quality cuts are applied, the distributions used are slightly different from above: (1) ‘tight’ cuts are imposed
only on those isEM variables that are uncorrelated from the variable under study, and (2) the purity of the data sample, in terms of real photons versus jets faking photons, is measured and emulated in Monte Carlo. With these distributions in hand, they are ‘slid’ past each other, and the offset that minimizes the $\chi^2$ is taken as the shift. Technically, to derive this shift, the $\chi^2$ distribution is inverted, and a Gaussian function is fit to the core of the inverted distribution. This is illustrated in Figure 4.6.

Many variants or permutations on these methods are possible. For instance, for the final 2012 fudge factors, the $\chi^2$ method was used, but with selection criteria closer to that of 2011: simply requiring isolated photon candidates, and using the JF Monte Carlo samples instead of the purity-corrected mixture of jet and photon simulation. The agreement between these methods tends to be good.

4.3.3 Cuts-Based Identification and Trigger

Cut-based methods of photon identification use the union of a set of requirements (cuts) on the isEM variables to return a single boolean. These cuts have a substantial benefit of clarity. One
can (in principle) isolate the impact of every individual cut – it is not a black box. The cuts are moreover separable: one can drop or apply cuts at will.

*Loose*, cuts-based photon identification is used in the trigger. Cuts are applied on three variables: 

\[ R_\eta, \ w_{\eta,2}, \text{ and } R_{\text{had.}} \]. These cuts are shared with the electrons. The cuts defined for both 2011 and 2012, are listed in Table 4.2. These cuts also constitute an element of the preselection of the \( h \rightarrow \gamma\gamma \) analysis.

A tighter set of requirements on all ten isEM variables constitutes the final determination of ‘what is a photon’ in most ATLAS analyses. *Tight* cuts were used offline for 2011 data before the introduction of the MVA method, and for all of 2012 data. The baseline cuts for 2011 are presented in Table 4.3. These served as the comparison point from which the neural network identification was optimized.

### 4.3.4 Neural Network Identification for 2011 Data

In 2011 and early 2012, the ATLAS Higgs boson search was statistically limited: increasing the number of identified prompt diphoton events while maintaining the rejection of photon-jet and di-jet backgrounds would directly improve the sensitivity of the analysis. This motivated the development of neural network identification. Just as with cuts-based ID, the signal is prompt photons, the background is jets, and the isEM variables are the input.
In general, multivariate techniques are designed to maximize the separation between two classes of objects by leveraging both the discriminating power of several input variables, and the correlations between them. Many algorithms and techniques have been developed to do this, which share the fundamental strategy of minimizing the error on a ‘training sample’ where the ‘right answer’ is known, by tuning the weights or parameters that define the network or decision tree. In principle, this minimization procedure ‘automatically’ converges to weights that provide the optimal separation between the two classes of objects. Yet multivariate techniques also raise new challenges. Because the training procedure is completely automated, the inner workings of the network are not transparent. While neural networks provide a smooth output discriminant – a ‘knob’ for tuning the efficiency versus rejection – they do not allow for the ‘factorization’ of cuts, for instance cutting only on variables from the second layer or strips of the calorimeter.

This section describes: (1) tests used to check the reliability of the isEM variables in (fudged) Monte Carlo, (2) the mechanics of the neural network, and (3) tests of systematic uncertainties on its performance.

4.3.4.1 Validation of Input (isEM) Distributions

Simulated photon decays were ultimately used for the training samples of the NN; while this sidesteps the problem of finding a pure signal sample for training, it immediately confronts the question of the validity of the MC. This thus alters the problem but does not eliminate it: rather than finding sources of pure photons, one must instead find sources of relatively pure isEM distributions to validate the description of the MC.

$Z \rightarrow \ell\ell\gamma$ Tag and Probe. For electrons and muons, $Z \rightarrow \ell\ell$ decays provide an easy, unbiased source of pure leptons. Events are selected with two like-flavor, opposite-charge leptons that together reconstruct the $Z$ mass. If either leg of that decay candidate can be ‘tagged’ by satisfying tight identification cuts, then the other is expected to be a real lepton: this provides a clean, sample to
serve as a ‘denominator’ for efficiency measurements, as well as unbiased (e.g., isEM) distributions of pure leptons.

Things are not so simple for photons. The sole available kinematic tagging process is leptonic $Z$ decays with final state radiation\(^2\) ($Z \rightarrow \ell \ell \gamma$ with $m_{\ell\ell\gamma} \sim m_Z$), whose rate is far smaller than $Z \rightarrow \ell \ell$.

In validating the NN inputs, events were selected from the full 2011 dataset of 4.8/fb that satisfied the data quality criteria of the SM and $W/Z$ working groups (SMWZ Good Run List v. 36). The selection criteria were:

- At least one single lepton or dilepton trigger. The $p_T$ threshold of the lowest single muon trigger was 18 GeV, while the lowest single electron trigger was at 20 GeV. Several dielectron triggers had thresholds at $p_T > 12$ GeV.
- At least one primary vertex with at least three tracks.
- Two opposite-charged, like flavor leptons with $p_{\ell} > 15$ GeV.
  - Electrons: Tight identification and good object quality.
  - Muons: Good muon quality, based on the 1.02 fb\(^{-1}\) SM WW paper [103].
- A photon candidate with $\Delta R(\ell, \gamma) > 0.2$ and Etcone40\(_{\text{corrected}}\) < 5 GeV.
- Fiducial $|\eta|$ cuts imposed for all particles.
- Mass Cuts: $40 < m_{\ell\ell} < 83$ GeV, $80 < m_{\ell\ell\gamma} < 96$ GeV.

For 2011 data, there were just $\sim 12000$ selected events, which consist primarily of unconverted, soft photons. The isEM distributions from these photons are included in the Appendix. The distributions are shown with greater statistics from 2012, in Figures 4.4 and 4.5.

\(^2\)Selecting initial state radiation ($m_{\ell\ell} \sim m_Z$) leads to a larger jet contamination.
Leading (di)Photons. For events with two reconstructed photons, the higher-$p_T$ (leading) photon is ‘fairly’ likely to be a real photon. This is because the detector response to hadronic activity is lower than for photons, and more of the jet activity is likely to fall outside of the small window defined for photons. This means that on average, jets reconstructed as photons will be ‘missing’ energy. If a photon and a jet are simply recoiling off of each other with opposite true $p_T$s, the one with the higher measured energy is more likely to be the real photon.

To select these ‘leading photons’ the same preselection was used as for the 2011 $h \rightarrow \gamma\gamma$ analysis (Section 5.1). The subleading photon was required to satisfy the tight selection criteria, and its isolation in $\text{Etcone40\_corrected}$ was required to be less than 3 GeV. Since these samples were used only to validate the description of the isEM variables in simulation, for each variable $i$, tight cuts were also applied to the leading photon, for all uncorrelated variables $j$ ($|\rho_{ij}| < 0.4$).

Yet substantial jet contamination remained ($\sim 15\%$). To address this, the purity in photons of the data sample was measured, using the methods described below, and this purity was matched in Monte Carlo by adding the appropriate fraction of jet MC to the photon MC. A sample of the resultant distributions are shown in Figure 4.7. Post-shifting, the Monte Carlo description of the isEM variables is good.

Other Methods. Several other methods indirectly validate the description of the inputs and the performance of the NNs. Loose, isolated photons with $p_T > 100$ GeV tend to be quite pure, but this is beyond the typical kinematic space of $h \rightarrow \gamma\gamma$ decays. Alternatively, the isEM distributions are defined in the same way for photons and electrons; since it is ‘easy’ to select $Z \rightarrow ee$ decays, these may be compared in data and MC. This method will be used as a systematic check of the efficiency measurement. Other methods for validating the results – the output instead of the inputs – are described later.
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4.3.4.2 Description of the Neural Network and its Training

Binning the Network. The kinematics \((p_T, \eta)\) and conversion status of a photon strongly influence the shape of its electromagnetic shower, and the values of the isEM variables that describe it. For example: the amount of material in the detector changes as a function of \(\eta\), showers become more collimated at higher energy, and only converted photons are bent by the magnetic field. To assist the neural nets in taking advantage of these features, the analysis was reproduced for 126 bins: 3 conversion categories (unconverted, single track, and two tracks), 7 \(|\eta|\) bins, and 6 \(p_T\) bins:

\[
p_T : [20, 25), [25, 40), [40, 50), [50, 60), [60, 80), [80, 1000) \text{ GeV}
\]

\[
|\eta| : [0, 0.6), [0.6, 0.8), [0.8, 1.15), [1.15, 1.37), [1.52, 1.81), [1.81, 2.01), [2.01, 2.37)
\]

Choice of Method. An important early consideration in the implementation of a multivariate dis-
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Figure 4.8: Photon efficiency v. jet rejection for nominal cut-based identification, TMVA-optimized cuts, a binary decision tree, likelihoods, and a multilayer perceptron. The efficiency and rejection are shown with a denominator of loose, isolated photon candidates.

The discriminant is the choice of the method itself. The Toolkit for Multivariate Analysis (TMVA) package implements a wide variety of methods, making it possible to simply ‘try out’ and tune many different alternatives: Binary Decision Trees (BDTs), likelihoods, multilayer perceptrons (MLP; also neural nets, NN), or binary cuts-based discriminants. The manual for that package contains a detailed description of the defaults of each method \[104\]. The efficiency versus rejection curves were compared for each alternative; an example of this is shown in Figure 4.8. The efficiency is defined as the fraction of loose, isolated photon candidates matched to a true photon, that satisfy the discriminant cut; rejection is the fraction of the loose, isolated photon candidates that come from non-prompt photons, and which are rejected by the cut. Perfect separation is thus at the point \((1,1)\), so the discriminants whose curves stretch further towards the upper right corner perform better.

Each method was optimized to a nominal level, in an attempt at a ‘fair comparison’ between them. Particular attention was paid to cuts-based identification, to see that it at least matched the nominal 2011 identification (Table 4.3). The likelihood methods perform somewhat better than the cuts-based identification, but worse than the BDTs. The multilayer perceptron showed the best performance, with gains in rejection of around 5% at fixed efficiency or, vice versa, gains in efficiency of up to 10% at fixed rejection. It was selected for further optimization and study.
Multilayer Perceptron and its Training. A multilayer perceptron consists of a network of nodes with activation functions, a collection of weights for the connections between those nodes, and a method for choosing the weights. An abundant theoretical literature is available on the topic [105,106], but the highlights are transcribed here for interest.

The net begins with $N$ input variables $x_i$ along with a constant ‘bias’ value $x_0$. Together these $N + 1$ nodes form the input layer. Every node in the input layer is connected to each of $M$ nodes in the subsequent hidden layer, with a weight $w_{ji}$. This produces $M$ weighted sums $\sum_i w_{ji} x_i$, each of which is processed by an activation function $g_j$. The output of these $M$ nodes and another bias node are similarly linked with weights $w_{kj}$ to every node in the following layer, and so forth. The final layer provides the discriminant. The implementation used in the present instance, which has a single hidden layer, is displayed schematically in Fig. 4.9 and may be expressed algebraically as

$$d_k = g_k \left( \sum_{j=0}^{M} w_{kj} \times g_j \left( \sum_{i=0}^{N} w_{ji}^{(0)} x_i \right) \right).$$

(4.4)

Sigmoidal activation functions are generally preferred by theory, but hyperbolic tangents were used: they converge faster, and they can be mapped into sigmoids by two linear transformations, one to the input and the second to the output. (Using the tanh is thus equivalent to changing the bias weights or scaling the input.) Three layers of weights are theoretically sufficient to model any separation function, but it can be shown that with a sigmoidal activation function and a finite number of inputs and outputs, two layers of weights can approximate this to arbitrary precision.

Various configurations were created, with either one or two hidden layers, and anywhere between 1 and $2N$ nodes per layer (with $N = 10$ isEM variables). The performance of these methods was largely equivalent, but among the best options were two hidden layers with $(N + 3, N)$ nodes or $(N + 3, 3)$ nodes, and a single hidden layer with $N + 3$ nodes. The single-layer net was selected for its simplicity.

The weights were derived using the standard back-propagation algorithm, which minimizes the
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Figure 4.9: Schematic of the neural network used, with one hidden layer with $N + 3 = 13$ nodes. Every input variable is connected to each node in the hidden layer with weights denoted by the thicknesses and shades of the connections (shown here is the $20 < p_T \leq 25$ GeV, $|\eta| < 0.6$, unconverted bin). Each of these nodes feeds in turn into the final layer, with yet another weight. The discriminant output is optimized to send signal photons to 1, and background (QCD) to 0.

Error of the network with respect to its weights. The error on the network is calculated as the sum of the errors of all objects used in the training sample: the differences of the discriminant to the target values (0 for background and 1 for signal). Back-propagation is a method for determining the gradient of the total error with respect to the weights. Each iteration of the training steps along the steepest descent towards the minimum, at a learning rate of 0.02 (the TMVA default). Smaller learning rates did not significantly improve the ultimate performance of the nets. The algorithm was set to terminate after 20 cycles with no improvement (convergence).

A final concern is ‘over-training’ the sample – creating a network that is tuned to the fluctuations of the training sample rather than the ‘true characteristics’ of the signal. There are two ways for handling this problem. The first is to use an ‘infinite’ input sample with negligible fluctuations; the second is to define a completely separate ‘test sample’ and ensure that iterations on the training sample (to which the back-propagation is applied) continue to yield gains in that second sample.

The nominal size for both the testing and training samples was 5000 signal photons, and 5000 background objects. Out of 126 bins, 11 had fewer events than that, the lowest at 2101 testing and
2101 training events.

*Choice of Discriminant Cuts.* Because the event level $h \to \gamma\gamma$ analysis did not employ multivariate techniques, the final task in implementing an identification algorithm is to define the cut – the value that the discriminant must exceed for a shower to be classed as photon. A number of methods were explored for this, in attempts to maximize the overall $h \to \gamma\gamma$ expected significance. Ultimately however, none were found to yield significantly better performance than simply setting the discriminant cuts to achieve the same level of rejection as the 2011 cuts menu. This simple method was therefore retained.

4.3.4.3 Results

*Efficiencies in Monte Carlo.* The simplest check of gains from the use of the neural network is to look at the impact in Monte Carlo. Efficiencies of unconverted and converted photons are presented as a function of their $p_T$ in Figure 4.10, using MC11B Direct Photon (DP) samples with generator-level $p_T$ cuts at 17, 35, and 70 GeV. The denominator is container-level truth-matched, isolated photons from both bremsstrahlung and hard process, and in the numerator *loose* cuts are applied with either NN or *tight* PID (since the loose ID is applied at trigger level, this could not be removed). The isEM input variables are shifted (‘fudged’) using either the ‘difference of means method’, or the $\chi^2$ shifts described above. This straightforward test shows good agreement between the two MC shifting methods, and large gains for the MVA identification.

*Diphoton Yield and Purity in Data.* Increased photon identification efficiency has a particularly large impact on the yield of the diphoton selection used for the $h \to \gamma\gamma$ analysis, since any changes to the efficiency or rejection apply to both selected objects. The parameter of interest is the number of selected diphoton events: the product of the overall yield and the purity in diphoton events. In early data, several methods were defined to extract the diphoton purity of a set events. All
Figure 4.10: Neural net and Tight photon efficiencies in direct photon (DP) Monte Carlo, with the ‘difference of means’ or $\chi^2$ shifting (Section 4.3.2), and in data from from $Z \to \ell\ell\gamma$ decays. Also shown are efficiencies of photons from $Z \to \ell\ell\gamma$ decays in data. The denominator are isolated photons, while the numerator imposes loose cuts along with either NN or tight PID.

Methods share a fundamental strategy: using the isolation as an auxiliary measurement, assumed to be uncorrelated to the identification. Very roughly, the isolation is the amount of energy or the number of tracks in a $\Delta R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2}$ cone around the photon; it will be described in greater detail, in Section 4.4. If the isolation spectrum (or the efficiency of a cut) is known for true photons and background objects, one can define a simultaneous signal plus background fit (or solve a system of equations) to derive the purity.

In the following, a two-dimensional fit is performed in the calorimeter isolation of leading and subleading photons. Separate templates are defined for diphoton, photon-jet ($p_T$-ordered), jet-photon, and dijet events, and the normalizations of those components are allowed to vary in the fit. The isolation profile of the background comes from requiring at least one of $\Delta E$, $E_{\text{ratio}}$, $w_1$ or $f_\text{side}$ to fail tight cuts, but requiring all other variables to pass. This is often called ‘loose’. This isolation profile has been shown to fit well to a Novosibirsk function. Two techniques have been used for the isolation profile of the signal. First, under the assumption that no ‘true photons’ have isolation above some ‘large’ threshold of 7 or 10 GeV, one can normalize the background template to the spectrum of tight photons above that value, and subtract it off to derive the signal component. The template
used in what follows uses the second alternative. Electrons from $Z$ decays provide a clean source of electromagnetic objects, with isolation profiles extremely similar to those of photons. Because they can be selected so purely, no background subtraction is required. However, the isolation profiles of electrons and photons are not identical – they are found to be shifted with respect to each other, in both data and Monte Carlo. When using templates derived from electrons, the peak is accordingly allowed to float in the fit. Both signal templates are described analytically by a Crystal Ball function.

Armed with the two analytical one-dimensional signal templates, the $\gamma\gamma$, $\gamma$-jet, and jet-$\gamma$ templates are simply their products. The jet-jet template was a smoothed 2D adaptive kernel estimation PDF where both leading and subleading photons satisfied ‘reversed-cuts.’

For the final fit, the full 2011 dataset is used, that satisfies the selection defined for the Spring 2012 version of $h \rightarrow \gamma\gamma$ analysis [107]. Figure 4.11 displays the projection along the isolation of the leading photon. The purity of the analysis improves slightly, when using the neural nets – from $71 \pm 1\%$, to $72 \pm 1\%$. The efficiency, however, jumps dramatically – by $21 \pm 1\%$. This compares to an increase of $17 \pm 1\%$ seen in Monte Carlo. This agreement is not perfect, particularly considering that the MC is totally pure in photons and should have a larger increase than data, which has fairly large ($25\%$) contamination of the photon-jet and dijet background processes. On the other hand, the processes are different: the $h \rightarrow \gamma\gamma$ process produces more photons towards central $\eta$ than the standard diphoton process. The NN gains tend to be smaller at at lower $|\eta|$.

A less-optimistic explanation is that the purity measurement is failing due to correlations between the neural net and the isolation. The difference in isolation between ($loose’$ and $\sim NN$) and $NN$ datasets is larger than between ($loose’$ and $\sim tight$) and $tight$. This is not in itself a problem, but if the correlations are not taken into account, it may lead to an over-estimate of the purity of the sample.
Figure 4.11: Two-dimensional isolation template fit projected along the leading photon isolation. We find comparable purities for Tight and neural net identification (71% and 72% respectively), but substantially higher efficiency for the neural nets.

4.3.4.4 Efficiencies from Data, and Systematics

Given the heavy use of Monte Carlo in deriving the neural networks, it is critical to evaluate their performance in data. To do this, the pure sample from the $Z \rightarrow \ell \ell \gamma$ described in Section 4.3.4.1 is supplemented with a ‘Matrix Method’ that uses a system of equations with track isolation as a second discriminant [108], and a ‘Smirnov Transform’ that builds ‘photon’ objects out of electrons and thereby extrapolates the efficiency. More details on these methods and their statistical combination is given for tight, cuts-based PID in Ref. [109]. The results from this combination for the neural net is presented in Fig 4.12. The efficiencies do not exactly agree with Figure 4.10 because a different denominator is used there.

The overall systematic uncertainty for the PID efficiency is assigned based on the difference between the efficiencies from the fudged MC and the combined data-driven results. A 4% uncertainty is taken everywhere, except 5% for unconverted photons with $1.52 < |\eta| \leq 1.81$ and 7% for unconverted photons with $1.81 < |\eta| \leq 2.37$. At the time it was measured, the uncertainty on the NN ID was smaller than the tight PID! However, continued studies of tight PID that culminated in scale factors to cover the data/MC disagreement ultimately wittled the cuts-based uncertainties
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lower again.

4.3.4.5 Additional Studies

Distorted Material Maps. Before data-driven comparisons were mature, the primary systematic on photon ID came from the difference in the efficiencies measured in nominal simulation using the ‘best knowledge’ detector geometry, and a simulation using a ‘distorted’ geometry with additional material. These differences are fairly consistent with respect to $p_T$ and $|\eta|$, and are within 3% except for converted photons at high $|\eta|$. The neural net provides more consistent behavior between the two samples than the tight cuts, as shown in Figure 4.13.

Electron Efficiencies in Data and MC. Given the difficulty in deriving pure photon samples, electrons serve as useful additional check on the consistency of the efficiencies between data and Monte Carlo. All 2011 data are used, and compared to the 2011 Pythia $Z \rightarrow ee$ simulation (data set 106046). The isEM distribution of the electrons in simulation are ‘fudged’ using the shifts derived for converted photons, and evaluated as ‘single-track conversions’ on both the cuts menu and the neural nets. The efficiencies in data and Monte Carlo are binned in $|\eta|$ and included in Figure B.1 of the appendix; the critical numbers – the differences between the efficiencies are shown in Figure 4.14. For the neural networks, the differences are typically less than 2%, compatible with or smaller than Tight. In the largest $|\eta|$ bin, the differences for the neural nets are larger than those for Tight, but still within 10%. Within the kinematic range used for the $h \rightarrow \gamma\gamma$ analysis ($p_T^{\text{lead}} > 40$ GeV and $p_T^{\text{subl}} > 30$ GeV), the difference is always within 6%. This is interpreted as a confirmation of the reliability of the efficiency modeling of the Monte Carlo, and does not motivate any additional uncertainty.

Pileup Dependence. In part simply because its efficiency is higher than the cuts-based ID, the NN ID is seen to be less-sensitive to pileup, as illustrated in Figure 4.15.
Figure 4.12: Neural network identification efficiencies are presented for unconverted and converted photons. The data-driven measurements use the combination of $Z \rightarrow \ell\ell\gamma$, electron extrapolation, and matrix method results described in Section 4.3.4.4. These are compared to raw Monte Carlo, and ‘tuned’ MC after fudging has been applied. The difference between the fudged Monte Carlo and the data-driven methods is taken as the systematic uncertainty.
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Figure 4.13: Absolute value of the differences between the tight and neural network efficiencies for nominal and distorted samples. This difference was originally used as the systematic on identification algorithms. The neural net is overall less sensitive to this change than the cuts-based ID.
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Figure 4.14: Differences between Monte Carlo and Data for electrons evaluated on Neural Nets and the Tight cuts method. The NN is no more sensitive than Tight.

(a) $|\eta| \leq 0.6$

(b) $0.6 < |\eta| \leq 1.37$

(c) $1.52 < |\eta| \leq 1.81$

(d) $1.81 < |\eta| \leq 2.37$

Figure 4.15: The photon identification efficiency is shown for cuts-based and NN ID, as a function of the number of vertices. The slope is shallower for NN ID, partly because it is simply more efficient overall.
4.3.5 Cuts-Based Optimization for 2012 Data

For early 2012 data, a conservative approach to photon identification was required, that could be quickly validated and understood in the rapidly converging search for the Higgs boson. To do this, a decision was made to refine the cuts-based algorithm that had been used earlier in 2011. These cuts were needed on a very short time scale; they had to be less sensitive to pileup and more efficient than previous menus.

The optimization of cuts-based particle identification is dramatically different from the development of a neural network. Instead of ‘trusting’ the inner workings of a neural net and working to validate the inputs and outputs, the majority of the work on cuts-based ID comes from tuning the cuts one by one – in this case, 140 of them. The final result of this work described in this Section – the final menu of cuts used for 2012 – is presented in Table 4.3, along with the 2011 cuts.

4.3.5.1 Studies of Potential Systematics

At the beginning of 2012 data-taking, the increasing number of interactions per bunch crossing was a major concern. One of the preliminary steps in the optimization of a new menu was to understand how the isEM variables were impacted by pileup, and what other parameters can affect their shapes.

Early in the investigations, two potential factors were removed from these considerations. The photon production mechanism – whether from the hard process or bremsstrahlung – did not affect the isEM shapes of isolated photons. Second, the isEM shapes were not found to correlate strongly to the photon isolation, confirming that for real photons, the small-scale shower description ‘factorizes’ from the larger isolation profile. This is also important because the isolation definitions have continued to evolve, and a strong-dependence would demand separate efficiency systematics or even different cuts menus for each isolation prescription.

The largest impacts on the isEM values of a photon are its $|\eta|$ position, conversion status, and
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Table 4.3: Discriminant cuts for ‘tight’ cuts-based photon identification in 2011 and 2012.
transverse momentum, along with the pileup in the detector. The first two parameters are binned in
the optimization, so they are of no concern. The benchmark $p_T$ spectrum was set to roughly match
the one used for the $h \rightarrow \gamma\gamma$ analysis. (An obvious improvement to the cuts would be to bin them
in $p_T$, but in the interest of time and simplicity this was not done.) The dependence on pileup is
a serious one and the cuts on variables with the largest pileup dependence were set conservatively,
keeping the cuts far from the cores of the distributions.

The variables with the largest pileup dependence are $R_{\text{had}}, R_\eta$, and $R_\phi$, but these are for different
reasons. The $R_{\text{had}}$ and $R_\eta$ dependences might be considered a ‘genuine’ degradation of the isEM
shape: energy not-associated to the photon, deposited at random in the calorimeter diminishes the
discriminating power of the variable. On the other hand, the pileup dependence observed in $R_\phi$ was
found to arise primarily from misclassification of photons by the reconstruction algorithm. Uncon-
verted photons were often misclassified as converted photons, leading to a narrower distribution than
expected for the conversions. The impact of the pileup alone was the reverse – to slightly broaden
the $R_\phi$ width! These effects are illustrated in Figure 4.3.5.1. This misclassification was significantly
mitigated by improved conversion reconstruction for 2012 (‘Gaussian Sum Filtered’ tracking).

4.3.5.2 ‘Landmark’ Cuts Menus

Given the size of the space to be ‘scanned,’ the next challenge was simply to find a starting point
– cuts from which to iterate. As mentioned above, the TMVA package has a ‘Simulated Annealing’
routine that can quickly calculate ‘optimal’ cuts to select signal or reject background with a target
efficiency. Cuts were averaged over five neighbouring efficiency optimizations (each set of cuts is
fixed, and does not vary continuously) to reduce fluctuations. This hardly yielded a final solution:
the cuts derived varied dramatically as a function of $|\eta|$ and conversion status, and they often came
close to the core of the distributions of pileup-sensitive observables. Examples of the cuts suggested
by TMVA are shown in Figure 4.17.
Figure 4.16: Degradation of the isEM variables with pileup. $R_\phi$ and $R_{\text{had}}$ are shown for converted photon candidates with $|\eta| < 0.6$. Signal processes are divided among large and small numbers of primary vertices ($NPV > 20$, $NPV < 12$), and backgrounds are shown for comparison. $R_\phi$ and $R_{\text{had}}$ are two of the variables most-heavily impacted by pileup, but for different reasons. $R_{\text{had}}$ suffers from real additional energy in the hadronic calorimeter, whereas the degradation of $R_\phi$ arises from increased misclassification of the conversions at larger pileup. It is clear that for large numbers of primary vertices, $R_{\text{had}}$ degrades regardless of the method used to classify the photons. $R_\phi$ on the other hand, only changes significantly if the reconstructed conversion classification is used – if the classification is lifted from the truth record, this effect disappears.

The ‘quality of the advice’ was also inconsistent between variables. For example, TMVA completely ignored $\Delta E$, which was perhaps ‘unwise;’ on the other hand, the menus it produced relied much more heavily on $f_{\text{side}}$ than earlier versions of the cuts, which was quite reasonable. Overall, in conjunction with the earlier cuts menus, they were a useful ‘landmark’ for guiding the initial optimization.

### 4.3.5.3 Tools for Refining Menus

As hinted above, the bulk of the work for the final 2012 menu came in painstaking refinement of each individual cut. A series of metrics were developed to guide the optimization; these fall into two categories – ‘maps’ of the big picture and ‘microscopes’ of the individual distributions. Used together, they made it possible to rapidly identify problems with the full menu, and then dive to a low-level to solve them.
Figure 4.17: The TMVA ‘simulated annealing’ was used to generate cuts ‘automatically.’ TMVA opts simply to ignore $\Delta E$ (it made heavy use of $E_{\text{ratio}}$, which is strongly-correlated), which is perhaps flawed ‘advice.’ On the other hand, it used $f_{\text{side}}$ more heavily than past cuts menus. These automatically-generated menus were used as a landmark for the starting point of the optimization.

The most important overall maps were the efficiencies of each single cut, either as the first (single-cut) or last ($N - 1$) cut applied. This quickly presented any losses, making it easy to fix them. The final copy of this plot – after all 2012 optimization – is shown in Figure 4.18. As shown, no single cut has an $N - 1$ inefficiency larger than 2%. Reducing the $N - 1$ inefficiencies as far as possible was critical to removing the pileup sensitivity of the overall menu: by placing cuts far from the core of each variable, changes in the distributions – whether from pileup or from mismodelling in the simulation – had small impacts. This performance is illustrated in Figure 4.18, where the expected performance with pileup is shown.

For cuts requiring attention, ‘microscopes’ were prepared as in Figure 4.19. Individual distributions are shown for signal and background distributions, along with the cuts values and their efficiencies as a function of $|\eta|$, for reference. The loose cuts applied at trigger were also displayed; since the tight menu was applied on top of the loose cuts and trigger, these cuts were treated as boundaries that could not be crossed. Altogether, this put each cut in context, and made for relatively fast iterations.

Yet high efficiency and low pileup dependence are obviously incomplete metrics: they are no use
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Figure 4.18: Efficiencies are presented for each variable listed, as the last cut applied \((N - 1)\), as a function of \(|\eta|\) for unconverted and converted photons. The large – and unnecessary – losses due to \(E_{\text{ratio}}\) and \(R_\eta\) in the 2011 menu stand out, and are quickly corrected. The extensive work came in ensuring that no single cut had an \((N - 1)\) inefficiency of more than 2%.

Figure 4.19: The distribution of \(R_{\text{had}}\) is shown for signal and background processes, for unconverted photon candidates with \(|\eta| < 0.6\), after all other cuts. The cut values of the proposed menus are shown as well. At left, reference plots provide context of the cut values and \(N - 1\) efficiencies as a function of \(|\eta|\). The grey shaded region of the top right plot shows the values of the loose cuts used at trigger level.
at all, if the background is not also diminished. The final factor to check was whether the rejection was ‘large enough’ for the overall menu. An example of this is shown in Figure 4.20 for converted and unconverted photons, though in practice, this was divided along $|\eta|$ as well. This afforded a comparison of the current rejection to the rejection used in 2011. Since it was not a priori known how large the rejection would have to be for greater than around 75% of the selected events to be real diphotons, two completely separate menus were prepared: ‘Menu 2012’ as a baseline and ‘Menu 10’ as a back-up with much larger rejection. Ultimately, the rejection of the 2012 menu was found to be sufficient.

4.3.5.4 Early Data: New Optimal Filtering Coefficients

No new data conforms exactly to expectations, so early collisions in 2012 demanded extremely fast iterations to finalize the photon ID. As described in Section 4.2.1, the energy in each calorimeter cell is calculated using ‘optimal filtering coefficients’ designed to minimize the combined pileup and electronic noise on the measurements. Because of a large increase in the amount of pileup, these coefficients were recalculated before the start of 2012 operations. This change in the energy calculation naturally impacted the isEM distributions.
The first order of business was to fully recalculate the ‘fudge factors’ described in Section 4.3.2, to be able to use the Monte Carlo. Once this was done, any cuts could be refined. The most-impacted variables were $w_1$ and $f_{\text{side}}$ at high-|$\eta$|; small changes were made to these cuts.

4.3.6 Measurements of Identification Efficiency

Measurements of the photon identification efficiency based on the cuts described have been performed according to the methods described above in Section 4.3.4.4. Because the higher overall efficiency, the pileup dependence has found to be smaller than the earlier menus, the agreement between data and MC is better, and the systematics are smaller.

4.4 Photon Isolation

Isolation measures of the ‘amount of stuff’ in a cone of radius $\Delta R$ around an object – in the present case, a photon. The ‘stuff’ may be the number of tracks, the sum of the $p_T$ of the tracks, or the calorimeter energy measured in any of several ways. Isolation requirements typically use $\Delta R$ cones with radius between 0.2 and 0.4, which is a much larger solid area than used by the identification described above; the isEM variables use boxes of sides at most $\Delta \eta \times \Delta \varphi = 0.175 \times 0.175$. The surface used by the isolation is thus a factor of 4 to 16 larger, and for real photons the behavior is understood to be uncorrelated from the isEM variables. This makes isolation an extremely powerful second discriminant, and also very important in extracting purities or making efficiency measurements, as described in Section 4.3.4.3 above.

When calculating the isolation, two quantities should be removed from the total: the photon itself as well as any noise. This section describes the calorimeter and track isolation methods used for the $h \rightarrow \gamma \gamma$ analysis. Both methods are illustrated in Figure 4.21.
4. Photon Reconstruction and Identification

4.4.1 Calorimeter Isolation

The calorimeter isolation is defined as the sum of all positive topological clusters within $\Delta R < 0.4$ of a photon. The $\Delta \eta \times \Delta \phi = 5 \times 7$ rectangle around the photon is subtracted from this total, which corresponds to better than 95% of the photon energy. Topological clusters are seeded by individual cells with energy greater than four standard deviations of the combined electronic and pileup noise, and include all cells that can be continuously connected to the seed, with energy greater than $2\sigma$ above 0 [99]. The use of topological clusters builds in some noise rejection.

Two corrections are applied to the initial quantity to account for the leakage of the photons energy outside the $5 \times 7$ rectangle, and pileup noise of the event. The leakage of photons outside of the $5 \times 7$ rectangle depends on both the amount of material in its path ($|\eta|$) and its energy. A leakage correction is therefore binned in $|\eta|$ and parameterized in $p_T$. The pileup noise is parameterized by reconstructing an ambient energy density for the event, which is taken as the median energy density of all the jets in the event [110]. Together, these corrections remove any dependence on pileup or the photon’s energy.

$^3$The Molière radius in the barrel of the liquid argon calorimeter is about 5 cm, corresponding to around 1.5 cells.
4.4.2 Track Isolation

Track isolation is an appealing supplement to calorimeter isolation, partially because it provides confirmation from a completely separate system of the detector. In addition, the corrections for pileup and the photon energy are very straightforward: any tracks reconstructed as part of a (converted) photon are explicitly removed, and any tracks that do not originate from the primary vertex associated to the photons are dropped. All good quality within $\Delta R < 0.2$ of the photon, $p_T > 1$ GeV, impact parameter $d_0 < 1.5$ mm with respect to the primary vertex, and $z_0 \sin \theta < 15$ mm are included. The only trick with diphoton events is that the primary vertex is not necessarily easy to define, since unconverted photons do not leave tracks that ‘flag’ the correct vertex. This particular challenge will be explored in the following chapter.
Chapter 5

Discovery of the Higgs Boson

Once the ATLAS detector was built and the LHC flooded it with collisions; after the data was recorded and processed and the photons were built and calibrated and selected – then discovering the Higgs boson in the diphoton decay mode was not such a challenging task. Indeed, the simplicity of the search in this channel is one of its fundamental strengths: it is a bump-hunt in the diphoton invariant mass spectrum (Figure 5.1). The backgrounds are (almost) entirely constrained by data. The high signal selection efficiency of around 40% compensates for the low branching ratio to two photons (0.00228), and gives hundreds of events to study in the full dataset. The energies of the photons are precisely measured, leading to a narrow diphoton mass resolution, leading to a clear resonance and an unambiguous discovery.

This chapter describes the $h \rightarrow \gamma\gamma$ search both in the context of the discovery, and as it serves as a baseline for further measurements. In cases where ‘best practice’ has evolved since the discovery the current methods are presented, in particular in the description of systematic uncertainties. Nevertheless, the initial discovery results are included alongside the results with the full dataset, for historical interest.
5. DISCOVERY OF THE HIGGS BOSON

5.1 Event Selection

The analysis optimized to select events with diphoton mass $100 < m_{\gamma\gamma} < 160 \text{ GeV}$. As shown in Figure 2.4b, the Higgs boson branching ratio to a pair of photons plummets for $m_h > 160 \text{ GeV}$. Above 140 GeV, the $ZZ$ and $WW$ decay modes are already far more sensitive. Masses below 114 GeV were directly excluded by the LEP search. The region of interest is therefore $115 < m_{\gamma\gamma} < 150 \text{ GeV}$, but both upper and lower sidebands are needed for the sideband fit.

Events are recorded using a diphoton trigger with an efficiency above 99% with respect to the offline selection, requiring two energy clusters satisfying the loose photon selection criteria. In 2011, both photons were required to have $p_T > 20 \text{ GeV}$. The thresholds were raised in 2012: the leading (most energetic) cluster had to have $p_T > 35 \text{ GeV}$, while the subleading (second most energetic) was required to have $p_T > 25 \text{ GeV}$.

Offline, events are required to have passed the trigger and satisfy basic data quality requirements. The event must have at least one vertex with three or more tracks. The two highest-$p_T$ loose photons are then ‘preselected.’ They are required to fall within the fiducial region of the detector for photons: $|\eta| < 2.37$, excluding the transition region between the barrel and endcap calorimeters, $1.37 < |\eta| < 1.56$ (1.52, at the time of the discovery).

At this juncture, a primary vertex ($z$ position) must be selected for the event. The primary vertex has two important roles. (1) After ‘redefining’ the origin position, one can recalculate the
pseudorapidity of the photons; this affects in turn the photons’ $p_T$s and the combined mass. (2) Several pileup suppression techniques hinge associating tracks to vertices, and rejecting tracks or jets that do not originate from the same vertex as the hard process. However, selecting the correct vertex in diphoton events is complicated by the fact that unconverted photons obviously do not leave any track. The standard ATLAS method of choosing the primary vertex with the highest sum of $p_T^2$ of the associated tracks is therefore insufficient for these events, since the diphoton vertex may not have any hard tracks at all! A multivariate discriminant is used to select the most probable vertex, using the photon ‘pointing’ information (extrapolating between layers of the EM calorimeter to the beam line), along with the tracks of converted photons, the $\sum p_T$ and $\sum p_T^2$ of tracks associated to a vertex, and the azimuthal separation $\Delta \varphi$ between the (vector) sum of the tracks’ momenta and the diphoton system. At the time of the discovery, a simple likelihood was used; a binary decision tree was developed for later analyses. Once a vertex has been selected, the photons’ $\eta$ and $p_T = E/\cosh (\eta)$ are recalculated, as is their combined mass.

Kinematic cuts are applied to the updated four-vectors of the photons. At the time of the Higgs discovery and for the coupling analysis (Chapter 6), the $p_T$s of the leading and subleading photons were required to exceed 40 and 30 GeV, respectively. For the spin, differential cross section (Chapter 7), and di-Higgs (Chapter 8) analyses, a cut is placed on the ratio of the $p_T$s to the combined mass: $p_T/m_{\gamma\gamma} > 0.35 \ (0.25)$ for the leading (subleading) photon. These ‘relative cuts’ sidestep substantial deformations introduced in the $m_{\gamma\gamma}$ spectrum that arise with the ‘absolute cuts’ when binning the dataset in $p_T^{\gamma\gamma}$ or $|\cos \theta^*|$.

Tight or neural network identification is imposed on the two photons, as described in the last Chapter. For 2011 and 2012 data at the initial discovery, an isolation cut of 4 GeV is placed on the topological calorimeter isolation within a cone of $\Delta R = 0.4$, of each photon candidate. For the final 2012 analyses, a cut of 6 GeV made on the topological isolation, and a cut of 2.6 GeV is placed on the sum of the $p_T$s of the tracks within a cone of $\Delta R = 0.2$ of the photon candidates.
Finally, a mass cut is applied to the selected events. For early analyses, this was $100 < m_{\gamma\gamma} < 160$ GeV, while for later analyses, the combination of the relative cuts and the trigger thresholds of 25 and 35 GeV motivated the slightly narrower window of $105 < m_{\gamma\gamma} < 160$.

The efficiency for all cuts is roughly 40% for both years, and is slightly higher for $ggh$ and VBF than $Vh$ and $tth$. In 4.8/fb at $\sqrt{s} = 7$ TeV roughly 80 events are expected from all modes (according to which analysis), while 400 events are expected from the 20.3/fb of data at $\sqrt{s} = 8$ TeV.

### 5.2 Simulation

The detector acceptance of and response to physics processes are simulated using Monte Carlo techniques. In this analysis, MC is used primarily to determine the shape of the signal model (Section 5.3.1), to calculate the overall rate of SM Higgs boson production, and to derive systematic uncertainties (Section 5.5). In the differential cross section analysis (Chapter 7), the signal MC is also used to derive correction factors for the unfolded cross sections. Simpler ‘truth ntuples’ that contain a record of generated particles but not of their interactions with the detector, are used to help validate the background model. MC may also shed light on the composition of the background processes, but this is not used in the analysis itself.

#### 5.2.1 Signal

The Higgs boson production and decay are simulated for Higgs boson masses $m_h$ in 5 GeV steps between 85 and 150 GeV, in order to create a parameterization of the reconstructed signal line shape as a function of $m_h$ (Section 5.3.1). The five dominant production modes are simulated for each mass value. The normalization and factorization scales are set to the Higgs mass. The common ATLAS simulation tunes and parton distribution function (PDF) sets are used [111, 112]. Parton level $ggh$ and VBF samples are generated using POWHEG [113–115] with the CT10 PDF tune and interfaced to PYTHIA8 [111] to simulate the decay of the Higgs boson, showering and hadronization.
For 2012, the POWHEG HFact parameter that controls the Sudakov form factors is tuned to match the HqT calculation that includes with finite mass effects and soft-gluon resummations up to next-to-next-to-leading logarithmic order (NNLL) [22,116–118]. Higgs bosons produced in association with a $W$ or $Z$ boson, or a $t\bar{t}$ pair, are generated with Pythia8 with the CTEQ6L1 PDF tune. The interaction of particles with the detector is simulated [119] using Geant4 [120]. Effects from multiple interactions in a bunch crossing (pileup) are simulated by overlaying each signal event with a variable number of simulated inelastic proton-proton collisions.

Each process is scaled to the rate predicted from the theoretical predictions presented in Table 2.1.

5.2.1.1 Corrections to the Signal Monte Carlo

Despite best efforts, simulated data may fail to reproduce characteristics of data or represent the best knowledge of a physical process. In cases where the discrepancy can be identified and understood, it can be corrected.

*Fudge Factors.* As described in Section 4.3.2, the photon shower development in Monte Carlo is imperfect. The distributions of the isEM shapes are seen to be shifted for simulated showers with respect to those from data. The ‘fudge factor’ corrections described in Section 4.3.2 represent one of the largest overall corrections to the simulation.

*Energy ‘Smearing.’* The energy resolution of Monte Carlo broadened to match the one observed in data, by smearing the energies of electrons, to better agree with the $Z \rightarrow ee$ lineshape. The derived smearings are applied to photons.

*Interference Weight.* Gluon fusion Higgs boson production interferes destructively with the $gg \rightarrow \gamma\gamma$ (box) continuum background [121]. This interference depends strongly on $|\cos\theta^*|$ and peaks as it approaches 1, since the $gg \rightarrow \gamma\gamma$ amplitude has a pole there. It reduces the expected gluon fusion yield by 2.2% overall, and is applied as a reweighting of that sample.
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**Beam-spot position.** The actual spread in \( z \) of hard process interactions follows a Gaussian of width of approximately 5 cm around the detector origin, but the value used is not consistent between data and Monte Carlo, or even, different Monte Carlo releases. This \( z \) position impacts, for instance, the precision of the photon pointing (since the segmentation of the liquid Argon calorimeter is optimized for the nominal interaction point) and the number of additional vertices in close proximity to the hard process. The \( z \) position of the generated hard processes are therefore reweighted to the actual beam parameters.

**Pileup distribution.** Particularly when a Monte Carlo data set is produced before recording the data, it will not reproduce the distribution of the number of interactions per bunch crossing. Even after data taking has ended and the true pileup distribution of the run is known high-pileup tails may added to the generated distribution to facilitate studies of the performance under different pileup conditions. Pileup has an important impact on tracking, calorimeter resolution, and particle identification, and it is important that the distribution be correctly modeled in MC. This distribution is therefore reweighted.

**Dalitz decays.** The decay of the Higgs boson to one on-shell photon and two fermions through the ‘Dalitz decay’ of an off-shell photon, \( h \to \gamma (\gamma^* \to f\bar{f}) \), proceeds with a branching ratio roughly 10% as large as the one to two on-shell photons [122–124]. This is illustrated in Figure C.1 of the Appendix. This rate supplements the \( h \to \gamma\gamma \) fraction. In the ATLAS 2012 Monte Carlo production however, the Pythia8 TimeShower:QEDshowerByGamma parameter was left on, so that decays intended to be entirely on-shell in fact included the off-shell piece. These \( \gamma f\bar{f} \) decays were therefore parasitic on the on-shell rate. Since only a small fraction of the these events (usually, \( ee\gamma \)) are reconstructed as diphoton events, this reduced the fraction of selected \( h \to \gamma\gamma \) events. This led to a 5% over-estimate of the reported signal strength in \( h \to \gamma\gamma \) at the time of the discovery. In more recent analyses, these simulated events are removed from the \( h \to \gamma\gamma \) total. The Dalitz fraction is
reweighted to the leading theoretical predictions, since some of them are selected as diphoton events.

*Transverse momentum of gluon-fusion produced Higgs bosons.* Several advanced calculations performed soft emission resummation of gluon-fusion Higgs boson production. This is important since most early versions of the analysis categorized selected events by their $p_T$ ($p_T$ along the ‘thrust’ axis, Section 5.4), which is highly correlated to $p_T$, in order to improve the sensitivity. If the fraction of events in these categories is wrong, it can affect the significance and the signal strength. In 2011, the $ggH p_T$ spectrum was reweighted to the HQT program; in 2012 POWHEG was tuned to match it as described above. However, that tuning was not totally successful, and future analyses will use the HRES 2.2 to calculate and reweight the $p_T$ spectrum.

### 5.2.2 Background Simulation

The continuum background from diphoton and photon-jet events is almost entirely constrained from data, but Monte Carlo is used to evaluate the appropriateness of the analytical functions used to describe the shapes. To do this, samples are needed with negligible statistical uncertainty, as described in Section 5.3.2. Backgrounds from prompt diphoton and photon-jet processes (about 75% and 20% of the total background) are simulated using SHERPA [125], with up to three quark or gluon emissions from the matrix element using a leading order multijet merging algorithm. The jet-jet background, about 5% of the total background, is simulated with PYTHIA8. Hundreds of millions of events are required, so simulating the full detector acceptance and interaction is not feasible, and only the truth particle record is produced.

### 5.3 Modelling

The crux of the $h \rightarrow \gamma\gamma$ analysis is a signal plus background fit of the $m_{\gamma\gamma}$ shape. The analytical functions used to describe the signal and background are therefore critically important to the analysis.
5.3.1 Signal

The Higgs signal shape is modelled analytically using a Crystal Ball (CB) function plus a wide Gaussian component for tails. The CB shape is defined by

\[
\exp\left\{-\frac{t^2}{2}\right\} \\
\left(\frac{n}{|\alpha|}\right)^n \exp\left\{-\frac{\alpha^2}{2}\right\} \left(\frac{n}{|\alpha|} - t\right)^{-n}
\]

\begin{align*}
t > -\alpha \\
t \leq -\alpha
\end{align*}

(5.1)

with \( t \equiv (m_{\gamma\gamma} - \mu) / \sigma_{CB} \), and \( n \equiv 10 \) (in the present analysis). The position of the peak is offset from the true Higgs mass, so the mean parameter is defined as \( \mu \equiv m_H - \Delta \mu \). The CB fraction of the signal model is called \( f_{CB} \). The Gaussian’s width is denoted by \( \sigma_{Ga.} \equiv \kappa_{Ga.} \times \sigma_{CB} \), and its mean \( \mu \) shared with the CB component.

The parameters of this fit \( -\Delta \mu, \sigma_{CB}, \alpha_{CB}, \kappa_{Ga.}, \) and \( f_{CB} \) – vary smoothly with the mass of the Higgs candidate, and can be parameterized as linear functions of it. In practice, only \( \sigma_{CB} \) has a significant dependence on \( m_h \). The overall normalization is a cubic function of \( m_h \). Using these parameterizations, a single ‘global signal model’ can describe the shape across the entire mass space. This parameterization is necessary both (1) to test arbitrary masses before the true mass was known and (2) in evaluating the background functions (which is done as a function of the mass). An example of this global fit is shown, for events with \( p_T^{\gamma\gamma} < 20 \) GeV, in Figure 5.2.

5.3.2 Background Shape and ‘Spurious Signal’

The background shape in \( m_{\gamma\gamma} \) is fit to the data, but it is described by an analytical function that may or may not be able to successfully reproduce the true shape. Any undershoots or overshoots due to an overly- or insufficiently-flexible background model can be fitted as a ‘spurious signal’ or alter the measured rate of a true signal. This is illustrated in Figure 5.3a, where fitting a straight line to a curved background leads to obvious biases. In practice, the effects are far more subtle. A procedure was defined to both (a) identify an appropriate background functions for each category
and (b) quantify any residual bias.

In short, the aim is to fit a candidate background shape parameterization to the ‘true shape,’ or a stand-in for the same. To do this, extremely high-statistics Monte Carlo was generated, as described in Section 5.2.2. This provided a background only sample with effectively no statistical fluctuations. However, because of the size of the samples, the interactions of the particles with the detector were not simulated. Instead, the photon conversion status, isolation, and identification efficiencies were all parameterized as functions of the photons’ $p_T$ and $|\eta|$ using fully simulated Monte Carlo. This results in ‘true’ background shapes against which to test models.

Simultaneous signal plus background fits are made to these shapes, for fixed signal masses from 110 to 150 GeV. Any extracted signal is ‘spurious,’ and the rate of spurious signal for any signal mass was required to be less than 10% of the expected SM signal yield, or 20% of the statistical uncertainty on the background.\footnote{After the Higgs boson mass was measured, these requirements were relaxed for mass hypotheses more than four standard deviations from $m_h$, to 20% of the signal yield and 30% of the background uncertainty.} Two classes of background models were tested: Bernstein polynomials of order 2 through 4, and exponentiated polynomials of the form $e^{ax+bx^2+\cdots}$. Models that failed the requirements above were rejected, while the successful model with the lowest number of degrees of freedom is used.
freedom was selected. The largest measured bias for that model is taken as a systematic uncertainty on the yield. The measured spurious signals for a category of the Dihiggs analysis is shown as an example, in Figure 5.3b.

5.4 Categorization

By dividing the data set selected in Section 5.1 into exclusive categories, one can isolate regions of phase space with higher $S/\sqrt{B}$ or lower uncertainties, or study properties of the production. In the time leading up to the discovery, the categorization was optimized for overall sensitivity. Later on, production mechanisms were isolated (Chapter 6) and events were binned according to kinematic variables (Chapter 7).

The energy resolution of a photon depends on whether or not it converts into a di-electron pair and where in the detector it goes – in short, what part of the detector it reaches and how it interacts with it. This directly impacts the diphoton mass resolution. The effective $S/\sqrt{B}$ depends on the number of events beneath the signal; if the signal width (resolution) is smaller, there are fewer events underneath it. The initial categorization therefore divided the dataset in exclusive regions of
conversion status and $|\eta|$, as illustrated in Figure 5.4a. As shown, the core of the barrel has the best resolution, while the transition region between the barrel and endcap calorimeters has the worst resolution. Five categories were defined:

1. Neither photon converts, and both are contained in the ‘good’ region of the calorimeter with $|\eta| < 0.75$.

2. Neither photon converts, but at least one of them has $|\eta| > 0.75$.

3. At least one of the photons converts, but both are in the ‘good’ region of the calorimeter ($|\eta| < 0.75$).

4. At least one of the photons converts, but neither is contained in the ‘bad’ region of the calorimeter (1.3 < $|\eta|$ < 1.75).

5. At least one of the photons converts, and at least one of them is contained in the ‘bad’ region of the calorimeter (1.3 < $|\eta|$ < 1.75).

Additional discrimination between production modes and background – specifically for VBF and $VH$ processes – is attained using the $p_T^t$ variable, as shown in Figure 5.4b. The $p_T^t$ is defined in the plane transverse to the beam, as the projection of the diphoton transverse momentum perpendicular to the ‘thrust axis,’ which itself is the difference of the leading and subleading photons’ transverse momenta (and not actually the thrust axis). This is illustrated in Figure 5.4c. Theoretically, the $p_T^t$ has better resolution than the $p_T$ [126]. Using this variable, four additional categories were defined by ‘splitting’ each of the first four categories above, among those events with $p_T^t \leq 60$ GeV or $p_T^t > 60$ GeV.

An additional category was defined to select the VBF-type topology, for the discovery. Events with at least two jets were selected (see Chapter 6) with a pseudorapidity gap between them of $\Delta\eta(j_1, j_2) > 2.8$, a combined mass $m_{jj} > 400$ GeV, and an azimuthal separation from the diphoton
system $\Delta \phi (\gamma \gamma, jj) > 2.6$. The VBF category was revisited, and additional ‘production-mode’ categories were added in the ‘couplings analysis.’

5.5 Overview of Uncertainties

5.5.1 Uncertainties on the Yield

Yield uncertainties affect the total number of expected signal events. For instance, theoretical uncertainties alter the number of events produced, and uncertainties on the identification efficiency impact the fraction of events that are selected.

Theoretical Uncertainties. The theoretical uncertainties on prediction cross sections from parton distribution functions, $\alpha_s$, and scale variations are included in Table 2.1 for $\sqrt{s} = 8$ TeV. The uncertainties for $\sqrt{s} = 7$ TeV are extremely similar.

Luminosity. The luminosity is evaluated using beam separation (van der Meer) scans [127] following the techniques described in Ref. [128]. The uncertainty for 2011 was 1.8%; the initial uncertainty on the first 5.9/fb of 2012 data was 3.6%, while the final uncertainty on the full dataset was 2.8%. 
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**Trigger Efficiency.** The trigger efficiency is measured to be better than 99% for both years, using ‘bootstrap methods,’ comparisons to Monte Carlo, and studies of tagged photons from \( Z \to \ell\ell\gamma \) [129]. The initial uncertainty of 1% was reduced to 0.5%.

**Photon Identification.** For 2011, the neural network photon identification efficiency was based on the maximum observed discrepancy between Monte Carlo and data-driven measurements from (a) \( Z \to \ell\ell\gamma \) tag and probe, (b) extrapolation from electrons, and (c) a system of equations (‘matrix method’) using track isolation. As described in Section 4.3.4.4, the differences were typically less than 4%, but as high as 7% for unconverted photons in the endcap. For 2012 these same methods were used to determine the efficiency; for early analyses, the difference between data and MC was again taken as the systematic: 5% for photons in the barrel and 7% for photons in the endcaps. For later data, the data-driven measurements were used as the uncertainty, and a model of the correlations on that measurement was used to map the overall uncertainty for events with two photons; the resultant uncertainty dropped to 2.4%. This treatment was inconsistent and incomplete, however, because scale factors were not applied to the identification efficiency in MC.

**Isolation.** Differences in the isolation efficiency in data and MC are evaluated using ‘probe’ electrons from \( Z \to \ell\ell \) decays. Initially, a ‘shift’ was determined for the difference in the peaks of the distributions observed in data and Monte Carlo, and this was used to recalculate an ‘effective’ cut. Ultimately, with the introduction of track isolation, simply the difference in efficiencies was used. That uncertainty depends on the number of jets in the event: 1% for events with with 0 or 1 jets, 2% for events with 2 jets, and 4% for events with 3 or more jets.

**Photon Energy Scale.** The photon energy scale impacts both the fitted peak position and also the number of events that satisfy the kinematic cuts. The resultant uncertainty on the yield is 0.3%.

**Pileup (Early Analyses).** For early analyses only, a dedicated pileup uncertainty of 4% was evaluated from the difference in the overall selection efficiency from low and high-pileup events in MC.
5.5.2 Uncertainties on the Mass Shape

As described in Section 4.2, the photon energy scale and resolution is derived from comparing of $Z \rightarrow ee$ lineshape in data and MC. The Monte Carlo is ‘smeared’ to match the observed resolution. Uncertainties on that smearing, and on the extrapolation from electrons to photons are propagated to the signal shape. For early analyses, the differences in the lineshape were not taken into account, and an uncertainty of around 14% was assessed. For later analyses, the uncertainties in the couplings analysis ranged as high as 22%.

5.5.3 Migration Uncertainties

‘Migration’ uncertainties describe the movement of event populations between categories. They are thus defined so as to preserve the total number of selected events. For the simpler categorization of the earlier analyses, all that mattered was the fraction of conversions and high-$p_T$ diphoton pairs. (The $\eta$ resolution is quite good.) This list of uncertainties will expand dramatically for the couplings analysis in Chapter 6 where a number of additional objects are required and categories are defined.

Material Modelling: Conversions. Uncertainty over material modelling alters the fraction of photons that convert. This results in an $-4\%$ uncertainty on unconverted photon categories or $+3\%$ for categories with converted photons.

Higgs $p_T$. The theoretical uncertainty on the Higgs boson $p_T$ is evaluated by altering the scales and PDFs used by the HQT program; this has a small impact on the low-$p_T$ categories (1.2%) but larger impacts on the high-$p_T$ and VBF categories (~10%).

5.6 Statistical Model and Mechanics

A statistical model is defined that analytically describes all salient observables or uncertainties on a data set in a single likelihood expression. Of the observables, one or several ‘parameters of
interest’ are defined – most commonly, the ‘signal strength’ with respect to the expectation from
the SM, $\mu \equiv \sigma_{\text{obs.}} / \sigma_{\text{exp.}}$. (The signal strength can of course be further divided: $\mu_{VBF}$, $\mu_{Vh}$, and so
forth.) The remaining observables are called ‘nuisance parameters,’ and denoted $\Theta$. They include
both uncertainties (e.g., on the theoretical predictions, or efficiencies), and the parameters of the
overall fit (the Higgs boson mass, the slope of the background shapes, etc). In a profile likelihood
fit, all parameters are allowed to vary and are fit simultaneously.

The likelihood ratio is used [130],

$$\lambda(\mu) = \frac{L(\hat{\mu}, \hat{\Theta})}{L(\hat{\mu}, \hat{\Theta})}$$

Where $\hat{\mu}$ and $\hat{\Theta}$ represent the overall best fit, while $\hat{\Theta}(\mu)$ represents the best of the nuisance parameters
for a given $\mu$. This normalizes the overall likelihood of a given signal strength to the best possible
fit for any strength. From the likelihood, a ‘test statistic,’ the log-likelihood ratio is defined:

$$t_\mu = -2 \log \lambda(\mu).$$

(5.3)

Equation 5.2 ranges between 0 for bad agreement to a hypothesis, to 1 for the most probable hypo-
thesis. The test statistic therefore ranges between 0 (good agreement) and infinity (bad agreement).

Two important special cases are defined: the test statistics for discovery or for setting upper lim-
its [131]. In evaluating the incompatibility to the background-only hypothesis negative fluctuations
are disallowed, and the ‘physical’ best fit value is interpreted simple as $\mu = 0$; in this case, the test
statistic is modified as

$$\tilde{q}_\mu = \begin{cases} 
-2 \log \left( \frac{L(\mu)}{L(0)} \right) & \hat{\mu} < 0 \\
-2 \log \left( \frac{L(\mu)}{L(\hat{\mu})} \right) & \hat{\mu} \geq 0
\end{cases}$$

(5.4)

For upper limits on the signal strength, a second modification is made: best fit values $\hat{\mu}$ above the
tested value $\mu$ are not considered incompatible with the test value. The test statistic is then:

$$
\hat{t}_\mu = \begin{cases} 
-2 \log (L(\mu)/L(0)) & \hat{\mu} < 0 \\
-2 \log (L(\mu)/L(\hat{\mu})) & 0 \leq \hat{\mu} \leq \mu \\
0 & \hat{\mu} > \mu 
\end{cases} \quad (5.5)
$$

In each case the probability ($p$-value) is defined as the integral of the test statistic distribution, from the observed value to infinity: it is the fraction of experiments that result in a lower compatibility to the tested hypothesis. The $p$-value is typically transformed into a number of standard deviations via $Z \equiv \Phi^{-1}(1 - p_\mu)$. The threshold to exclude the background-only hypothesis is set at $Z > 5$ ($p_0 < 2.87 \times 10^{-7}$). The problem is: where to get the distribution of the ensemble of experiments?

Traditionally, this was done using pseudo-experiments (toys) in which the nuisance parameters/auxiliary measurements were randomized within their uncertainties, and events were generated from the template of the full statistical model. However, this procedure is phenomenally expensive computationally. For large-$N$ datasets, ‘asymptotic methods’ are used to calculate the number of standard deviations without generating millions of toy datasets. The trick is to define an Asimov dataset that, if used as the estimator for any parameter, yields the true parameter. This is effectively a ‘perfect’ dataset, without any statistical fluctuations. It is then possible to derive the variance on the parameter of interest either by solving for the covariance matrix, or solving directly for $\sigma$, using the properties of the Asimov dataset and the known properties of the test statistic [131].

In most cases of the $h \rightarrow \gamma\gamma$ analysis, statistics are sufficiently large for the use of the asymptotic formulae. In particular, the approximations are valid for all categories of the couplings measurements. However, in the differential cross section analysis no such formulae are required, and the very-low statistics of the Higgs boson pair production search preclude their use for that analysis.
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Nearly fifty years after the Higgs mechanism was first hypothesized, the discovery of a new boson was officially announced on July 4, 2012. With 4.8/fb of data at $\sqrt{s} = 7$ TeV and 5.9/fb of data at $\sqrt{s} = 8$ TeV. The inclusive diphoton invariant mass spectra are presented in Figure 5.5, both as used for the discovery and as observed after all 2012 data was collected. The resonance is clearly visible, even before subtracting the background. The compatibility to the background-only hypothesis reaches a minimum at a mass of $m_h \sim 126$ GeV. Figure 5.5 shows the $p_0$ in the diphoton channel. At the time of the discovery, the significance of the excess was already more than 4$\sigma$. For the full year, the significance in the $h \rightarrow \gamma\gamma$ channel alone reached 7.4$\sigma$, enough to claim discovery with just that channel.

Finally, the ‘discovery plot’ is presented in Figure 5.7. Combining the diphoton channel with $h \rightarrow ZZ$ and $h \rightarrow WW$, leads to an incompatibility to the background-only hypothesis at the level of 6$\sigma$. A new boson was discovered, with mass and nominal couplings consistent with the expectations of the SM Higgs boson. That boson decayed to photons, precluding a spin-1 particle. The $WW$ analysis used the spin-0 nature of the Higgs boson to extract it from the SM $WW$ background, and
measured a rate consistent with the SM expectation. If hints of the Higgs boson in $W (h \rightarrow bb)$ from the Tevatron were to be taken seriously, a spin-2 particle was already highly-disfavored [132, 133].

It looked like a scalar – but was it? Did it indeed interact according to the predictions of the SM Higgs boson? Were there any hints of physics beyond the Standard Model? The balance of this thesis proposes tests to these questions.
Chapter 6

Coupling Measurements

The interactions of the Higgs boson to different particles is a central part of what makes it ‘the Higgs:’ do the couplings run proportional to mass? To isolate and measure this, one can either (a) measure many decay channels or (b) sort events according to production mode. Of course, the two strategies complement each other and ATLAS has pursued both. Sorting events by production mode comes down to selecting additional objects in events with Higgs bosons: two forward jets with a wide rapidity gap and large combined mass for VBF; leptons, missing energy, or two central jets with $m_{jj} \sim m_Z \sim m_W$, for $Vh$. This chapter describes the definition of these categories in the context of the ATLAS $h \rightarrow \gamma\gamma$ analysis.

Section 6.3 briefly extends these results through the combination of measurements between decay channels. The diphoton channel is a crucial part of those combinations. Not only does it have large statistical power in all production modes, but the decay loop to diphoton pairs is sensitive to the presence of additional charged particles, and interference in $h \rightarrow \gamma\gamma$ decay loop provides the only input on the relative sign of the fermionic and bosonic couplings.

6.1 Object Definitions

Identifying ‘additional features’ of the dataset demands the introduction of new object definitions. The ATLAS ‘legacy’ papers that present the ‘final word’ on Run I data will use both 2011 and 2012
data for all categories, but in what follows the electron, muon, and missing energy definitions apply only to 2012 data.

**Electrons.** Electrons are reconstructed using the same fundamental methods as photons, but they form the complement to the photons: a track must be associated to the cluster, and candidates associated to conversion vertices can be vetoed. Electrons are required to fall within $|\eta| < 2.47$ and have $p_T > 15$ GeV. They must be isolated, with the topological isolation energy (defined as for photons) less than 20% of the electron’s $p_T$, and the sum of the $p_T$ of the tracks within a $\Delta R = 0.2$ cone of the electron less than 15% of its $p_T$.

**Muons.** Muons are reconstructed for $|\eta| < 2.7$. Their $p_T$ must exceed 10 GeV. The track quality must be good, and the track must be consistent with originating from the primary vertex selected for the event. The track isolation of the muon must be less than 15% of its $p_T$ and its calorimeter isolation must be less than 20% of its $p_T$.

**Jets.** Jets are reconstructed from three-dimensional clusters in the electromagnetic and hadronic calorimeters, using the anti-\textit{k}_t algorithm [134]. They are calibrated initially based on the simulated response. Corrections are applied for pileup using the jet-area method [135], and the final calibration is refined using data.

To suppress contributions of jets from pileup interactions, tracks within jets are associated to primary vertices. The Jet Vertex Fraction (JVF) is defined as the ratio of the sum of the $p_T$s of tracks from the primary vertex of interest, to the sum of the $p_T$s of all tracks in the jet. In 2011 data that ratio is required to exceed 0.5 while in 2012 data it is required to exceed 0.25. This cut is only applicable within the acceptance of the tracker, $|\eta| < 2.4$. For 2012, it is only used for jets with $p_T < 50$ GeV. Because the pileup suppression ‘ends’ at $|\eta| = 2.4$, the minimum jet $p_T$ increases from 25 GeV to 30 GeV for $|\eta| > 2.4$. All jets must satisfy $|\eta| < 4.5$.

**Overlap Removal.** Double-counting of objects is avoided through overlap removal. In this analysis,
photons are given priority. Jets, electrons, and muons within $\Delta R < 0.4$ of a photon are vetoed. If a muon lies within $\Delta R < 0.4$ of a jet it too is vetoed, as are electrons within $\Delta R(e, \text{jet}) < 0.2$. Analysis-specific ambiguity resolution will be discussed in Sections 6.2.1 and 6.2.2.

**Missing Transverse Energy.** Missing energy is reconstructed as the negative of every other object in an event, making it in a sense the most-complex object in the event. The reconstruction used for the $V(h \rightarrow \gamma\gamma)$ search will be discussed in Section 6.2.2.

### 6.2 Categories

The discovery paper categorized events based on their expected $m_{\gamma\gamma}$ mass resolution, to maximize overall sensitivity. For the categories described in this Section, the signal is not ‘Higgs bosons’ but rather the rarer production modes: VBF and $Vh$.\(^5\) In fact, contamination from $ggh$ is particularly detrimental since the theoretical uncertainties on $ggh$ – especially with additional radiation – are large.

#### 6.2.1 Lepton Category

Selecting a lepton almost ‘effortlessly’ yields a category with very high signal purity in $Vh$ production, by isolating leptonic $W$ and $Z$ decays. Yet one can do better than simply selecting leptons.

Although a higher $p_T$ threshold is required of electrons than muons, far more events are selected with electrons! Computing the invariant mass of the electron with each photon and choosing the pair with smaller $|m_{e\gamma} - m_Z|$, it becomes evident that the additional contribution in the electron channel comes from $Z \rightarrow ee$ plus an additional photon, where one of the two electrons is misidentified as the second photon. This impacts only events with electrons, because while electrons fake photons

\(^5\)The dedicated $t\bar{t}(h \rightarrow \gamma\gamma)$ analysis came later [136], and will be integrated into the combined $h \rightarrow \gamma\gamma$ fit for the legacy papers. The $bbh$ mode is scarcely separable from $ggh$ – though it is certainly worth trying, since alterations in the $bbh$ vertex could be more dramatic in production, than in the decay.
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Figure 6.1: Before explicitly vetoing events with $m_{e\gamma}$ near $m_Z$, the events with electrons in the ‘lepton’ category are dominated by $Z \rightarrow ee$ events where one of the electrons fakes a photon. A simple cut around the $Z$ mass goes far in rejecting these. At left, the category before any ‘electroweak veto.’ At right, the cuts on $m_{e\gamma}$ are optimized using $S/\sqrt{B}$ metric, with the expected $Vh$ yield as signal and the data sidebands as background. The optimization is performed after rejecting photons that also pass electron quality cuts, which explains the somewhat smaller (15%) apparent gains.

quite often (around 5% of the time, for the energies and selection criteria used here), muons do not. Figure 6.1 shows that simply cutting out those events with an electron-photon pair with mass satisfying $84 < m_{e\gamma} - m_Z < 94$ GeV dramatically reduces the background. Vetoing photons that pass the electron selection requirements also helps. The impact of these requirements is presented in Table 6.1.

6.2.2 Missing Energy Category

Higgs bosons produced in association with a vector boson or a $t\bar{t}$ pair may also be flagged using a cut on the missing transverse energy in the event. However, the cut is not so straightforward as for leptons, because the resolution on missing energy is so broad.

6.2.2.1 Reconstruction and Alterations to the Default Definition

Missing transverse energy is calculated as the complement to the visible transverse energy in an event, assuming conservation of momentum. Two methods have been implemented to do this:
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a sum over locally-calibrated calorimeter clusters known as LocHadTopo; or a sum over calibrated objects, called RefFinal. This definition classifies all objects in the event and applies the calibrations appropriate to each class: photons are calibrated as photons, electrons as electrons, jets as jets, etc.

Each Cartesian component is thus defined:

\[
E_{\text{miss}}^x(y) = - \left( \sum E_{x(y)}^\gamma + \sum E_{x(y)}^e + \sum E_{x(y)}^\mu + \sum E_{x(y)}^{\text{jets}} + \sum E_{x(y)}^{\text{soft jets}} + \sum E_{x(y)}^{\text{cell out}} \right)
\]

The Cartesian components are then combined in quadrature. This analysis uses RefFinal, for reasons elaborated below. Detailed studies of missing energy performance in 2011 and 2012 may be found in Refs [137,138].

Three changes were made to the ‘default’ missing energy definition, for this analysis:

1. **Selection Priority to Photons.** Each object enters the total sum just once. For example, once an object has been selected as an electron, it will not be double-counted as a photon – even if it is in fact a conversion track. The default method for the missing energy calculation selected electrons before photons. Because the background to be rejected was \(ggH\) and VBF production with real photons and not leptons, the first change was to choose photons first.

2. **Object ID.** The default photon identification used the 2011 tight cuts menu, which was not used in any of the analyzed data. The \(E_T^{\text{miss}}\) was redefined, using the current photon identification.

3. **Calibration.** Originally, it was considered that there were so many fake photons that for generic data, a generic electromagnetic scale calibration would be more appropriate than a photon-specific tune. The most-accurate available calibration was instead used.

The impact of these alterations is discussed in Appendix D.
6.2.2.2 Confronting Pileup

One of the principal challenges in measuring and using missing energy is its broad resolution: since it is the ‘opposite’ of everything else in the event, its error is the sum in quadrature of every other error in the event. One of the largest – and least well measured – contributions to the total energy in the event is the ‘cell out’ term, comprising all energy not associated to physics objects (photons, electrons, muons, jets, etc.). The magnitude of the cell out energy scales with pileup. This results in a ‘random walk’ whose ‘length’ is proportional to the total of the energy in the event, \( \sum E_T \). Since the average final distance covered by a random walk scales with the square root of the number of steps, the resolution on the missing energy degrades with \( \sqrt{\sum E_T} \).

One solution widely proffered by ATLAS to the degradation in \( E_T^{\text{miss}} \) resolution (referred to as the STVF algorithm) was to scale the cell out and soft jets in each event by an estimate of the fraction of the total energy in the event that came from the hard process. While the idea is appealing at first blush it does not hold up to scrutiny; it fails in particular in the tails of the \( E_T^{\text{miss}} \) distribution of \( gg/h \) events leading to a larger contamination of the \( E_T^{\text{miss}} \) category, intended for \( Vh \) and \( t\bar{t}h \). The performance of this algorithm is evaluated briefly in Appendix D.2.

A simpler, time-tested method for mitigating the impact of pileup is to define missing energy ‘significance,’ by a cut on the missing energy over its resolution. The resolution itself is estimated by \( k \sqrt{\sum E_T} \) so that the ‘significance’ is \( E_T^{\text{miss}} / k \sqrt{\sum E_T} \). Based on studies of the resolution in 2011 [137] the proportionality factor \( k \) is set to 0.67, but this is irrelevant in practice since the cut on this value is also tuned, and the two values can simply be rescaled.

The impact of introducing this variable is shown in Table 6.1, where the expected error on the signal strength in the VBF and \( Vh \) production modes is compared for different definitions of the \( E_T^{\text{miss}} \) category. Considerable effort had been expended in identifying variables that could ‘confirm’ real missing energy: the recoil of the diphoton system \( p_T^{\gamma\gamma} \), missing momentum measured with tracks \( E_T^{\text{Track}} \), or the angular separation between the \( \gamma\gamma \) system and the \( E_T^{\text{miss}} \). Figure 6.1 indeed shows some
The expected error on the signal strength on the \((VBF + Vh)\) and \(Vh\) production modes is evaluated using asymptotic formulae, and compared for various definitions of a missing energy category. The use of missing energy significance dramatically improves the measurement. The cut of \(E_T^{\text{miss}} \text{significance} > 5\) yields a category with very high purity (less than 5\% gg\(h\)) and 0.9 expected events. The expected error on the \(\mu_{VBF+Vh}\) and \(\mu_{Vh}\) signal strengths (\(\delta\mu_{VBF+Vh}\) and \(\delta\mu_{Vh}\)) is presented for each proposed \(E_T^{\text{miss}}\) category, using Asimov data with \(Vh = 1.7\) (the then-measured value) and 13/fb of integrated luminosity.

### Table 6.1

<table>
<thead>
<tr>
<th>MET Category</th>
<th>Error on (\mu = 1.7)</th>
<th>(VH) Statistics, MET Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Lepton Selection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ Veto (m_Z), BL Hits and \textit{medium++}</td>
<td>2.67 1.37</td>
<td>Purity</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} &gt; 80\text{ GeV})</td>
<td>2.02 1.26</td>
<td>51%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} &gt; 80\text{ GeV, } p_T &gt; 70\text{ GeV})</td>
<td>1.89 1.23</td>
<td>69%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} &gt; 80\text{ GeV, } p_{T\text{Track}} &gt; 70\text{ GeV})</td>
<td>1.91 1.23</td>
<td>70%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} &gt; 80\text{ GeV, } \Delta\varphi \left( E_T^{\text{miss}}, \gamma\gamma \right) &gt; 3\pi/4)</td>
<td>1.85 1.22</td>
<td>72%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} \text{ Significance} &gt; 4.0)</td>
<td>1.90 1.23</td>
<td>76%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} \text{ Significance} &gt; 4.5)</td>
<td>1.84 1.21</td>
<td>61%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} \text{ Significance} &gt; 5.0)</td>
<td>1.75 1.19</td>
<td>73%</td>
</tr>
<tr>
<td>(E_T^{\text{miss}})</td>
<td>1.66 1.16</td>
<td>80%</td>
</tr>
</tbody>
</table>

The cut on \(E_T^{\text{miss}}\) has made a dramatic improvement in sensitivity through these variables, but they were dwarfed by the simply replacing the cut on \(E_T^{\text{miss}}\) by the cut on its significance. Due to concerns about fits with low-statistics at the time, the \(E_T^{\text{miss}}\) significance was not combined with these variables and the single cut \(E_T^{\text{miss}}\) significance > 5 was adopted for the category definition.

The distribution of the \(E_T^{\text{miss}}\) significance in data and Monte Carlo is shown in Figure 6.2a (though Monte Carlo is not used at all in the analysis). The invariant mass distribution of this category is shown in Figure 6.2b. The category is populated roughly evenly between diphoton events with mismeasured \(E_T^{\text{miss}}\), and \(W \rightarrow e\nu\gamma\) events with a misidentified electron. The irreducible contribution from \((Z \rightarrow \nu\nu) \gamma\gamma\) is smaller.

The \(W \rightarrow e\nu\gamma\) piece is exactly analogous to the \(Z \rightarrow ee\gamma\) events seen in the lepton category, and the same need for removing electrons faking photons applies here. Table 6.2 shows several electron identification requirements, that may be inverted and applied to the photons in the \(E_T^{\text{miss}}\) category. The method of reverting the standard electron identification (\textit{medium++}) yields the best expected
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Figure 6.2: The missing energy ‘significance’ efficiently rejects non-resonant backgrounds, and the $ggH$ and VBF production modes that have no real $E_T^{miss}$, in favor of $Vh$ and $t\bar{t}h$. After all cuts, two types of backgrounds are roughly split: diphoton events with mismeasured $E_T^{miss}$, and $W \rightarrow e\nu\gamma$ events with a misidentified electron.

<table>
<thead>
<tr>
<th>Veto</th>
<th>Data Eff.</th>
<th>$Wh/Zh$ Eff.</th>
<th>$\varepsilon_S/\sqrt{\varepsilon_B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>100.0%</td>
<td>100.0%</td>
<td>1.00</td>
</tr>
<tr>
<td>medium++</td>
<td>64.1%</td>
<td>96.0%</td>
<td>1.20</td>
</tr>
<tr>
<td>Pixel Hits</td>
<td>53.8%</td>
<td>81.0%</td>
<td>1.10</td>
</tr>
<tr>
<td>B-Layer Hits</td>
<td>84.6%</td>
<td>98.0%</td>
<td>1.07</td>
</tr>
<tr>
<td>B-Layer Hits or medium++</td>
<td>64.1%</td>
<td>95.9%</td>
<td>1.20</td>
</tr>
<tr>
<td>Pixel Hits or medium++</td>
<td>46.2%</td>
<td>80.1%</td>
<td>1.18</td>
</tr>
</tbody>
</table>

Table 6.2: Various ‘electron vetoes’ are proposed on top of a $E_T^{miss}$ significance $> 5$ cut. For instance, events could be rejected from the $E_T^{miss}$ category if either photon candidate passed medium++ electron identification, or if it had any hits in the $b$-layer of the pixel detector, or any pixel hits whatsoever. The improvement in significance is estimated as $\varepsilon_S/\sqrt{\varepsilon_B}$, using $Wh$ and $Zh$ signal and backgrounds from data sidebands. The most performant configurations are medium++ with or without $b$-layer hits.

significance, and is employed in the analysis

6.2.2.3 Systematic Uncertainties

The yield in the $E_T^{miss}$ category is extracted using a simultaneous signal plus background fit. That yield is divided in fractions of $ggH$, VBF, $Wh$, $Zh$, and $t\bar{t}h$. Uncertainties on the missing energy affect the population of events in each category and degrade the precision with which the
measured rate can be associated to a particular production mode. These migration uncertainties preserve the total number of expected events, since they only alter the categorization.

Systematic uncertainties on missing energy are evaluated by varying the resolution and scale of each component that constitutes the $E_T^{\text{miss}}$ within its own systematic uncertainties. The full table of all uncertainties on all components of the $E_T^{\text{miss}}$ is included in Table F.1 of Appendix F. The six uncertainties considered non-negligible are presented in Table 6.3; these are the uncertainties on the soft terms (cell out and soft jets), the jet energy resolution, and three of the jet energy scale uncertainties. The uncertainties affect primarily the $ggh$ and VBF populations in the $E_T^{\text{miss}}$ category, since these are the tails of the distributions, and a small absolute change leads to a large fractional difference. Because the $ggh$ and VBF fractions are so small however, these uncertainties do not pose any problem. The uncertainties are grouped into ‘super-categories’ which contain (a) all low-$p_T^t$ categories, (b) all high-$p_T^t$ categories, and (c) the missing energy category itself.

### Table 6.3: Categorization migration uncertainties for the signal. The largest uncertainties on the missing energy in the couplings analysis derive from the soft terms (cells and soft jets) and jet energy scales and resolutions. Each column shows one of the uncertainties applied, and represents the fractional change in the population of three super-categories: low-$p_T^t$, high-$p_T^t$, and $E_T^{\text{miss}}$. ‘Up’ and ‘Down’ variations are symmetrized, as the average of their absolute values; the sign is copied from the ‘up’ variation, to preserve the direction of correlations. N.B. that no ‘down’ variation is considered for the jet resolution.

<table>
<thead>
<tr>
<th>Component</th>
<th>Low $p_T^t$</th>
<th>High $p_T^t$</th>
<th>$E_T^{\text{miss}}$ Cat.</th>
<th>Low $p_T^t$</th>
<th>High $p_T^t$</th>
<th>$E_T^{\text{miss}}$ Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>JES: Close-By</td>
<td>-0.00%</td>
<td>+0.00%</td>
<td>+7.17%</td>
<td>-0.00%</td>
<td>+0.00%</td>
<td>+4.54%</td>
</tr>
<tr>
<td>JES: Model 1</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+5.79%</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>+16.34%</td>
</tr>
<tr>
<td>JES: $\eta$ Model</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>+59.97%</td>
<td>-0.01%</td>
<td>-0.00%</td>
<td>+21.10%</td>
</tr>
<tr>
<td>JER</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
</tr>
<tr>
<td>Soft Scale</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
</tr>
<tr>
<td>Soft Res.</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
<td>+0.00%</td>
</tr>
</tbody>
</table>

Table 6.3: Categorization migration uncertainties for the signal. The largest uncertainties on the missing energy in the couplings analysis derive from the soft terms (cells and soft jets) and jet energy scales and resolutions. Each column shows one of the uncertainties applied, and represents the fractional change in the population of three super-categories: low-$p_T^t$, high-$p_T^t$, and $E_T^{\text{miss}}$. ‘Up’ and ‘Down’ variations are symmetrized, as the average of their absolute values; the sign is copied from the ‘up’ variation, to preserve the direction of correlations. N.B. that no ‘down’ variation is considered for the jet resolution.
6.2.3 Other Categories

Two other types of categories were also defined for the couplings analyses and are described for completeness, though the author did not participate in their construction. The uncertainties on these additional categories are presented in Table G.2 of the Appendix.

6.2.3.1 Hadronic $Vh$.

To tag $Vh$ production with hadronically decaying $W$s and $Z$s, a low-mass dijet category was defined. Four requirements were imposed: (1) combined mass of the two jets must satisfy $60 < m_{jj} < 110$ GeV, (2) the pseudorapidity gap between the two jets must be $\Delta \eta (j,j) < 3.5$, (3) the diphoton and dijet systems must have $\Delta \eta (\gamma\gamma, jj) < 1$, and (4) the $p_{Tt}$ of the diphoton system must exceed 70 GeV. This category is roughly evenly split between $Vh$ and $ggh$. The theoretical uncertainties on $ggh + 2$jet production are large.

6.2.3.2 VBF Binary Decision Tree.

To select events consistent with Vector Boson Fusion, eight variables were combined in a binary decision tree. These variables were: $m_{jj}$, $\Delta \eta (j,j)$, $\eta^{j1}$, $\eta^{j2}$, $p_{Tt}$, $\Delta \phi (\gamma\gamma, jj)$, $\Delta R_{\text{min}} (\gamma, j)$, $\Delta \eta^{*} \equiv |\eta^{\gamma\gamma} - (\eta^{j1} + \eta^{j2}) / 2|$. Two categories were defined from the discriminant output: one ‘tight’ category and a second ‘loose’ category. Systematics on the BDT itself were evaluated by comparing ($Z \rightarrow ee$)+2jet events in data and MC. Systematics on the jet energy, underlying event, $\eta^{*}$ modelling, etc. are included Table G.2. As for the hadronic $Vh$ category, there are large uncertainties on contributions from $ggh + 2$ jets, particularly on the $\Delta \phi (\gamma\gamma, jj)$ variable that responds to additional soft radiation.

6.2.3.3 Addendum: Recent Additions and Continued Work

Due to concerns at the time over low-statistics fits, cuts on additional variables were not applied to the $E_{T}^{\text{miss}}$ category, for the early papers. The potential for additional discrimination by ‘confirming’
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(a) Purities of Production-Mode Categories

(b) Vector-Type v. Top-Type Production Modes

Figure 6.3: The composition by production mode of the five ‘couplings categories’ are compared to the nominal production fraction (inclusive). The lepton and missing energy categories are overwhelmingly populated by $Vh$, while the low-mass 2-jet has a larger contamination. The two VBF categories based on a BDT also yield respectable purities of VBF-produced events.

The missing energy through either the boost of the diphoton system $p_T^{\gamma\gamma}$ or its angular separation from the $E_T^{\text{miss}}$, $\Delta \varphi (\gamma\gamma, E_T^{\text{miss}})$, is included in Appendix E and will be used in the ATLAS Run I ‘legacy’ analyses.

Explicitly identifying events with two same flavor, opposite sign leptons from a $Z$ peak provides discrimination of the $Wh$ and $Zh$ processes, though the rate is exceedingly low ($\mathcal{B}(Z \to \ell\ell) = 0.066$).

The search for $t\bar{t} (h \to \gamma\gamma)$ has also been released [136], and will be included in the final couplings measurements.

6.3 Results

Figure 6.3a shows the punchline of the preceding work: the categories defined have dramatically enhanced fractions of the rare production modes. The lepton and $E_T^{\text{miss}}$ categories in particular are $> 95\%$ $Vh$ and $t\bar{t}h$. This allows for the measurement of the signal strength, splitting gluon fusion and $t\bar{t}h$ (top type couplings) from VBF and $Vh$ associated production (vector-type couplings).

Knowing the expected signal composition in each category makes it possible to parameterize the yields of each category as a function of the signal strengths $\mu$ in each production mode: $\mu_{ggF}, \mu_{VBF}, \mu_{WH}, \mu_{ZH}, \mu_{ttH}$. 

etc. Since the yields are measured, one can ‘solve’ for the signal strengths.

This is accomplished using the same fundamental techniques described in Section 5.6. Instead of solving for a single production rate, one simply uses two parameters of interest. In this case, the two parameters are the signal strengths $\mu_{ggh+t\bar{t}h}$ and $\mu_{VBF+Vh}$. Figure 6.3b shows the resultant contour. The measured value is consistent with the SM expectation at the level of 2$\sigma$. This is performed at the best fit mass of $m_h = 126.8$ GeV. In the final ATLAS results, the combined mass of 125.5 GeV [13] will be used, which will decrease the signal strength in this decay channel.

6.3.1 Combinations with other Channels

Naturally $h \to \gamma\gamma$ was not the only decay mode pursuing couplings measurements. All ATLAS Higgs measurements have been combined into an extremely powerful framework for studying each type of Higgs coupling. For instance, whereas $h \to \gamma\gamma$ is sensitive to the $WWh$ coupling in its decay loop and in VBF or $Wh$ associated production, the $h \to WW$ process also measures it directly in its decay. Similarly, $h \to ZZ$ provides unique power in the $ZZh$ vertex and $h \to \tau\tau$ shows the Higgs coupling to leptons.

By parameterizing both the production and decay in every ATLAS category, powerful fits are possible. The results of these fits are presented in Figure 6.4. Unfortunately none of them hint at any non-SM feature of the dataset [139]:

- The coupling to $W$s and $Z$s agrees with the SM prediction, directly validating custodial symmetry in the Higgs sector.
- Couplings to up and down type quarks seem consistent with SM prediction, constraining the parameter space available for (Type II) 2HDMs.
- Allowing the effective $ggh$ and $h\gamma\gamma$ couplings to float tests the potential for enhancements of the loops, and would be sensitive to additional electrically or strongly charged particles. The
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(a) Rate by Channel

(b) Couplings Compared to SM

Figure 6.4: The combination of the couplings measurements between all decay channels shows overall and individual production rates consistent with the SM (a). Breaking down the categories according to various types of couplings – fermionic vs. bosonic, $W$s vs. $Z$s, quark vs. leptons, etc. – shows overall extremely good agreement to the SM in all parameters. The right-hand plot shows couplings as deviations from their values in the SM, so $\kappa_{\text{SM}} \equiv 1$. The couplings to fermions and vector bosons $\kappa_F$ and $\kappa_V$ are consistent with 1. The ratio of the couplings to $W$s and $Z$s $\lambda_{WZ} = \kappa_W / \kappa_Z$ is consistent with 1 (custodial symmetry). The relative couplings of up and down type quarks as well as leptons, $\lambda_{du} = \kappa_u / \kappa_d$ and $\lambda_{\ell q} = \kappa_{\ell q} / \kappa_q$, are consistent with 1. The effective couplings to gluons ($\kappa_g$) and photons ($\kappa_\gamma$) are consistent with 1, and the branching to invisible or unobserved states $B_{\ell q}$ is consistent with 0.

- By fitting the total rate, it is possible to constrain the Higgs branching ratio to unobserved or invisible decays. The rate is consistent with 0, though the errors remain large.

$\kappa_{\ell q} \equiv (0.99 \pm 0.29)$
The Higgs Boson, at Last

Within current uncertainties, the particle discovered couples as the Higgs boson. The spin and CP eigenvalues $0^+$ are overwhelming favored over every other tested hypothesis [140]. The particle discovered indeed appears to be the SM Higgs boson.\footnote{If it walks like a duck and it quacks like a duck, then it is the Higgs boson.’ – Konstantinos Nikolopoulos}

The consistency of the observed particle to the properties of the SM Higgs boson severely constrains many BSM interpretations, squeezing the parameter space for 2HDMs or additional generations. Nevertheless, the discovery opens new doors for particle physics. Even a small deviation from the SM predictions would be tremendously exciting. The phenomenology of the Higgs sector is outstandingly rich. So the adventure continues.
Chapter 7

Differential Cross Sections

The new particle interacts as the Higgs boson; beyond all reasonable doubt, it is a Higgs boson – and one remarkably similar to that predicted by the SM. Differential cross sections measurements are a natural next step: they cast a broad net for deviations from SM expectations that might hint at new physics in the Higgs sector; failing any exciting hints, they nevertheless begin to confront (sometimes very-advanced) calculations with (admittedly, statistics-limited) reality. The measurements are also natural from an experimental perspective. Most of the techniques and inputs can simply be ‘recycled’ from the baseline and ‘couplings’ analyses. Yields are extracted in bins of each physical observable using simultaneous fits of the signal plus background; these yields are unfolded to the actual production cross-sections (called particle-level, or truth-level throughout) using simple correction factors.

Seven variables are extracted from the $h \rightarrow \gamma \gamma$ data set at $\sqrt{s} = 8$ TeV, and listed in Table 7.1. The motivations for the chosen variables will be explored when interpreting the results in Section 7.6. Since the same procedure was executed for each observable, the details of each measurement (shapes used in the fit, uncertainties, yields, etc.) are summarized in Tables H.1-H.7 of the Appendix.
### Variable Definition

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T^{\gamma\gamma}$</td>
<td>Transverse momentum of the diphoton system.</td>
</tr>
<tr>
<td>$</td>
<td>y^{\gamma\gamma}</td>
</tr>
<tr>
<td>Inclusive $</td>
<td>\cos \theta^*</td>
</tr>
<tr>
<td>$N_{\text{jets}}$</td>
<td>Jet multiplicity.</td>
</tr>
<tr>
<td>$p_T^{j1}$</td>
<td>Transverse momentum of the hardest parton emission.</td>
</tr>
<tr>
<td>2-jets $\Delta \phi_{jj}$</td>
<td>Azimuthal separation of two hardest jets.</td>
</tr>
<tr>
<td>$p_T^{\gamma\gamma jj}$</td>
<td>Transverse momentum of diphoton plus dijet system.</td>
</tr>
</tbody>
</table>

Table 7.1: Extracted differential cross sections.

## 7.1 Selection Requirements

The event and object selection requirements largely follow the ones used for the baseline and couplings analyses. There is an important addition, however. In order to unfold the cross sections, the selection requirements are defined twice: once for data and fully-simulated and reconstructed MC, and a second time for particle-level generated events.

### 7.1.1 Reconstructed Events and Data

The trigger and photon kinematic, identification, and isolation requirements are lifted from earlier $\sqrt{s} = 8$ TeV analyses. The geometrical acceptance of the analysis is unchanged: $|\eta| < 2.37$ excluding the crack region between the barrel and endcap calorimeters ($1.37 < |\eta| < 1.56$).

Three modifications are made to the common selection:

1. Cuts or bins of certain variables – especially $p_T^{\gamma\gamma}$ and $|\cos \theta^*$ – were found to induce dramatic deformations of the background shape in $m^{\gamma\gamma}$. These deformations make it difficult to fit the distributions with a small number of parameters, and lead to large uncertainties on the background parameterization (‘spurious signal,’ Section 5.3.2). Figure 7.1 shows the invariant mass distribution of a high-$p_T$ slice of the combined diphoton, photon-jet, and dijet continuum,
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Figure 7.1: The invariant mass spectrum is presented from high-statistics background MC, for events with $80 \leq p_T^{\gamma\gamma} < 100$ GeV. It is clear that the use of relative cuts on $p_T/m^{\gamma\gamma}$ makes for far simpler shapes than the original/default absolute cuts on the two photons’ $p_T$s.

taken from smeared truth Monte Carlo. The absolute cuts on the $p_T$s are compared to the ‘relative’ cuts on the ratio of the (sub)leading photon $p_T$ to the combined invariant mass of the diphoton system of $p_T/m^{\gamma\gamma} > 0.35$ (0.25). Distributions of $m^{\gamma\gamma}$ resulting from the relative cuts are far easier to model.

(2) Because the trigger selected two photons greater than 35 (25) GeV, the lower cut on the diphoton invariant mass was raised to 105 GeV to avoid turn-on effects on the subleading photon.

(3) Rather than using an $|\eta|$-dependent $p_T$ cut on the jets, a flat cut of 30 GeV was made. Further, rapidity was used in place of pseudorapidity, with a cut of $|y| < 4.4$.

With 20.3/fb of data in 2012, ATLAS collected 94135 events satisfying the above requirements. Signal yields expected from MC are listed in Table 7.2.

7.1.2 Truth-Level Events: Definition of the Fiducial Region

7.1.2.1 Definition of the Fiducial Region

The particle-level selection defines the fiducial region of the differential cross sections. To minimize the extrapolation made by the correction factors, this definition mirrors the reconstructed
Table 7.2: Expected selected yields from the Standard Model ($\mu = 1$) for 20.3/fb of data at $\sqrt{s} = 8$ TeV with $m_h = 125$ GeV. The relative fractions selected in the five production modes, $ggh$, VBF, $Wh$, $Zh$, and $t\bar{t}h$ are detailed. The fiducial signal is calculated at generator level.

<table>
<thead>
<tr>
<th></th>
<th>Fiducial Signal (MC)</th>
<th>Fully Simulated and Selected Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yield</td>
<td>$ggh$ [%]</td>
</tr>
<tr>
<td>Inclusive</td>
<td>612</td>
<td>407</td>
</tr>
<tr>
<td>$\geq 1$ Jet</td>
<td>252</td>
<td>180</td>
</tr>
<tr>
<td>$\geq 2$ Jets</td>
<td>85</td>
<td>64</td>
</tr>
</tbody>
</table>

level cuts so far as possible, except that the crack region between the calorimeters is not removed. The two highest-$E_T$, isolated final state photons within $|\eta| < 2.37$ are selected. The cut of $E_T/m_{\gamma\gamma} > 0.35$ (0.25) is applied to the (sub)leading photon as in data, and the combined mass is required to satisfy $105 \text{ GeV} < m_{\gamma\gamma} < 160 \text{ GeV}$.

7.1.2.2 Definition and Motivation of the Isolation Requirement

The particle level isolation is defined as the scalar sum of the $p_T$ of all stable particles\(^7\) within $\Delta R < 0.4$ of the photon, excluding muons and neutrinos. The cut was set at 14 GeV, to correspond approximately to the calorimetric isolation cut of 6 GeV at reconstruction level. The track isolation cut at detector level is much looser, and does not impact the derivation of this value.

The isolation requirement reduces the rate at which non-signal photons (e.g., $\pi^0 \rightarrow \gamma\gamma$) are selected, and thereby reduces the dependence of the measured cross sections on the model used to generate the unfolding corrections (Section 7.3). Without any isolation cut, the correction factors derived for $ggh$ and $t\bar{t}h$ are quite different. In $ggh$ production the two photons from the Higgs decay are almost always selected both at reconstruction and truth level, because there are few other objects to select. In $t\bar{t}h$ production however, the objects preselected at reconstructed level are less likely to be the true $h \rightarrow \gamma\gamma$ signal photons. If jets are selected, they are unlikely to satisfy the reconstructed-level isolation requirement, and if they do pass, the ‘diphoton’ pair is unlikely to sit at the Higgs mass. Even if the correct ‘pair’ is selected, the isolation efficiencies of true photons

\(^7\)A particle is considered stable if it has a lifetime of more than 10 ps.
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in $ggh$ and $t\bar{t}h$ are different. Applying the truth-level isolation cut eliminates mis-pairing and allows the truth-level cuts better to emulate the cuts applied at reconstructed-level. Together, these lead to more-consistent correction factors (Section 7.3.1) between production modes, and smaller uncertainties (Section 7.4.3).

7.1.2.3 Jet Definition

Truth jets are defined using the anti-$k_t$ algorithm with distance parameter $R = 0.4$, as at reconstruction level. All stable particles excluding muons and neutrinos serve as input. As at reconstruction level, jets must have $p_T > 30$ GeV and $|y| < 4.4$.

7.2 Signal Extraction

7.2.1 Binning of the Observables

The differential cross sections are extracted bin-by-bin in each of the physical observables. A fine binning is naturally appealing since it provides greater shape information, but this must be balanced against the available statistics and the limitations of the method. The binning was chosen to allow differential measurements, with statistics sufficient for a significant measurement in each bin, using the expected signal yields from simulation. The nominal target significances were $2\sigma$ (1.5$\sigma$) per bin for the inclusive (2-jet) variables. To obtain reliable unfolding factors, the migrations between bins in the reconstructed distributions must be small; the target ‘purity’ of events reconstructed into the bin in which they were generated was set to 75%. The binnings chosen based on these considerations are displayed in the variable summary tables in Appendix H.
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7.2.2 Fit Procedure and Yield Extraction

As in earlier Chapters, the keystone of this measurement is a signal plus background fit of the diphoton invariant mass spectrum. The fitting procedure used here differs from the couplings analyses, in that the signal yields there (μ value) were correlated between categories, whereas in this measurement they are independent.

An unbinned fit is performed simultaneously in all bins, for each observable. The Higgs boson mass $m_h$ and the nuisance parameters on the signal shape and position are common among all bins for each observable. The likelihood function maximized has the form

$$
\mathcal{L}(m_{\gamma\gamma}; \nu_{\text{sig}}^i, \nu_{\text{bkg}}^i, m_h) = \prod_i \left\{ \frac{e^{-\nu_i}}{\nu_i!} \prod_j \left[ \nu_{\text{sig}}^i S_i (m_{\gamma\gamma}^j; m_h) + \nu_{\text{bkg}}^i B_i (m_{\gamma\gamma}^j) \right] \right\} \times \prod_k G_k (7.1)
$$

with $\nu_{\text{sig}}^i$ and $\nu_{\text{bkg}}^i$ being the number of signal and background events estimated in data in the $i^{\text{th}}$ bin of the observable, $\nu_i = \nu_{\text{sig}}^i + \nu_{\text{bkg}}^i$ the mean value of the underlying Poisson distribution of the $n_i$ events, and $m_{\gamma\gamma}^j$ is the diphoton mass for event $j$.

The probability density functions of the signal $S_i$ and background $B_i$ are defined and derived according to the methods outlined in Section 5.3. The signal PDFs depend on the Higgs boson mass $m_h$ and on nuisance parameters from the energy resolution and scale. The term $G_k$ is a function of the $k^{\text{th}}$ nuisance parameter and implements constraints from the photon energy resolution and scale into the fit. Uncertainties that do not affect the shape of the fit, for instance the background model uncertainty or trigger, are not included at this stage. Rather, they are applied during the unfolding procedure (Section 7.3).

For observables where a set of events is not included in the measured spectrum, the un-categorized events are placed into an additional bin, which is included in the fit. These include, for example, events with $p_T^{\gamma\gamma}$ larger than the upper edge of the highest bin, or events with 0 or 1 jet for $\Delta \phi_{jj}$. The events in this additional bin help to constrain the Higgs boson mass and other nuisance parameters.

The fitted yields and errors are validated using an ensemble of pseudo-experiments and the
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Figure 7.2: Examples of the fits performed in the diphoton invariant mass are shown for the first and second bin of the $N_{\text{jets}}$ partial cross sections.

The statistical component of the error on the total yield is separated using a second fit with the nuisance parameters fixed to their profiled values. Example fits are shown for the jet multiplicity binning, in Figure 7.2.

7.3 Unfolding Procedure

7.3.1 Correction Factors

The data yields extracted in the previous section are corrected for detector effects using bin-by-bin factors. These are derived as the ratio of the yields from particle level to reconstruction level from simulated Higgs boson events, according to the SM expectation listed in Table 7.2. In each bin,

$$c_i = \frac{n_i^{\text{Particle level}}}{n_i^{\text{Reconstructed}}}$$  (7.2)

is used to correct the extracted signal yield in data. This unfolding procedure corrects for all efficiencies, acceptances, and resolution effects. The correction factors range from 1.2 to 1.8, and include the extrapolation (about 20%, across all bins and observables) over the small region in $|\eta|$.
Figure 7.3: Final correction factors are displayed, along with the full modelling uncertainties on the unfolding.

excluded from reconstructed photon candidates. The correction factors for all bins are shown in Figure 7.3, and tabulated in Appendix H.

The method is formally unbiased provided that

\[ c_i^{\text{MC}} = c_i^{\text{Data}}. \]  

(7.3)
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Figure 7.4: Purities are shown for events generated with a given $p_{T}^{\gamma\gamma}$ or $\Delta \phi_{jj}$ to be reconstructed into the correct bin. This ‘purity’ is quite high for $p_{T}^{\gamma\gamma}$ since the photon energy resolution is good and the bin widths are large. For $\Delta \phi_{jj}$ (and other 2-jet variables), the purities are much lower. This is because two large migrations contribute: the uncertainty of reconstructing the (right) jets at all, and the broader angular and energy resolution for jets.

In practice, the requirement to use this method is that the ‘purity’ of events reconstructed into the same bin in which they were generated should not be too low. Among the measured observables, $p_{T}^{\gamma\gamma}$, $|\cos \theta^{*}|$, and $|y^{\gamma\gamma}|$ have very high purity ($>87\%$); for the jet variables, it can be as low as 50\%.

The lower purity for the jet variables may be understood as a ‘double migration’: first for passing or failing the jet definition, and second for the migrations between bins of the observable. Purities for $p_{T}^{\gamma\gamma}$ and $\Delta \phi_{jj}$ are shown in Figure 7.4. The purities and correction factors for each bin of each observable are presented in the summary tables in Appendix H. Uncertainties from the choice of the Monte Carlo are discussed in Section 7.4.3, below.

7.3.2 Alternative Method: Bayesian Unfolding

Simple correction factors are appropriate for statistics-limited analyses like the present one, but many more ‘advanced’ techniques are available and were considered. In particular, the Bayesian iterative unfolding method [141] of the RooUnfold package [142] was implemented. Bayesian unfolding is motivated by correcting the input distribution (prior) used to derive the correction
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Factors. Figure 7.5 shows the extracted yields for two bins, using the Bayesian unfolding. For most bins, the agreement between the Bayesian unfolding and the correction factors is quite good and the Bayesian method typically converges very quickly. However, a few bins did not converge, but rather ‘oscillated’ between iterations. This is a known feature of the method, with low statistics; based on this experience, the more-robust correction factors were preserved.

7.4 Systematic Uncertainties

There are two basic classes of uncertainties in this measurement: uncertainties that impact the signal shape (mass resolution or peak position), and those that do not. The former are included in $G_k$ listed in Equation 7.1, while the latter are implemented as uncertainties on the correction factors. These include both flat, overall uncertainties like the luminosity, as well as uncertainties on migrations between bins like the jet energy scale (in the $p_T$ measurement) and uncertainties on the correction factors themselves, from the choice of the model.
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7.4.1 Shape and Modelling Uncertainties

The output of the fit yields the extracted value and its uncertainty, which is overwhelmingly statistical. Uncertainties on the resolution of the signal model do affect the extracted yield; the uncertainty on both the mass resolution and the ultimate (statistical + resolution) uncertainty on the measurement in each bin is listed in the summary tables of Appendix H.

7.4.2 Uncertainties Shared with Previous Results

Many uncertainties are common with previous results; only the form of their implementation changes. The variation in yields due to uncertainties in the luminosity (2.8%), trigger (0.5%), photon identification (2.4%), and photon isolation (1-4% according to the number of jets) are all common with earlier results, and the resultant error is combined in quadrature in the total error.

Improper modelling of the jet energy scale or resolution (for example) could engender migrations between bins. This obviously does not affect the measured yields; instead, it alters the unfolding. For these cases, each variation of each uncertainty is propagated in the fully reconstructed sample, and the correction factors are recalculated from this ‘altered’ sample. The difference between the nominal and distorted correction factors is the uncertainty.

Three sources of uncertainties are considered for the variables that are based on jets: jet energy resolution (JER) and scale (JES), jet vertex fraction (JVF), and jets from pileup (that do not originate from the primary vertex).

The jet energy scale and resolution uncertainties are estimated by applying shifts and smearings to the jet energy within their expected uncertainties. These shifts are derived from the data, exploiting the transverse momentum balance in $\gamma + jet$, $Z + jet$, dijet and multijet events. Discrepancies between data and MC for the jet energy scale for these measurements lead to a set of baseline uncertainties. The most important JES uncertainties for this analysis are from
the $\eta$-intercalibration that particularly impacts the calibration of forward jets, and due to the unknown composition and modelling of the associated calorimeter response of quark and gluon initiated jets.

- Uncertainties from JVF modelling are quantified by varying the JVF cut up and down according to its uncertainty around the nominal cut value of 0.25. The JVF uncertainty is estimated by comparing simulation with data in $Z + \text{jet}$ events and is parametrized as a function of jet $p_T$ and $\eta$.

- The uncertainty associated with the modelling of jets originating from pileup interactions is evaluated by randomly subtracting a fraction of the simulated pileup jets. The fraction of pileup jets removed is estimated by comparing the data to MC ratio of jets in pile-up enriched control regions of $Z + \text{jets}$ events.

The combined impact of these uncertainties on the signal yields ranges from 3-15% according to the observable and bin, and is tabulated in the Appendix.

Migrations between bins due to the photon energy scale were found to be negligible. The contamination of the jet related observables, due to simultaneous dijet and Higgs boson production through double parton interactions (DPI) was evaluated using the expected dijet cross section with the jet requirements of the analysis, with the measured effective area parameter for hard DPI [143]. The impact was also found to be negligible, and was dropped.

### 7.4.3 Uncertainties on the correction factors, from the choice of model

To the extent that the physics processes and simulation model do not perfectly reproduce the data, the correction factors defined in Eq. 7.3 will be biased and model dependent. This dependence is evaluated and taken as an uncertainty on the method. The potential bias can be categorized in two aspects: sample composition and shape.
The sample composition and description affect correction factors, because different production processes or generators may have different reconstruction level efficiencies. For instance the larger jet activity in $t\bar{t}h$ events results in lower isolation efficiencies and larger correction factors than $ggh$.

The shape of the input distributions matter, because the net migrations in a distribution will be from a more populated bin towards its less populated neighbour. The uncertainties from these considerations are evaluated by manipulating the Monte Carlo from which the correction factors are determined in four ways:

1. Alter the composition from the SM expectation by varying the relative VBF and $Wh + Zh$ fractions up (2×) and down (0.5×), motivated by the 1σ contour presented in the $h \to \gamma\gamma$ coupling results [13]. Since the $t\bar{t}h$ fraction was not yet well-constrained by those results, it is varied by factors of 6 and 0, motivated by the combined up variations necessary to fully cover the observed excess for large $N_{jets}$ in data (Figure 7.8d).

2. Estimate the uncertainties from missing higher order perturbative corrections in $ggh$ production, by varying the factorization and renormalization scales up (2×) and down (0.5×). To further test the dependence of the modelling of $ggh$ production, replace the nominal POWHEG + PYTHIA8 sample with the leading order matrix element multijet merged prediction of SHERPA.

3. Disable multi-parton interactions to test the dependence on the modelling of the underlying event.

4. Reweight the combined SM prediction in $p_T^{\gamma\gamma}$ and $|y^{\gamma\gamma}|$ or $p_T^{j_1}$ spectra to match the unfolded results in these variables. This is effectively the first ‘iteration’ of Bayesian unfolding.

For each of these variations new correction factors are derived, and the shifts with respect to the nominal SM correction factor are assigned as uncertainties. These four methods are not orthogonal: changing samples and reweighting impacts the predicted spectra. The full uncertainty is taken thus
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as the envelope of the data-based reweighting, with the quadratic sum of the composition, scale and underlying event variations.

7.4.4 Summary of the Uncertainties

Figures 7.6 and 7.7 present the combination of all uncertainties. The statistical uncertainty (grey) dominates overwhelmingly. In practice, this means (a) that the correlations between bins of the final measurement are small and (b) that the analysis will benefit enormously with $\sigma_{13 \text{ TeV}} / \sigma_{8 \text{ TeV}} \approx 2$ and 100/ fb expected for Run II.

7.5 Theoretical Predictions

The extracted results were compared to state of the art predictions. In all cases, the NLO prediction from POWHEG BOX is used for $ggh$ and VBF production, with the leading order $Wh/Zh$ and $t\bar{t}h$ contributions from PYTHIA8. These are the predictions used as the baseline for all ATLAS measurements (though, as detailed in Section 5.2.1.1, many corrections are made to these). For each prediction, the mass of the Higgs boson was set to the best fit value from $h \rightarrow \gamma\gamma$ available at the time of this measurement, of $m_h = 126.8$ GeV. This value was consistent with the one extracted in each of the differential cross sections.

Two higher-order predictions were produced for $ggh$ (also, with $m_h = 126.8$ GeV). Multi-scale improved NLO (MINLO, rev. 2290) for H + 1 jet proffers a procedure for smoothly merging between Higgs + $N$ parton production and the cross section with ($N - 1$) partons and Sudakov form factors for additional radiation [145]. The events are generated using the CT10 PDF set [111,112,146] and interfaced with PYTHIA8 for the simulation of underlying event, showering, and hadronization. The second prediction, HRes 1.0 fully resums the logarithms, and is accurate to NNLO+NNLL. It uses the infinite top quark mass approximation; the finite quark mass treatment was released with HRes

\footnote{The final ATLAS measurement for the Higgs mass yielded $m_h = 125.36 \pm 0.37 \text{ (stat)} \pm 0.18 \text{ (syst)}$ GeV [144].}
2.0. Events are generated with the MSTW 2008 NNLO PDFs [147]. Because HRes is a parton level prediction with an inclusive treatment of the radiative corrections, it is not possible to apply any isolation requirement on this sample 7.1.2. The effect on the $ggh$ sample is, however, expected to be quite small.

Two additional higher-order (NNLO) predictions are presented for the $p_T^{\gamma\gamma}$ distribution, in Appendix I.
Figure 7.7: Contributions to the uncertainties on the differential cross sections are presented for $p_T^{j1}$, $\Delta \phi_{jj}$, and $p_T^{\gamma\gamma jj}$. The uncertainties are presented as a fraction of the extracted value. The statistical uncertainty is, by far, the dominant component.

7.5.1 Errors on Theoretical Predictions

Just as experimental errors are included in the unfolded measured cross sections, several theoretical errors apply to the calculations performed. The $h \to \gamma \gamma$ branching ratio of 0.00228 has an uncertainty of 4.9%. Scale and PDF $+ \alpha_s$ uncertainties are evaluated according to the standard methods – the uncertainty is calculated as the linear sum of the upwards and downwards variations of the scale with the PDF eigentune variations.
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|        | $N_{\text{jets}}$ | $p_T^{\gamma\gamma}$ | $|y^{\gamma\gamma}|$ | $|\cos \theta^*|$ | $p_T^{jj}$ | $\Delta \varphi_{jj}$ | $p_T^{\gamma\gamma jj}$ |
|--------|------------------|----------------------|----------------------|------------------|-----------|-------------------|----------------------|
| POWHEG | 0.54             | 0.55                 | 0.38                 | 0.69             | 0.79      | 0.42              | 0.50                 |
| MINLO  | 0.44             | –                    | –                    | 0.67             | 0.73      | 0.45              | 0.49                 |
| HRes   | 1.0              | –                    | 0.39                 | 0.44             | –         | –                 | –                    |

Table 7.3: Displayed are the probabilities from $\chi^2$ tests for the agreement between the unfolded observation and the theoretical predictions, calculated with the full covariance between bins of the observables.

7.6 Results and Interpretation

The complete results are presented in Figures 7.8 and 7.9, overlaid with the predictions described above. In interpreting the results, two ‘slants’ are possible: one can either ask if the observation matches the SM, in which case the MC is taken as SM; or one can probe the reliability of the MC, in which case the measurement represents the SM. It is worth noting that the overall production rate in the diphoton channel is somewhat high – $\mu = 1.57$ at the time these cross sections were derived – and this overall enhancement of the cross section is seen in all observables. All variables display moderately good agreement to the theoretical calculations, and the probabilities of the $\chi^2$ differences (including correlations between bins) are presented in Table 7.3. Nevertheless, some interpretation is in order.

Transverse momentum. Along with the Higgs boson’s mass and rapidity, the $p_T$ of the diphoton system defines the full kinematics of Higgs boson production (assuming symmetry in $\varphi$). The $p_T$ spectrum is of particular interest since it is sensitive to both QCD in $ggH$ production, and also to other SM or BSM production modes. Overall, the distribution is slightly hard – though entirely consistent within the statistical precision. This correlates with the larger-than-expected jet multiplicity, and potentially reflects the large $k$-factors recently predicted for higher-order Higgs + jets production [148]. The impact of the finite quark masses (not included in HRes 1.0) has an impact of $\sim 10\%$ in the high-$p_T$ tail.

Rapidity. The rapidity of the Higgs boson will eventually be an interesting probe of gluon PDFs,
but this is still a long ways off. One bin is slightly high, at large rapidity.

_Helicity angle._ The helicity angle in the Collins-Soper frame [149] is sensitive to the spin of the particle. Earlier analyses of the spin in the diphoton channel have used this variable, but correlated the yields extracted between bins for each hypothesis [140]. The extraction here is entirely model independent, and provides the unbiased observation.

_Jet multiplicity._ The jet multiplicity is sensitive to the production model, as well as to additional QCD radiation. The multiplicity is perhaps slightly higher than expected, in agreement with the NNLO predictions already mentioned.

_Transverse momentum of the leading jet._ The hardest parton emission in Higgs boson production is primarily of interest for QCD. Allowing for the larger overall rate, it appears to be very-well predicted by the Monte Carlo. Two higher-order predictions by the JetVeto group [150] and Tackmann et al [151] are included in Appendix I. These naturally reduce the theoretical uncertainties, but they do not change the picture.

_Azimuthal separation between the leading jets._ The angular separation between between the two leading jets is one of the variables where the \( h + 1 \) jet calculation with MINLO should improve angular description, since the second parton emission is included in the matrix element instead of just the parton shower algorithm. This is apparent in the opposite concavities of the two predictions. The most-striking feature of the distribution, however, is the \( \sim 2\sigma \) excess observed in back-to-back jets. This topology resembles the simple overlay of a dijet event on a diphoton event – either through pileup or as a double parton interaction (DPI). Neither seems to be the case. The pileup hypothesis was studied by binning the dataset in low- and high-pileup halves to see if the effect was larger at high-pileup. In fact, more of the excess came from the low-pileup half of the data. The DPI rate was calculated with the inclusive dijet cross section, for the kinematic cuts of the analysis, using the effective DPI cross section of 15 mb measured by ATLAS [143]. The contribution from DPI is
expected to be roughly 2% of that bin, and this effect should moreover be covered by the explicitly evaluated uncertainties on the underlying event.

With larger statistics, the ratio of the cross sections in $(\pi/3, 2\pi/3)$ over $(0, \pi/3)$ and $(2\pi/3, \pi)$ will be sensitive to the spin and CP eigenvalues of the Higgs boson, in both $ggh$ and VBF production [152].

Transverse momentum of the diphoton plus dijet system. The transverse momentum of the combined diphoton + dijet system is effectively a measure of additional radiation in these events. Since VBF production has no color flow between quarks this radiation is suppressed, and the diphoton and dijet systems tend to be better balanced than in $ggh$ production where there is color flow. The $p_{T}^{\gamma\gamma jj}$ and the closely-correlated $\Delta\phi(\gamma\gamma, jj)$ are therefore used in analyses of VBF production, but come with extremely large – if not divergent – uncertainties in the region of interest ($\Delta\phi \sim \pi$). The first step towards reducing these errors is the direct measurement.

‘Jet veto’ efficiency. A final variable is defined as the ratio of the inclusive and exclusive partial cross sections in the number of jets, $\sigma_{N_{jets} = i}/\sigma_{N_{jets} \geq i}$. These ratios are calculated from the jet multiplicity spectrum, and presented in Figure 7.10. For pure gluon fusion the values would be equal for all $i$, since there is roughly equal probability of additional radiation at each higher order (related directly to $\alpha_s$). In the present case, contamination from production modes with inherent $N_{jets} > 0$ distorts that expectation.
Figure 7.8: Fiducial differential cross sections of the Higgs boson are presented in $p_T^{\gamma\gamma}$, $|y^{\gamma\gamma}|$, $|\cos \theta^*|$, and $N_{\text{jets}}$. 
Figure 7.9: Fiducial differential cross sections of the Higgs boson are presented in \( p_T^{j_1}, \Delta \phi_{jj}, p_T^{\gamma jj} \).
Figure 7.10: Jet veto distribution for Higgs boson production.
Chapter 8

Pair Production

The SM description of Higgs boson production is apparently vindicated in each of the tests proposed in the previous chapters of this thesis. This is impressive but also disappointing – discrepancies would be exciting! Despite the lack of immediate surprises, the Higgs sector offers a rich phenomenology and exciting prospects for new physics. This final chapter, describing a search for Higgs boson pair production, is therefore proposed to the patient reader. Both resonant and non-resonant production mechanisms are studied.

As discussed in Section 2.5, the standard motivation for this search – to measure the Higgs self-coupling, $\lambda_{hhh}$ – is still a long ways off. Any signal observed in the present data would be a sign of new physics: a second Higgs doublet, additional electroweak singlets, gravitons, radions, stoponium, colored scalars, a composite Higgs boson, or something completely new.

The search is performed in the $\gamma\gamma b\bar{b}$ channel, which has long been noted as one of the most promising [153], thanks to the large $h \to b\bar{b}$ branching ratio, a clean diphoton trigger, excellent diphoton invariant mass resolution, and low backgrounds. This channel is particularly important in the search for resonances with mass $m_X$ in the range $260 < m_X < 500$ GeV, where backgrounds and combinatorics make other channels such as $4b$ or $b\bar{b}\tau^+\tau^-$ challenging.
8.1 Simulated Samples

Simulation is used for processes that contain Higgs bosons: both pair production signal samples (presented here), and single Higgs boson production backgrounds (Section 5.2). Two benchmark signal models were defined. For non-resonant production, SM Higgs boson pair production was used, while the search for a resonance used a narrow-width gluon fusion-produced scalar. Figure 8.1 presents basic kinematics of the benchmark models described below.

Backgrounds that are not resonant in the diphoton mass are estimated using data-driven methods, but Monte Carlo is used as a cross-check to understand their composition.

8.1.1 SM Higgs Boson Pair Production

SM Higgs boson pair production through gluon fusion proceeds principally through two diagrams that interfere destructively: the ‘box’ diagram with two Higgs bosons radiated off of the top quark loop, and the ‘self-coupling’ diagram where the single Higgs boson splits (Figure 2.6). The Higgs pair production code from MadGraph 5 is used, with Higgs mass $m_h = 125$ GeV [154, 155]. The scale is left at the MadGraph default dynamic scale of $\sqrt{m_h^2 + p_T^2}$, and CTEQ6L1 PDFs are used [111, 112, 156]. Events are showered, and the Higgs bosons are decayed using Pythia8. The decays are forced to proceed to pairs of $b$-quarks and photons, and a generator-level filter requires one of each decay. Good agreement was found when the generated events were compared to theoretical predictions for the SM [24, 153]; a few examples of such comparisons are presented in Appendix L.

8.1.2 Narrow-Width, Gluon-Initiated Scalar

Two Higgs doublets are widespread in BSM theory. As described in Section 2.5.2.1, the four additional degrees of freedom result in four new Higgs bosons, $H$, $A$, and $H^\pm$. For $m_H > 2m_h$, the branching $H \rightarrow hh$ can be large or dominant – even for low $\tan \beta$ and $\cos(\beta - \alpha)$. The $H \rightarrow hh$ process is thus generic and it is strongly motivated. A gluon-fusion produced scalar resonance was
Figure 8.1: Basic kinematic properties are presented of the benchmark Higgs boson pair production models. Narrow resonances are shown with masses 260, 300, 350, and 500 GeV, along with SM production of two Higgs bosons (black). This difference between models is most clear in the four-object mass, $m_{\gamma\gamma b\bar{b}}$ (a). The distributions of the $\gamma\gamma$ and $b\bar{b}$ pairs are virtually identical. Comparisons to alternative models are included in Appendix J.
therefore taken as the benchmark for the resonance analysis. In the region most interesting for 2HDMs of $2m_h < m_H < 2m_t$ and low $\cos(\beta - \alpha)$, the width of the resonance is within a few GeV -- far less than the experimental resolution. The narrow width approximation (NWA) was therefore adopted, setting $\Gamma_X = 10$ MeV. Events were generated using the MadGraph 5 'Heavy Scalar' model [155]. As in the non-resonant case, the Higgs bosons were decayed and the events were showered using PYTHIA8.

Several alternative resonant models were considered, implemented, and compared. PYTHIA8 was used to generate the heavy scalar $H$ with narrow width, through both gluon fusion and quark-initiated (predominantly VBF) production. An alternative MadGraph 2HDM implementation for a gluon-induced heavy scalar gave identical results to the one used. Finally, a Randall-Sundrum KK graviton was implemented through MadGraph [157–159].

The three gluon-induced models tested were extremely consistent. The quark-induced $H$ production from PYTHIA8 was found to differ only in the transverse momenta of the individual Higgs bosons and of the four-object system, $p_T^{\gamma\gamma bb}$, as might be expected. The kinematic distributions of the individual photons and $b$-jets were found to be very similar, and the final cut efficiencies for fully simulated events were consistent within 10%. The spin-2 graviton model resulted in more-central, higher-$p_T$ Higgs bosons. These features led to a higher selection efficiency for fixed $p_T$ cuts. The finite width of the graviton ($\gtrsim 8$ GeV) led to substantial deformations of the $m_{\gamma\gamma bb}$ lineshape near the kinematic turn-on at $2m_h$. Several examples of these effects are displayed for generated events smeared for detector resolution, in Appendix J.

Based on these comparisons of production mode and object properties, the results presented are considered reasonably model-independent. The caveat is that great care must be taken in interpreting models of resonances whose widths exceed a meaningful fraction of the experimental resolution.
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8.1.3 Samples for Background Studies

The background composition is studied using events generated with leading order MadGraph 5. Six samples were generated, allowing for either one or two light flavor jets ($j$) to fake flavor-tagging or photon-identification: $bb\gamma\gamma, bbj\gamma, bbjj, bj\gamma\gamma, bjj\gamma,$ and $jj\gamma\gamma$. Because of the very-low rates at which these fakes occur, and given that this simulation is only used as a cross-check and for a single uncertainty, it is prohibitively expensive and unnecessary to fully simulate these processes. The events are therefore generated at ‘truth-level,’ and detector resolutions and efficiencies are parameterized (‘smeared’). The parameterizations are derived from fully simulated MC as a function of $p_T$ and $|\eta|$. The flavor-tagging efficiencies also depend on the flavor of the true parton (light, charm, bottom, or tau). The $k$-factors for these processes are extremely uncertain. Available measurements of $W$, $Z$, and $t\bar{t}$ with heavy flavor all suggest a value of around 1.5 [160–163], but the agreement to data is better with $k \approx 2$. (Note that the comparison to data also incorporates any mismodelling in the naïve parameterizations.)

The $t\bar{t}$ process is studied slightly differently: fully simulated samples are used, and an electron to photon ‘fake rate’ measured in data is used to weight the events.

8.2 Event Selection and its Optimization

Wherever possible, the event selection follows earlier analyses in the diphoton channel. The photon selection in particular, is practically identical to the differential cross sections analysis (the only difference is an update to the photon calibration). The analysis differs only in the selection of two $b$-tagged jets, and cuts on the di-jet and four-body invariant masses, $m^{b\bar{b}}$ and $m^{\gamma\gamma b\bar{b}}$.

There are three types of optimizations to be made: (1) improving the reconstruction and resolution of the $b$-jet $p_T$s and the di-jet mass, (2) setting appropriate kinematic and flavor-tagging cuts, and (3) better constraining $m^{\gamma\gamma b\bar{b}}$. 
8.2.1 Optimization

8.2.1.1 Jet Momentum Corrections

The $h \rightarrow b\bar{b}$ decay has extremely broad mass resolution, because the underlying $b$-jets are not precisely measured: the resolution is already quite wide for generic jets, and energy lost to neutrinos in semi-leptonic $b$ decays only makes things worse. Following on the heels of the ATLAS $h \rightarrow b\bar{b}$ analyses [164], two improvements were proposed to the default jet reconstruction. First, if a muon is found within within $\Delta R < 0.4$ of a tagged jet, its four-vector is added to the jet’s. Second, a ‘$p_T$-reco.’ correction was defined as the ratio of the truth-level parton $p_T$ to the reconstructed $p_T$, $p_T^{\text{truth}}/p_T^{\text{reco}}$. This ratio was extracted as a function of jet $p_T$ and $\eta$ from Monte Carlo. The correction is process-dependent and it was originally derived by the ATLAS $h \rightarrow b\bar{b}$ working group for $Wh$ and $Zh$ decays. However, to avoid re-defining the jet $p_T$ for every tested hypothesis (non-resonant and resonant models, and variable resonance mass), the $Wh/Zh$ corrections were attempted ‘out-of-the-box.’

The performance of each of these methods was evaluated for each signal Monte Carlo by measuring the width of a Bukin function, fitted in various ranges, for the four permutations of corrections (both, either, neither). In performing these fits, both jets were required to be tagged at the 70% operating point, and the $p_T$ of the leading (subleading) jet was required to exceed 55 (35) GeV. An example of these fits is presented in Figure 8.2. The resultant widths are tabulated in Table 8.1, where it is evident that the ‘$p_T$-reco’ corrections do not (universally) improve the resolution. The ‘failure’ of the $p_T$-reco. correction in this context is understood to follow simply from the different samples used to derive and apply the correction. Based on these results, only the muon correction is applied in the analysis.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SM $hh$</td>
<td>15.2 GeV</td>
<td>15.1 GeV</td>
<td>13.4 GeV</td>
<td>13.2 GeV</td>
</tr>
<tr>
<td>$m_H = 260$ GeV</td>
<td>12.5 GeV</td>
<td>13.0 GeV</td>
<td>11.9 GeV</td>
<td>12.2 GeV</td>
</tr>
<tr>
<td>$m_H = 300$ GeV</td>
<td>13.2 GeV</td>
<td>13.6 GeV</td>
<td>12.8 GeV</td>
<td>13.1 GeV</td>
</tr>
<tr>
<td>$m_H = 350$ GeV</td>
<td>14.6 GeV</td>
<td>14.5 GeV</td>
<td>13.3 GeV</td>
<td>13.3 GeV</td>
</tr>
<tr>
<td>$m_H = 500$ GeV</td>
<td>15.6 GeV</td>
<td>15.5 GeV</td>
<td>13.8 GeV</td>
<td>13.7 GeV</td>
</tr>
</tbody>
</table>

Table 8.1: The resolution is presented for Bukin functions, fitted to the $m^{bb}$ spectrum of the five signal models. Both jets were tagged, and their $p_T$-s were required to exceed 55 GeV and 35 GeV. The functions were fit in the range [80 – 150 GeV]. The optimal performance across models comes by adding in the muons, but dropping the $p_T$-reco correction.

Figure 8.2: The $bb$ mass spectrum is shown for the 260 GeV 2HDM benchmark, after various corrections to the energies of the $b$-jets. A Bukin polynomial is fitted to the core of these spectra, to parameterize their width.
8.2.1.2 Cuts Optimization

Three cuts must be optimized for the analysis: the $p_T$ cuts on the leading and subleading jets, the mass cuts on the di-jet system, and the efficiency/working-point of the flavor-tagging algorithm.

Cuts were optimized for discovery potential, based on the $S/\sqrt{B}$ figure of merit. In the interest of simplicity of the analysis, a single set of cuts was defined for all signal models: non-resonant SM $hh$, and all resonance mass points.\textsuperscript{9}

Transverse momentum of the $b$-jets. The optimal $p_T$ cuts obviously vary with the resonance mass. The mass $m_X = 300$ GeV lies at the center of the interesting range of $2m_h - 2m_t$, and it was used as the benchmark. Because of very limited statistics in data, the impact on the background was estimated with both un-tagged events in data, and with fully simulated (MadGraph) MC $\gamma\gamma b\bar{b}$ production. A broad mass cut of $80 < m_{jj} < 140$ GeV is placed on the jet mass, since the mass and $p_T$ spectra are correlated. The optimization with $m_X = 300$ GeV is shown in Figure 8.3, and $m_X = 260$ and 350 GeV, as well as SM $hh$ are shown in Appendix K. An earlier optimization in which the $p_T$-reco. correction was still used resulted in the optimal point $p_T^{b_1} > 55$ GeV and $p_T^{b_2} > 35$ GeV. The optimal point with only the muon corrections is slightly lower ($p_T^{b_2} > 30$ GeV), but the cut value was not changed, since it was considered ‘close enough,’ and the analysis was already very advanced.

Lower and upper cuts on the di-jet mass, $m^{bb}$. The optimization of the di-jet mass cut was performed analogously to the $p_T$ optimization above. The $S/\sqrt{B}$ metric was again used, and un-tagged data was used as a stand-in for the background. In this case all models were very-consistent in the optimal points, as seen in Figure 8.4. The optimal cuts were found to be $90 < m^{bb} < 135$ GeV. However, because this optimization did not take $(h \to \gamma\gamma) (Z \to b\bar{b})$ associated production into account, the lower cut was shifted ‘by hand’ to 95 GeV to reduce this contribution. (This also helps reduce alternative analysis strategies could allow for $m^{\gamma\gamma bb}$-dependent $p_T$ cuts. In the future, lower cuts may improve limits.)
Figure 8.3: The optimization of the $b$ $p_T$ cuts is presented for the mass point $m_X = 300$ GeV. The background response is estimated either from un-tagged (but kinematically identical) jets in data, or from $\gamma\gamma b\bar{b}$ MC. The figure of merit $S/\sqrt{B}$ is shown as a function of the leading and subleading $b$ $p_T$ cut. Each plot is scaled so that the value at 55/35 GeV (the cut used) is at 1.0. The black dot in each plot shows the bin with the highest significance. Alternative signal models are included in Appendix K.

Figure 8.4: The lower and upper cuts on $m_{b\bar{b}}$ are optimized, using $S/\sqrt{B}$ as a figure of merit and estimating ‘$B$’ as un-tagged events from data. The optimal cuts of $90 < m_{b\bar{b}} < 135$ GeV is slightly modified, raising the lower cut to 95 GeV to minimize contributions from $(h \rightarrow \gamma\gamma) (Z \rightarrow b\bar{b})$.

Unwanted $A \rightarrow Zh$ contamination in 2HDM interpretations."

**Flavor tagging working point.** The selection criteria for identification of the two $b$-jets was optimized very early in the analysis using, very simply, the target efficiencies of the working points (60%, 70%, 80%) as the signal efficiency of each jet, and data sidebands as the background. The outcome was that the 70%-efficient working point was used for both $b$-jets, as shown in Table 8.2.
Table 8.2: This optimization was performed before the \( p_T \) cuts in the analysis were quite as tight. The metric, as usual, is \( S/\sqrt{B} \), using the efficiency target of the \( b \)-tagging working point for each \( b \)-jet to scale the signal yield (60\%, 70\%, or 80\%) and the data sidebands for the background. The figure of merit is scaled so that the nominal choice is at 1.00

![Figure 8.5: Plot of the \( m_{\gamma\gamma b\bar{b}} \) distribution both before (solid) and after (dashed) a simple constraint of \( m_{b\bar{b}} \) to \( m_h \). For the latter, four-vector of the \( b\bar{b} \) system is scaled by \( m_h \) over its mass, resulting in a dramatic improvement the four-body mass resolution.](image)

8.2.1.3 Mass Constraint

Despite the efforts made to improve the \( b \)-jet momentum, by adding in the muons, the resolution of the dijet mass \( m_{b\bar{b}} \) remains very large. This in turn impacts the four-body mass, \( m_{\gamma\gamma b\bar{b}} \), which is used to select signal windows, in the search for a resonance (Section 8.4, below). A very simple rescaling is therefore applied to the four-vector of the \( b\bar{b} \) system, multiplying it by \( m_h/m_{b\bar{b}} \), according to hypothesis that the selected \( b\bar{b} \) system comes from a Higgs boson decay. This dramatically improves in the \( m_{\gamma\gamma b\bar{b}} \) resolution, as shown in Figure 8.5.

Additional studies showed that the impact on the background shape in \( m_{\gamma\gamma b\bar{b}} \) was minimal. In future iterations of this analysis, more-complicated scalings could allow the two \( b \)-jets to vary differently, according to their resolutions.
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Figure 8.6: Selection efficiency for the benchmarks of the resonance analysis, from Table 8.3. This efficiency is interpolated linearly, for any un-simulated mass hypothesis.

8.2.2 Event Selection

As a result of the optimization procedures described above, the additional selection cuts (beyond those used for the standard $h \rightarrow \gamma\gamma$ analysis) are:

- The two highest-$p_T$ jets with $|\eta| < 2.5$ that satisfy the 70% efficient working point of the ATLAS multi-variate tagging procedure (MV1) are selected. This procedure combines information about the impact parameter (significance) of tracks within a candidate jet, with information about explicitly reconstructed vertices of $b$-hadrons. [165–167]
- Because the $b$-tagging systematics are defined for a JVF cut of 0.5 instead of 0.25, the former value is adopted for this analysis.
- The $p_T$ of the more (less) energetic jet must exceed 55 (35) GeV.
- The combined mass of the dijet system must fall between 95 and 135 GeV.

Table 8.3 presents the cumulative efficiency of the benchmark signal simulation. The total efficiency is of the order 4-10%. When testing resonance mass hypotheses that have not been fully simulated, a linear extrapolation between simulated points is used, as shown in Figure 8.6.
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Both the resonance and non-resonance analyses also use events with identical kinematics requirements but without $b$-tagging, as ‘control regions’ to help constrain the shapes or extrapolations used in $m_{\gamma\gamma}$ and $m_{\gamma\gamma b\bar{b}}$. These will be discussed in Section 8.4.

8.3 Background Studies

8.3.1 Non-Resonant Backgrounds

This analysis uses fits to data, almost exclusively, to estimate the backgrounds from processes that do not include Higgs bosons. This ‘sideband’ estimate is presented, along with a study of the background composition using Monte Carlo. The MC study is not used in the analysis per se, but is presented for information.

8.3.1.1 Sideband Fit in Data

An exponential fit is performed to the $|m_h - m_{\gamma\gamma}| > 5$ GeV sidebands of the signal region, after all cuts defined in Section 8.2.2. Because the event count is so low (just nine events), the shape is constrained using control regions: either inverting the photon identification requirement (requiring
at least one photon to fail), or selecting either 1 or 0 tagged jets. Figure 8.7 shows that the three control regions give completely consistent results of $2.2 \pm 0.7$ events within $|m_h - m^{\gamma\gamma}| < 5 \text{ GeV}$. The error is completely dominated by the statistical error on the nine events. Two alternative background shapes (a straight line and a second-order exponential) are also tested, and presented in Appendix L. Using a flat extrapolation from the sideband into the 10 GeV window gives a prediction of $9 \times (10 \text{ GeV} / 45 \text{ GeV}) = 2$ events, which is also very consistent.

In the resonance analysis, a smaller window is used of $\pm 2\sigma_{\gamma\gamma}$ (6.4 GeV) is used.
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<table>
<thead>
<tr>
<th>Process</th>
<th>$\gamma\gamma b\bar{b}$</th>
<th>$\gamma\gamma b j$</th>
<th>$\gamma\gamma j j$</th>
<th>$\gamma b b j$</th>
<th>$\gamma j j$</th>
<th>$b b j j$</th>
<th>$t\bar{t}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross Section [fb]</td>
<td>8.3</td>
<td>79.8</td>
<td>$1.51 \times 10^3$</td>
<td>$3.96 \times 10^3$</td>
<td>$1.83 \times 10^5$</td>
<td>$8.66 \times 10^6$</td>
<td>113</td>
<td>-</td>
</tr>
<tr>
<td>$k$-factor</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.22</td>
<td>-</td>
</tr>
<tr>
<td>Events Expected</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.2</td>
<td>0</td>
<td>0.3</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Table 8.4: The estimated contributions from various backgrounds are estimated from smeared Monte Carlo. The $t\bar{t}$ background alone is estimated with fully simulated events, but using a parameterized electron to photon fake rate measured in data. The expected number of events is shown for 20.3/fb of data, with $|m_{\gamma\gamma} - m_h| < 5$ GeV after the full kinematic selection.

8.3.1.2 Monte Carlo: Composition

The ‘smeared’ samples described in Section 8.1.3 are used to evaluate contributions from non-resonant processes with 0, 1, or 2 fakes.

Two comparisons are made to data. First, in order to gain in statistics, events with just one $b$-tag are used to check the kinematic distributions and the overall performance of the procedure. Examples of these comparisons are included in Figure J.4 of Appendix J, using a $k$-factor of 2 which is found to improve agreement with data. The kinematic distributions are reasonably well described, as shown by the Kolmogorov-Smirnov tests performed on those distributions.

The second comparison is the overall rate expected of non-resonant backgrounds in the signal region. This gives the background composition in the signal region. The cross sections and expected number events after all cuts with $|m_{\gamma\gamma} - m_h| < 5$ GeV are presented in Table 8.4. The total yield of 2.1 events agrees well with the prediction from the sideband fits in $m_{\gamma\gamma}$ of $2.2 \pm 0.7$ events. No single process is found to dominate. Events contribute from the fully irreducible background ($\gamma\gamma b\bar{b}$) and with one or two fakes: electrons faking photons and light flavor jets faking flavor tagging, or faking photon ID.
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<table>
<thead>
<tr>
<th>Process</th>
<th>Fraction of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggh</td>
<td>11%</td>
</tr>
<tr>
<td>VBF</td>
<td>2%</td>
</tr>
<tr>
<td>Wh</td>
<td>1%</td>
</tr>
<tr>
<td>Zh</td>
<td>17%</td>
</tr>
<tr>
<td>t\bar{t}h</td>
<td>69%</td>
</tr>
<tr>
<td>Total</td>
<td>0.17 ± 0.04 Events</td>
</tr>
</tbody>
</table>

Table 8.5: Predicted number and composition of SM single Higgs boson background events in the non-resonance search. The total expected SM signal from pair production of Higgs bosons is 0.04 events.

8.3.2 Backgrounds from Single Higgs Boson Production

Because they are resonant in $m_{\gamma\gamma}$, the single Higgs boson backgrounds are not included in the fits presented above. This contribution is instead estimated from MC of the five production modes $ggh$, VBF, $Wh$, $Zh$, and $t\bar{t}h$. A total of 0.17 events are expected. The breakdown among production modes is presented in Table 8.5.

Although the production cross section for $b\bar{b}h$ is nearly three times that of $t\bar{t}h$, and the production does include real $b$-jets, those jets tend to be very soft. This is self-evident in the ‘5 flavor scheme’ where the $b$-quarks are included in the PDF instead of arising from a gluon splitting (Figure 2.3). In that case, the two $b$-quarks annihilate to form the Higgs boson and there are no $b$-jets in the final state (as in the $t\bar{t}h$ diagram). Using theoretical predictions available at $\sqrt{s} = 2, 7, \text{and } 14 \text{ TeV}$, the contribution from $b\bar{b}h$ was estimated as 0.003-0.007 events, and considered negligible [45–47, 168]. Very recently, MC methods for $bbh$ have been released, giving a prediction of approximately 0.004 events that agrees well with this early estimate.

8.4 Analysis Strategy

Different strategies are employed for the non-resonance search and the resonance search. The non-resonance search uses a simultaneous signal plus background fit of the diphoton invariant mass,
reminiscent of earlier $h \rightarrow \gamma\gamma$ analyses. The resonant search hinges on cuts on $m_{\gamma\gamma b\bar{b}}$ that make such fits impossible: the event count is simply too low. The search instead proceeds as a counting experiment.

8.4.1 Non-Resonant Production

An unbinned, simultaneous signal plus background fit of $m_{\gamma\gamma}$ is performed to all events passing the dijet and diphoton selections described above. This fit has three components: the signal with two Higgs bosons, the SM single Higgs boson background that is resonant in $m_{\gamma\gamma}$, and the continuum background that falls with $m_{\gamma\gamma}$.

The fit is performed simultaneously in two categories. The first category is the signal region, in which at least two jets are $b$-tagged. The second is a control region, containing events with fewer than two $b$-tags. The two classes of events are kinematically identical: in the signal region, the mass requirement and $p_T$ cuts defined above must be satisfied by the two leading tagged jets, whereas in the control region, they are met by the two leading jets.

As described in Section 5.3.1, the shape of the $m_{\gamma\gamma}$ resonance is described by the sum of a Crystal Ball function and a wide Gaussian component that models the tails of the distribution. However, in this case, the signal model comes simply from a fit at $m_h = 125$ GeV, instead of simultaneously across all $m_h$ hypotheses. A simple exponential function describes the continuum backgrounds that fall with $m_{\gamma\gamma}$. The slope of the exponential is shared in the fit between the two categories so that the control region constrains the background shape in the signal region. Figure 8.8 shows the separate diphoton mass distributions for events with $\geq 2$ $b$-tags and events with $\leq 1$ $b$-tags. The combined acceptance and selection efficiency for SM pair production of Higgs bosons is 7.4%.
8.4.2 Resonant Production

The search for resonant pair production begins with the same signal region of two $b$-tagged jets as the non-resonance search. It proceeds as a counting analysis with cuts and extrapolation factors in $m_{\gamma\gamma}$ and (constrained) $m_{\gamma\gamma b\bar{b}}$.

First, the diphoton mass is required to be within $\pm 2\sigma_{m_{\gamma\gamma}}$ of the Higgs boson mass, $m_h = 125.5$ GeV [13]. The acceptance of this requirement on background events without Higgs bosons, $\varepsilon_{m_{\gamma\gamma}}$, is measured by fitting an exponential function to the $m_{\gamma\gamma}$ sidebands for events with fewer than 2 $b$-tagged jets, as discussed in Section 8.3.1 and shown in Figure 8.7. For $N$ observed events with two $b$-tags in the sideband ($|m_{\gamma\gamma} - m_h| > 2\sigma_{m_{\gamma\gamma}}$), the number of expected non-Higgs boson background events ($N_{m_{\gamma\gamma}}$) within $2\sigma_{m_{\gamma\gamma}}$ around $m_h$ is given by:

$$N_{m_{\gamma\gamma}} = N \cdot \frac{\varepsilon_{m_{\gamma\gamma}}}{1 - \varepsilon_{m_{\gamma\gamma}}},$$

(8.1)

where the denominator compensates for the fact that $\varepsilon_{m_{\gamma\gamma}} = 0.13$ is derived relative to the full $m_{\gamma\gamma}$
Figure 8.9: The cuts on the $m^{b\bar{b}}$-constrained values of $m^{\gamma\gamma b\bar{b}}$ made in this analysis, for the four simulated mass points. The cuts are defined to select the smallest window containing 95% of the events passing all other cuts, for each mass hypothesis. The red points show the values that would have been used, without the mass constraint. The linear extrapolation of the cuts is shown by the dashed line.

The acceptance for the background to pass this cut, $\varepsilon_{m^{\gamma\gamma b\bar{b}}}$, also varies with $m_X$. It is measured using events in data with $|m^{\gamma\gamma} - m_h| < 2\sigma_{m^{\gamma\gamma}}$ and fewer than 2 $b$-tags. Studies in both data sidebands and simulation show that the shapes of $m^{\gamma\gamma b\bar{b}}$ and $m^{\gamma\gamma jj}$ agree within statistical uncertainties. Figure 8.10a shows comparisons made in the diphoton sidebands ($|m^{\gamma\gamma} - m_h| > 5$ GeV) for 0, 1, and 2 $b$-tags in data. Figure 8.10b shows the diphoton signal region from smeared Monte Carlo, varying the individual components contributing to $m^{\gamma\gamma b\bar{b}}$ up and down by a factor of two, as well as the expected $m^{\gamma\gamma jj}$ shape. The difference between the $m^{\gamma\gamma b\bar{b}}$ and $m^{\gamma\gamma jj}$ shapes is assigned as (a part of) the systematic on the method (Section 8.5). (This systematic is the sole point in the
Figure 8.10: (a) The $m_{\gamma\gamma b\bar{b}}$ distribution is shown for data in the $m_{\gamma\gamma}$ sidebands of the signal region, and overlaid with the Landau fit. The Landau fits from samples with 1 and 2 $b$-tags are also shown, and the agreement in the shapes is very close between the three regions. (b) In smeared MC, the dominant background components for the 2-tag region are varied by factors of 2 and $\frac{1}{2}$, and compared as well to the control region with 0 tags. The difference between the $\gamma\gamma b\bar{b}$ and $\gamma\gamma jj$ regions in MC is one component of the uncertainty assessed on the Landau fits.

analysis where the smeared MC backgrounds are used.) The distribution of $m_{\gamma\gamma jj}$ in data is fitted with a Landau function, which is integrated in the signal window to obtain $\varepsilon_{m_{\gamma\gamma b\bar{b}}}$. The bottom panel of Figure 8.11 shows this fit. The value of $\varepsilon_{m_{\gamma\gamma b\bar{b}}}$ is small (<8%) at low and high $m_X$, and peaks at 18% for $m_X = 300$ GeV. The combined acceptance and selection efficiency for a resonance signal to pass all cuts varies from 3.8% at $m_X = 260$ GeV to 8.2% at $m_X = 500$ GeV.

The total background from sources without Higgs boson decays in the resonance analysis $N_B$ is given by:

$$N_B = N \frac{\varepsilon_{m_{\gamma\gamma}}}{1 - \varepsilon_{m_{\gamma\gamma}}} \varepsilon_{m_{\gamma\gamma b\bar{b}}},$$

(8.2)

where $N_B$ and $\varepsilon_{m_{\gamma\gamma b\bar{b}}}$ are functions of $m_X$. Migration of events into and out of the $m_{\gamma\gamma}$ and $m_{\gamma\gamma b\bar{b}}$ signal regions are covered by uncertainties described in the following section.

Because they are not accounted for by the above $m_{\gamma\gamma}$ sideband techniques, contributions from Higgs bosons produced in association with jets (particularly with $c\bar{c}$ or $b\bar{b}$ pairs) are estimated using simulation. In the resonance search, the small rate of SM pair production is included as a background. SM cross sections and branching fractions are assumed in all cases.
Figure 8.11: (Upper plot) The constrained four-object invariant mass, \( m_{\gamma\gamma jj} \), is shown for data events satisfying all cuts and falling within the \( m_{\gamma\gamma} \) signal region. The expected backgrounds from non-resonant processes and single Higgs boson production at the SM rate are also shown. (Lower plot) The shape of the continuum contribution is obtained from a fit to events with fewer than two \( b \)-tags.

### 8.5 Systematic Uncertainties

Particularly in the resonance analysis, systematic uncertainties are small compared with the Poisson fluctuations. For the most part, the systematic uncertainties (yet again) follow the ones used in previous analyses. In some cases the implementation of these uncertainties changes. For instance, uncertainties on the \( m_{\gamma\gamma} \) resolution for the non-resonance search become uncertainties on migrations between categories in the resonance analysis. There are also completely new uncertainties, for \( b \)-jets and modelling the \( m_{\gamma\gamma b\bar{b}} \) shape. All uncertainties are presented in Table 8.6.

Theoretical uncertainties on single and double Higgs boson production, from PDF and scale variations have been presented in Table 2.1 [23, 24]. Following previous analyses of \( t\bar{t}h \) [136] an additional uncertainty is applied for the SM production of single Higgs bosons with heavy flavor: the VBF and \( Wh \) processes, which proceed through \( qq \) diagrams, are assigned 150% uncertainties.
based on $W + b$ studies [169]; the $ggH$ process, which proceeds through $gg$ loops, is assigned a 200% uncertainty, motivated by $t\bar{t} + HF$ studies [170]. No uncertainty is applied to $Zh$ or $t\bar{t}H$, since these processes naturally include real $b$-jets.

Because of the relative $p_T/m_{\gamma\gamma}$ cuts, photon energy scale uncertainties are negligible: varying the photon $p_T$s affects the mass in the same way. The uncertainty of 13% on the diphoton mass resolution is evaluated by varying the photon energy resolution within its uncertainties. In the non-resonance search it is implemented as an uncertainty on the width of the signal model. In the resonance analysis it is transformed into a 1.6% uncertainty on migrations into and out of the signal region. This represents the fraction of events where an upward variation of the photon resolution causes the diphoton mass to leave the $m_h \pm 2\sigma_{m_{\gamma\gamma}}$ window required for the signal region. The uncertainty on the Higgs boson mass measured by ATLAS impacts the peak position in $m_{\gamma\gamma}$ in the signal plus background fit of the non-resonance analysis, and is transformed into a 1.7% migration uncertainty in the resonance search. The uncertainty for the acceptance of the $m_{\gamma\gamma}$ cuts on non-Higgs boson backgrounds is estimated by comparing fits of $m_{\gamma\gamma}$ to data in control regions with reversed photon identification or $b$-tagging requirements, and using different functional forms; these additional fits are included in Figure J.4 of Appendix J. A uniform distribution is also compared. The largest deviation observed from these fits (11%) is used for all searches.

Three components contribute to the uncertainty on $\epsilon_{m_{\gamma\gamma}b\bar{b}}$, which are combined in quadrature:

1. Limited statistics in the control region with fewer than two $b$-tags used for the Landau fit lead to a relative uncertainty between 3-18% that varies as a function of $m_X$.

2. The $m_{\gamma\gamma}b\bar{b}$ shape for untagged jets might not exactly mirror the one for tagged jets. The signal region and control samples are compared in simulation and the relative difference on $\epsilon_{m_{\gamma\gamma}b\bar{b}}$ is taken as the uncertainty. This value varies with $m_h$ and is always less than 30%.

Cross-checks in data show that the $m_{\gamma\gamma}b\bar{b}$ and $m_{\gamma\gamma}jj$ shapes are fully consistent within the
statistics available.

(3) Finally, an uncertainty of 16-30%, depending on $m_X$, is included to cover the fit function choice. This was evaluated via comparisons of Landau shapes to alternate functions in simulation, including Landau shapes where the width varies with $m_{\gamma\gamma}$, as well as Crystal Ball functions. Potential contamination from single Higgs boson processes in the control region is estimated to be less than 4% and is subtracted with negligible impact on the shape.

Uncertainties due to the $b$-tagging calibration are typically 2 – 4% for both single Higgs boson and signal processes. Uncertainties due to the jet energy scale are 7% (22%) for single Higgs boson backgrounds in the non-resonance (resonant) analysis, and 1.4% (4.4%) for signal processes. Uncertainties due to the resolution on jets are 4.8% (21%) for single Higgs boson backgrounds, and 6.3% (9.3%) for signal processes. The uncertainty on the integrated luminosity is 2.8% [128].

### 8.6 Results and Interpretations

The combined signal plus background fit for the non-resonance analysis is shown in Figure 8.8. Within a $\pm 2\sigma_{m_{\gamma\gamma}}$ window around the Higgs boson mass, 1.5 events are expected, with 1.3 from the continuum background and 0.2 from single Higgs boson production which is dominated by $t\bar{t}h$ events. At the SM rate, 0.04 events are expected with pair-produced Higgs bosons. Five events are observed; using the full fit, this is 2.4 standard deviations from the background-only hypothesis. The 95\% confidence level (CL) upper limit on the Higgs boson pair production cross section is calculated using the frequentist $CL_S$ method [171]. Exclusions and significances are evaluated using pseudo-experiments. Assuming SM branching ratios for the light Higgs boson decays, the expected upper limit is $1.0^{+0.6}_{-0.3}$ pb; the observed limit is 2.2 pb.

For the resonance analysis the expected exclusion improves from 1.8 to 0.8 pb as a function of $m_X$, as shown in Figure 8.12. This behavior derives from increased event-level acceptance at larger
Table 8.6: Summary of systematic uncertainties. Values marked ‘–’ do not apply. Except for the uncertainty on $m_h$ in the non-resonance analysis, and the $m_{\gamma\gamma}$ resolution for that fit, all uncertainties are the percent impact on the expected yields. The impact on the yield from the 13% uncertainty on the resolution is similar to the value used in the resonance analysis: a bit under 2%. The jet energy scale includes components from various sources, including uncertainties on jets arising from $b$ quarks. The $b$-tagging uncertainty includes uncertainties for efficiencies to tag jets arising from $b$ quarks as well as jets from $c$ quarks and light-flavor quarks.

masses. The five events selected in the $m_{\gamma\gamma}$ signal region are shown in $m_{\gamma\gamma}bb$, in Figure 8.11. The local probability of the compatibility to the background-only hypothesis, $p_0$, reaches a minimum of 0.002 at $m_X = 300$ GeV, corresponding to 3.0 standard deviations. After accounting for the look-elsewhere effect [172], the global probability of such an excess occurring at any mass in the range studied is 0.019, corresponding to 2.1 standard deviations. The number of events lying within the $m_{\gamma\gamma}bb$ window of each mass hypothesis is readily apparent in ‘steps’ in the exclusion plot.

The limits derived are juxtaposed in Fig. 8.12 with the expectation from a sample type-I 2HDM not excluded by current data with $\cos(\beta - \alpha) = -0.05$ and $\tan(\beta) = 1$. The heavy Higgs bosons are taken to be degenerate in mass, and the mass of the lightest CP-even Higgs boson is set to 125 GeV. All major production mechanisms of $H \rightarrow hh$ are considered. Cross sections and branching ratios have been calculated as discussed in Ref. [173].
Figure 8.12: A 95% CL upper limit on the cross section times branching ratio of a narrow resonance decaying to pairs of Higgs bosons is presented as a function of $m_X$. 
Chapter 9

Conclusions

The first run of the LHC is crowned by the long-awaited experimental observation of the Higgs boson. This document has presented the course of this discovery in the diphoton decay channel. Colossal efforts made in the design and construction of the ATLAS detector, and for the reconstruction, calibration, and identification of photons rendered the analysis strategy in this channel straightforward – a simultaneous fit of the continuum backgrounds and the resonant signal, in the diphoton invariant mass. The high signal selection efficiency of around 40% compensates for the low branching ratio of 0.2%, providing competitive statistics and making the channel attractive for a wide array of measurements.

The author contributed substantially to the identification of photons used in all $h \rightarrow \gamma\gamma$ analyses and in particular in the original discovery [12]. Motivated by measuring the couplings of the new particle [13], he worked to tag its production in association with a vector boson. He played a significant role in extracting its differential cross sections [14]. This work, along with measurements of the spin and CP eigenstate of the new particle, cemented the discovery of the Standard Model Higgs boson. To reach beyond the SM expectations and to begin to prepare for the coming runs of the LHC, a final search was performed for the resonant or non-resonant production of Higgs boson pair production in the $\gamma\gamma b\bar{b}$ final state [15]. A small excess over the background only expectation is not reproduced in CMS data [174, 175].
Yet with the keystone of the Standard Model finally hoisted into place, the bedrock is already fractured: the Standard Model is an incomplete theory. Precise measurements of the Cosmic Microwave Background (CMB) and of the angular momenta of galaxies, as well as many other observations, all indicate that around 80% of the total matter in the universe is non-baryonic. The CP violation observed in the Standard Model is insufficient to explain the dominance of matter over anti-matter in the universe. The mass of the Higgs boson itself is subject to radiative corrections that scale quadratically with any scale Λ of physics beyond the SM – unless protected by some new symmetry.

These questions and others motivate the coming runs of the LHC, and demand a continued broad program of searches and precision measurements. Perhaps the answers will come in the form of a simple resonance, suddenly accessible thanks to the increase in √s. Maybe hints of new physics will instead begin as whispers from rare flavor processes – from heavy states beyond the LHC reach running in loops. Yet again, the Higgs itself could open a portal to physics beyond the SM. The effective couplings to gluons or photons could hint at new colored or electrically charged states. Measurements of the $h \rightarrow \gamma\gamma$, and $h \rightarrow VV$ rates constrain the effective scale of higher-dimensional operators. Current limits on the unobserved or (non-SM) invisible width of Higgs decays still leave substantial space for new physics, so continued indirect measurements of the width through interference [176–178], direct searches for invisible decays, and clever parameterization of coupling measurements will all help to ‘rout out’ new physics, if it is hiding there. Direct searches for exotic decays will be ever more exciting, and there is a panoply of potential enhancements of Higgs boson pair production.

The discovery of the Higgs boson is the triumphant inauguration of the LHC program. The second run may open a new era for physics.
Appendices
A IsEM Distributions of $Z \rightarrow \ell \ell \gamma$ Radiative Decays

Figure A.1: IsEM distributions for $Z \rightarrow \ell \ell \gamma$, with photons from final state radiation in 2011 data, compared to shifted direct photon Monte Carlo (unconverted, with $25 < p_T \leq 40$ GeV and $|\eta| < 1.4$).
B  $Z \rightarrow ee$ Efficiencies in Data and Monte Carlo

Figure B.1:  $Z \rightarrow ee$ probe electrons from data and (fudged) MC yield equivalent agreement for neural nets and tight ID.
C  Higgs Decays to $f \bar{f} \gamma$

Figure C.1: Higgs boson decays $h \rightarrow f \bar{f} \gamma$ proceed through an internal conversion or ‘Dalitz decay’ of an excited photon, at a rate approximately 10% of $h \rightarrow \gamma \gamma$. The mass spectrum of these decays shows the turn-ons at twice the dilepton mass, or the lightest meson masses, for each quark and lepton. The cut-off for this decay in PYTHIA8 is 10 GeV.
D  Missing Energy Performance for Coupling Studies

D.1  Impact of the Redefinition of the Missing Energy

Figure D.1: The scalar sum of photon $p_T$s are compared to the value reconstructed by the $E_T^{\text{miss}}$ algorithm. Two effects are apparent. First, the fraction of events near zero increases dramatically. This is because photons are more reliably ‘classified’ as photons (instead of electrons) by the $E_T^{\text{miss}}$ algorithm: they do not even enter into the ‘sum of photon $p_T$s’ in many cases. The second change is in fact more important: the distribution of events near zero is much tighter. This demonstrates that the calibration of the photons closer matches the (best-knowledge) calibration used in the analysis. This is ultimately found to improve the accuracy (‘linearity’) of the final missing energy. Though the first effect appears more dramatic in the plot, it is less important, because objects not classed as photons are not rejected, they are merely included elsewhere.

D.2  Studies of the ‘Soft Track Vertex Fraction’

The ‘Soft Track Vertex Fraction’ was an algorithm, designed to improve the resolution of missing energy in events with large pileup bys reweight the soft jets and cell out terms in RefFinal by an estimate of the fractional contribution from the vertex of interest. This reweighting is defined as

$$\text{STVF} \equiv \frac{\sum_{\text{Tracks, Diphoton Vertex}} p_T}{\sum_{\text{All Tracks}} p_T}$$

The most probable value of this distribution is 0.2. In addition, soft jets are weighted or rejected according to their Jet Vertex Fraction (JVF). Because unconverted photons leave no track, there is an immediate technical challenge of ensuring that the vertex used is in fact the diphoton vertex. This is not as straightforward as, for instance $Z \rightarrow \ell\ell$ events, where the highest $\sum p_T^2$ vertex is reliably also the primary vertex.

Yet the problem with STVF runs much deeper. First, the proposal does not make logical sense: it proposes to scale local inhomogeneities by a global quantity. This procedure is very much unlike the Jet Vertex Fraction (JVF) where jets are accepted or rejected based on the fraction of their energy expected to come from the correct vertex. In that case, a decision about a jet is made based on information about that jet. For STVF, soft jets and energy deposits (‘cell out’) is scaled by a factor of 0.2-0.3 that has very little to do with that jet or that calorimeter cluster.

STVF effectively decreases the length of a ‘walk,’ but that walk is not only random. The cell out and soft jet terms were included for a reason – often, they are the ‘return trip’ of an excursion.
Figure D.2: The resolution for STVF and ‘nominal’ RefFinal are compared as a function of the event \( \sum E_T \), using several metrics: (1) the RMS of the \( E_x \) distribution around zero, (2) the RMS of the narrowest 95% of events, and (3) the width of a Gaussian, fit within \( \pm 2\sigma \). The STVF shows a better overall resolution.

In \( ggH \) events with very small \( p_T^{\gamma\gamma} \) STVF appears to perform exceptionally well, because it does not let the \( E_T^{\text{miss}} \) ‘wander’ as far from zero. Because most events have low \( p_T^{\gamma\gamma} \), the overall resolution appears to improve with respect to the ‘nominal’ RefFinal algorithm. This is shown in Figure D.2, as a function of the \( \sum E_T \) of the event. However, for events with \( p_T^{\gamma\gamma} > 30 \) and no real \( E_T^{\text{miss}} \), the reconstructed \( E_T^{\text{miss}} \) is actually much larger for the STVF algorithm: in those cases, the soft energy is recoiling against the diphoton system, and is very necessary to ‘return to 0.’ Because it has been scaled down, it is unable to accomplish this effectively. This is shown in Figure D.3a. Figure D.3b shows that this behavior leads to larger tails in \( ggH E_T^{\text{miss}} \) when using the STVF algorithm. This in turn led to worse purity in \( Vh \) and \( t\bar{t}h \) events, in the ‘\( E_T^{\text{miss}} \) category.’ Needless to say, STVF was not used.
Figure D.3: Although it performs better on average, STVF performs poorly in the tails of the distribution, needed to identify $Vh$ and $tth$ events in the $h \rightarrow \gamma\gamma$ analysis. For $ggh$ events with large $p_{T}^{\gamma\gamma}$, the soft terms serve to ‘return’ the $E_{T}^{\text{miss}}$ to zero. By scaling these terms down, they do not function correctly. (a) For $p_{T}^{\gamma\gamma} > 30$ GeV, the measured $E_{T}^{\text{miss}}$ is larger using the STVF reconstruction than the nominal reconstruction, in $ggh$ events without real missing energy. Since the mean and peak of a Rayleigh ($E_{T}^{\text{miss}}$) distribution with no true $E_{T}^{\text{miss}}$ is proportional to the resolution, this also shows that the resolution grows with $p_{T}^{\gamma\gamma}$. (b) The tails of $E_{T}^{\text{miss}}$ are presented for the ‘nominal,’ STVF, and ‘LocHadTopo’ $E_{T}^{\text{miss}}$ definitions. These ‘tail’ is quantified as the cut required to reject 99.5% of events. For $ggh$, the cuts are lowest for RefFinal: it has the smallest tail.
E Additional Variables for a $E_T^{\text{miss}}$-Only Category

Figure E.1: The boost of the diphoton system and its angular separation from the $E_T^{\text{miss}}$ provide ‘confirmation’ of real missing energy in an event. The gains from additional cuts on these variables are investigated, defining the metric $S/\sqrt{B}$ using $S$ as the expected $Vh$ events, and $B$ as the data events in the sideband.
# Missing Energy Systematics for Coupling Studies

<table>
<thead>
<tr>
<th></th>
<th>ggH</th>
<th>VBFH</th>
<th>WH</th>
<th>ZH</th>
<th>ttH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Up</td>
<td>Down</td>
<td>Up</td>
<td>Down</td>
<td>Up</td>
</tr>
<tr>
<td><strong>Photon Energy Scale</strong></td>
<td>-0.0%</td>
<td>5.8%</td>
<td>1.7%</td>
<td>3.8%</td>
<td>-1.3%</td>
</tr>
<tr>
<td><strong>Photon Energy Resolution</strong></td>
<td>5.3%</td>
<td>4.1%</td>
<td>7.2%</td>
<td>6.2%</td>
<td>0.4%</td>
</tr>
<tr>
<td><strong>Electron Energy Scale</strong></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td><strong>Electron Energy Resolution</strong></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>-0.4%</td>
</tr>
<tr>
<td><strong>Muon Res. - Inner Detector</strong></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.4%</td>
</tr>
<tr>
<td><strong>Muon Res. - Muon Spect.</strong></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.4%</td>
</tr>
<tr>
<td><strong>Jet Energy Scale</strong></td>
<td>18.2%</td>
<td>3.9%</td>
<td>35.8%</td>
<td>-3.8%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>CloseBy</td>
<td>8.6%</td>
<td>5.8%</td>
<td>13.4%</td>
<td>-8.0%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Mu</td>
<td>1.4%</td>
<td>0.7%</td>
<td>0.8%</td>
<td>4.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>NPV</td>
<td>3.1%</td>
<td>2.3%</td>
<td>1.1%</td>
<td>3.6%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Pileup/Topo</td>
<td>4.9%</td>
<td>-0.0%</td>
<td>9.2%</td>
<td>0.2%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>PileupPt</td>
<td>1.3%</td>
<td>0.0%</td>
<td>3.0%</td>
<td>1.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Statistical NP1</td>
<td>1.5%</td>
<td>-1.2%</td>
<td>4.1%</td>
<td>0.0%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Statistical NP2</td>
<td>0.0%</td>
<td>1.8%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Statistical NP3</td>
<td>0.6%</td>
<td>-0.1%</td>
<td>4.1%</td>
<td>0.0%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Modelling NP1</td>
<td>7.3%</td>
<td>0.1%</td>
<td>10.9%</td>
<td>-0.3%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>Modelling NP2</td>
<td>-0.5%</td>
<td>1.8%</td>
<td>4.1%</td>
<td>-1.8%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Modelling NP3</td>
<td>0.6%</td>
<td>1.0%</td>
<td>0.0%</td>
<td>4.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Modelling NP4</td>
<td>1.0%</td>
<td>0.0%</td>
<td>3.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Detector NP1</td>
<td>1.0%</td>
<td>-0.2%</td>
<td>11.1%</td>
<td>0.0%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Detector NP2</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Detector NP3</td>
<td>1.8%</td>
<td>0.0%</td>
<td>4.1%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Mixed NP1</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Mixed NP2</td>
<td>1.8%</td>
<td>-0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>η Intercalib. Model</td>
<td>10.1%</td>
<td>-0.8%</td>
<td>16.2%</td>
<td>-1.4%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>η Intercalib. Stat/Method</td>
<td>1.3%</td>
<td>0.9%</td>
<td>9.2%</td>
<td>0.8%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>Single Particle High-pT</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Pythia Rel. Non-Closure</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Jet Energy Resolution</td>
<td>17.1%</td>
<td>0.0%</td>
<td>12.9%</td>
<td>0.0%</td>
<td>-0.4%</td>
</tr>
<tr>
<td>SoftScale</td>
<td>94.3%</td>
<td>-27.3%</td>
<td>30.5%</td>
<td>-14.4%</td>
<td>1.1%</td>
</tr>
<tr>
<td>SoftRes</td>
<td>16.8%</td>
<td>28.5%</td>
<td>7.0%</td>
<td>9.6%</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

Table F.1: Signal systematics for the five production modes, divided among the object uncertainties. In this table, ‘ES’ is Energy Scale and ‘ER’ is Energy Resolution. The largest uncertainties are due to jet and soft term scales and resolution, in ggH and VBF events. Events in these categories are in the tails of the $E_T^{miss}$ distributions; the cuts are thus (definitionally) at the highest point of the falling spectrum. Small changes in the number of events have a larger fractional impact. Moreover, the events that populate the tails are the most affected by changes in the scale and resolution.
## Appendices

### G  Migration Uncertainties for the Coupling Analysis

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Categories</th>
<th>Value by Mode [%]</th>
<th>All</th>
<th>ggh</th>
<th>VBF</th>
<th>Vh/tth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material Modelling</td>
<td>Unconverted</td>
<td>-4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Converted</td>
<td>+3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transverse Momentum</td>
<td>Low $p_{Tt}$</td>
<td>+1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High $p_{Tt}$</td>
<td>-10.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tight VBF</td>
<td>-10.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>-8.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vh Hadronic</td>
<td>-12.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$E_T^{miss}$</td>
<td>-2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lepton</td>
<td>-4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underlying Event</td>
<td>Tight VBF</td>
<td>+8.8</td>
<td>+2.0</td>
<td>+8.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>+12.8</td>
<td>+3.3</td>
<td>+12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vh Hadronic</td>
<td>+12.0</td>
<td>+3.9</td>
<td>+12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>Low $p_{Tt}$</td>
<td>-0.1</td>
<td>-1.0</td>
<td>-0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High $p_{Tt}$</td>
<td>-0.7</td>
<td>-1.3</td>
<td>+0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tight VBF</td>
<td>+11.8</td>
<td>+6.7</td>
<td>+20.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>+10.7</td>
<td>+4.0</td>
<td>+5.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vh Hadronic</td>
<td>+4.7</td>
<td>+2.6</td>
<td>+1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lepton</td>
<td>+0.0</td>
<td>+0.0</td>
<td>-0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jet Energy Resolution</td>
<td>Low $p_{Tt}$</td>
<td>+0.0</td>
<td>+0.2</td>
<td>+0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High $p_{Tt}$</td>
<td>-0.2</td>
<td>+0.2</td>
<td>+0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tight VBF</td>
<td>+3.8</td>
<td>-1.3</td>
<td>+7.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>+3.4</td>
<td>-0.7</td>
<td>+1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vh Hadronic</td>
<td>+0.5</td>
<td>+3.4</td>
<td>-1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lepton</td>
<td>-0.9</td>
<td>-0.5</td>
<td>-0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing Energy</td>
<td>$E_T^{miss}$</td>
<td>+66.4</td>
<td>+30.7</td>
<td>+1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jet Vertex Fraction</td>
<td>Tight VBF</td>
<td>-1.2</td>
<td>-0.3</td>
<td>-1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>-2.3</td>
<td>-2.4</td>
<td>-2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta^*$ Modelling</td>
<td>Tight VBF</td>
<td>+7.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>+6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dijet Angular Modelling</td>
<td>Tight VBF</td>
<td>+12.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loose VBF</td>
<td>+8.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table G.2: Migration uncertainties for the couplings analysis. A Gaussian constraint is used for all uncertainties except the underlying event, which uses a log-normal constraint. The uncertainties on electron and muon reconstruction and energy scale/resolution are found to be negligible. The uncertainties on the jet energy scale and resolution are propagated to the $E_T^{miss}$ category and included in that uncertainty. Correlations between categories for a single uncertainty, are denoted by the sign of the uncertainty. If a category is not listed for a given uncertainty, the impact on that category is negligible.
Appendices

H Differential Cross Sections: Variable Summary

Variable summary tables are provided for each of the 7 differential cross sections measured. These contain descriptions of the uncertainties, yields, unfoldings, and results of the full study. Several of the uncertainties are flat across observables and bins, for example the luminosity (2.8%), trigger (0.5%), and particle identification (2.4%). These are described in Sections 5.5.1 and 7.4. The destructive interference described in Section 5.2.1.1 reduces the $ggh$ yield by approximately 2.3%. This effect is not unfolded.

As the measurements are dominated by statistical uncertainties, the bin-to-bin correlations are weak. The largest correlation is found for $p_T^{\gamma\gamma jj}$ and is less than 20%. For non-jet variables, typical correlations are below 10%.

The expected yields in the fiducial region and after full simulation, are for $m_h = 125$ GeV (simulated with the nominal POWHEG +Pythia8 samples described in Section 5.2).

The ‘Rate and Selection’ entry includes the luminosity and trigger, and efficiency uncertainties for particle identification and isolation. ‘Fiducial Region (MC)’ denotes the particle level yields for SM Higgs boson production with $m_h = 125$ GeV, within the fiducial region described in Section 7.1.2, and generated with POWHEG. ‘Fully Simulated (MC)’ denotes the final yield of the same sample after full simulation and reconstruction, and the full requirements outlined in Sections 5.1 and 7.1.1. Details of the signal and background PDFs used in the fit are given: the width (in GeV) of the dominant Crystal Ball component of the signal PDF, and the model used to describe the background (Exp1 and Exp2 here denotes an exponential function of a polynomial of first and second order, respectively).
Table H.1: Variable summary for \( N_{\text{jets}} \). Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.

<table>
<thead>
<tr>
<th>( N_{\text{jets}} )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_{\text{CB}} ) [GeV] at ( m_H = 126.8 ) GeV</td>
<td>1.82</td>
<td>1.84</td>
<td>1.78</td>
<td>1.74</td>
</tr>
<tr>
<td>Mass Resolution Uncertainty</td>
<td>23%</td>
<td>24%</td>
<td>26%</td>
<td>24%</td>
</tr>
<tr>
<td>Background Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiducial Region (MC)</td>
<td>360</td>
<td>168</td>
<td>64</td>
<td>21</td>
</tr>
<tr>
<td>Fully Simulated (MC)</td>
<td>227</td>
<td>115</td>
<td>47</td>
<td>17</td>
</tr>
<tr>
<td>Data 105-160 GeV</td>
<td>60100</td>
<td>23431</td>
<td>7782</td>
<td>2822</td>
</tr>
<tr>
<td>Data Fit Signal Yield</td>
<td>271</td>
<td>198</td>
<td>84</td>
<td>55</td>
</tr>
<tr>
<td>Yields</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fit: Statistical + Resolution</td>
<td>37%</td>
<td>31%</td>
<td>43%</td>
<td>39%</td>
</tr>
<tr>
<td>Rate and Selection</td>
<td>3.9%</td>
<td>3.9%</td>
<td>4.2%</td>
<td>5.5%</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>6.6%</td>
<td>3.6%</td>
<td>4.9%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Jet Resolution + Scale</td>
<td>+3.9%</td>
<td>+2.7%</td>
<td>+7.8%</td>
<td>+14.6%</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>-4.2%</td>
<td>-2.9%</td>
<td>-7.5%</td>
<td>-14.0%</td>
</tr>
<tr>
<td></td>
<td>+3.7%</td>
<td>+5.4%</td>
<td>+3.4%</td>
<td>+7.9%</td>
</tr>
<tr>
<td></td>
<td>+1.2%</td>
<td>+2.7%</td>
<td>+3.2%</td>
<td>+4.5%</td>
</tr>
<tr>
<td>Yield Uncertainties</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Truth to Reco. ‘Purity’</td>
<td>95%</td>
<td>78%</td>
<td>70%</td>
<td>70%</td>
</tr>
<tr>
<td>Correction Factor</td>
<td>159%</td>
<td>145%</td>
<td>135%</td>
<td>123%</td>
</tr>
<tr>
<td>Results [fb]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured Spectrum</td>
<td>21</td>
<td>14</td>
<td>5.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>( \pm 38% )</td>
<td>( \pm 32% )</td>
<td>( \pm 44% )</td>
<td>( \pm 42% )</td>
</tr>
</tbody>
</table>
### Table H.2: Variable summary for $|y^{\gamma\gamma}|$

Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.

| $|y^{\gamma\gamma}|$ | 0-0.3 | 0.3-0.65 | 0.65-1.0 | 1.0-1.4 | 1.4-2.4 |
|---------------------|-------|----------|----------|---------|---------|
| **Signal Parameters** |       |          |          |         |         |
| $\sigma_{CB}$ [GeV] at $m_H = 126.8$ GeV | 1.62  | 1.70     | 1.88     | 2.10    | 2.19    |
| Mass Resolution Uncertainty | 23%   | 24%      | 28%      | 26%     | 23%     |
| **Background Model** | Function | Exp2 | Exp2 | Exp2 | Exp2 | Exp2 |
| Fiducial Region (MC) | 120    | 135     | 123     | 119     | 115     |
| Fully Simulated (MC) | 93     | 99      | 81      | 68      | 65      |
| Data 105-160 GeV    | 18227  | 19479   | 17571   | 19085   | 19773   |
| Data Fit Signal Yield | 125   | 126     | 68      | 98      | 210     |
| **Yield Uncertainties** | Fit: Statistical + Resolution | 42% | 45% | 76% | 62% | 30% |
| | Rate and Selection | 3.9% | 3.9% | 3.9% | 3.9% | 3.9% |
| | Background Modelling | 2.8% | 3.0% | 7.4% | 5.1% | 2.7% |
| | Composition + Shape | +1.3% | +1.4% | +1.3% | +1.4% | +1.4% |
| **Unfolding** | Truth to Reco. ‘Purity’ | 98% | 97% | 97% | 97% | 97% |
| | Correction Factor | 129% | 136% | 152% | 174% | 177% |
| **Results [fb]** | Measured Spectrum | 26 | 24 | 15 | 21 | 18 |
| | Total Uncertainty | ±42% | ±46% | ±76% | ±62% | ±31% |
### Table H.3: Variable summary for $p_T^{\gamma\gamma}$

Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.

<table>
<thead>
<tr>
<th>$p_T^{\gamma\gamma}$ [GeV]</th>
<th>0-20</th>
<th>20-30</th>
<th>30-40</th>
<th>40-50</th>
<th>50-60</th>
<th>60-80</th>
<th>80-100</th>
<th>100-200</th>
<th>Overflow</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signal Parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{CB}$ [GeV] at $m_H = 126.8$ GeV</td>
<td>1.86</td>
<td>1.87</td>
<td>1.85</td>
<td>1.86</td>
<td>1.88</td>
<td>1.83</td>
<td>1.81</td>
<td>1.74</td>
<td>1.56</td>
</tr>
<tr>
<td>Mass Resolution Uncertainty</td>
<td>22%</td>
<td>22%</td>
<td>22%</td>
<td>22%</td>
<td>23%</td>
<td>24%</td>
<td>24%</td>
<td>26%</td>
<td>31%</td>
</tr>
<tr>
<td><strong>Background Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp1</td>
</tr>
<tr>
<td>Fiducial Region (MC)</td>
<td>196</td>
<td>98</td>
<td>73</td>
<td>53</td>
<td>40</td>
<td>54</td>
<td>33</td>
<td>53</td>
<td>11</td>
</tr>
<tr>
<td>Fully Simulated (MC)</td>
<td>131</td>
<td>65</td>
<td>48</td>
<td>35</td>
<td>27</td>
<td>36</td>
<td>22</td>
<td>35</td>
<td>8</td>
</tr>
<tr>
<td>Data 105-160 GeV</td>
<td>42010</td>
<td>16133</td>
<td>10841</td>
<td>7345</td>
<td>5145</td>
<td>6351</td>
<td>3036</td>
<td>3056</td>
<td>218</td>
</tr>
<tr>
<td>Data Fit Signal Yield</td>
<td>65</td>
<td>167</td>
<td>87</td>
<td>87</td>
<td>58</td>
<td>54</td>
<td>40</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td><strong>Yields</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fit: Statistical + Resolution</td>
<td>123%</td>
<td>33%</td>
<td>50%</td>
<td>42%</td>
<td>50%</td>
<td>60%</td>
<td>59%</td>
<td>43%</td>
<td>80%</td>
</tr>
<tr>
<td>Rate and Selection</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>–</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>21.7%</td>
<td>3.5%</td>
<td>4.2%</td>
<td>3.3%</td>
<td>4.5%</td>
<td>8.2%</td>
<td>6.0%</td>
<td>4.9%</td>
<td>–</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>+2.3%</td>
<td>+3.0%</td>
<td>+3.2%</td>
<td>+3.4%</td>
<td>+4.0%</td>
<td>+3.9%</td>
<td>+3.5%</td>
<td>+3.4%</td>
<td>–</td>
</tr>
<tr>
<td>Truth to Reco. ‘Purity’</td>
<td>96%</td>
<td>89%</td>
<td>89%</td>
<td>88%</td>
<td>88%</td>
<td>93%</td>
<td>92%</td>
<td>97%</td>
<td>–</td>
</tr>
<tr>
<td>Correction Factor</td>
<td>150%</td>
<td>150%</td>
<td>152%</td>
<td>151%</td>
<td>152%</td>
<td>152%</td>
<td>152%</td>
<td>150%</td>
<td>–</td>
</tr>
<tr>
<td><strong>Results [fb/GeV]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured Spectrum</td>
<td>0.24</td>
<td>1.23</td>
<td>0.65</td>
<td>0.65</td>
<td>0.44</td>
<td>0.20</td>
<td>0.15</td>
<td>0.036</td>
<td>–</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>±125%</td>
<td>±33%</td>
<td>±50%</td>
<td>±42%</td>
<td>±51%</td>
<td>±61%</td>
<td>±60%</td>
<td>±44%</td>
<td>–</td>
</tr>
<tr>
<td>cos θ*</td>
<td>0.0-0.1</td>
<td>0.1-0.2</td>
<td>0.2-0.3</td>
<td>0.3-0.4</td>
<td>0.4-0.5</td>
<td>0.5-0.6</td>
<td>0.6-0.7</td>
<td>0.7-0.8</td>
<td>0.8-0.9</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Signal σ_{CB} [GeV] at m_H = 126.8 GeV</td>
<td>1.75</td>
<td>1.78</td>
<td>1.81</td>
<td>1.82</td>
<td>1.86</td>
<td>1.91</td>
<td>1.97</td>
<td>2.01</td>
<td>1.91</td>
</tr>
<tr>
<td>Parameters Mass Resolution Uncertainty</td>
<td>25%</td>
<td>25%</td>
<td>24%</td>
<td>24%</td>
<td>24%</td>
<td>22%</td>
<td>21%</td>
<td>21%</td>
<td>24%</td>
</tr>
<tr>
<td>Yields</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiducial Region (MC)</td>
<td>88</td>
<td>86</td>
<td>84</td>
<td>80</td>
<td>76</td>
<td>70</td>
<td>62</td>
<td>41</td>
<td>13</td>
</tr>
<tr>
<td>Fully Simulated (MC)</td>
<td>61</td>
<td>57</td>
<td>55</td>
<td>53</td>
<td>51</td>
<td>47</td>
<td>41</td>
<td>26</td>
<td>8</td>
</tr>
<tr>
<td>Data 105-160 GeV</td>
<td>10262</td>
<td>9650</td>
<td>9746</td>
<td>9930</td>
<td>11634</td>
<td>12923</td>
<td>14491</td>
<td>12079</td>
<td>2014</td>
</tr>
<tr>
<td>Data Fit Signal Yield</td>
<td>66</td>
<td>64</td>
<td>122</td>
<td>63</td>
<td>17</td>
<td>96</td>
<td>39</td>
<td>86</td>
<td>40</td>
</tr>
<tr>
<td>Yield Uncertainties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fit: Statistical + Resolution</td>
<td>57%</td>
<td>57%</td>
<td>32%</td>
<td>62%</td>
<td>239%</td>
<td>49%</td>
<td>122%</td>
<td>55%</td>
<td>47%</td>
</tr>
<tr>
<td>Rate and Selection</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>7.0%</td>
<td>6.2%</td>
<td>3.0%</td>
<td>4.4%</td>
<td>22.4%</td>
<td>6.0%</td>
<td>20.7%</td>
<td>8.5%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>+5.0%</td>
<td>+6.1%</td>
<td>+5.7%</td>
<td>+6.0%</td>
<td>+2.3%</td>
<td>+1.2%</td>
<td>+1.6%</td>
<td>+1.6%</td>
<td>+4.0%</td>
</tr>
<tr>
<td>Unfolding</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Truth to Reco. ‘Purity’</td>
<td>99%</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
<td>95%</td>
<td>95%</td>
<td>97%</td>
</tr>
<tr>
<td>Correction Factor</td>
<td>145%</td>
<td>151%</td>
<td>152%</td>
<td>153%</td>
<td>149%</td>
<td>149%</td>
<td>152%</td>
<td>158%</td>
<td>156%</td>
</tr>
<tr>
<td>Results [fb]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured Spectrum</td>
<td>47</td>
<td>48</td>
<td>91</td>
<td>48</td>
<td>12</td>
<td>70</td>
<td>30</td>
<td>67</td>
<td>30</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>±58%</td>
<td>±58%</td>
<td>±32%</td>
<td>±62%</td>
<td>±240%</td>
<td>±49%</td>
<td>±123%</td>
<td>±56%</td>
<td>±47%</td>
</tr>
<tr>
<td>Interference Correction to ggH Yield</td>
<td>-1.8%</td>
<td>-1.8%</td>
<td>-1.8%</td>
<td>-1.9%</td>
<td>-2.1%</td>
<td>-2.2%</td>
<td>-2.5%</td>
<td>-3.0%</td>
<td>-4.1%</td>
</tr>
</tbody>
</table>

Table H.4: Variable summary for |cos θ*|. Errors presented are fractions of the extracted and unfolded yields. The large apparent variations in the scale of the uncertainties (e.g., 0.4-0.5) is due to fluctuations in the extracted yields, and not to the uncertainties themselves. See the beginning of this Appendix or Chapter 7 for full details. The interference correction discussed in Section 5.2.1.1 depends directly on |cos θ*|, so the scale of this correction is presented here, for convenience.
### $p_T^1$ [GeV]

<table>
<thead>
<tr>
<th>$p_T^1$ [GeV]</th>
<th>0-30</th>
<th>30-50</th>
<th>50-70</th>
<th>70-100</th>
<th>100-140</th>
<th>Overflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{CB}$ [GeV] at $m_H = 126.8$ GeV</td>
<td>1.82</td>
<td>1.85</td>
<td>1.85</td>
<td>1.79</td>
<td>1.74</td>
<td>1.63</td>
</tr>
<tr>
<td>Mass Resolution Uncertainty</td>
<td>23%</td>
<td>24%</td>
<td>24%</td>
<td>24%</td>
<td>26%</td>
<td>29%</td>
</tr>
</tbody>
</table>

#### Background Model Function

<table>
<thead>
<tr>
<th>Function</th>
<th>Fiducial Region (MC)</th>
<th>Fully Simulated (MC)</th>
<th>Data 105-160 GeV</th>
<th>Data Fit Signal Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp2</td>
<td>360</td>
<td>106</td>
<td>57</td>
<td>44</td>
</tr>
<tr>
<td>Exp2</td>
<td>227</td>
<td>77</td>
<td>41</td>
<td>30</td>
</tr>
<tr>
<td>Exp2</td>
<td>60100</td>
<td>16514</td>
<td>8184</td>
<td>5427</td>
</tr>
<tr>
<td>Exp2</td>
<td>267</td>
<td>145</td>
<td>53</td>
<td>56</td>
</tr>
</tbody>
</table>

#### Yields

<table>
<thead>
<tr>
<th>Yields</th>
<th>Fiducial Region (MC)</th>
<th>Fully Simulated (MC)</th>
<th>Data 105-160 GeV</th>
<th>Data Fit Signal Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit: Statistical + Resolution</td>
<td>37%</td>
<td>36%</td>
<td>66%</td>
<td>51%</td>
</tr>
<tr>
<td>Rate and Selection</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>6.7%</td>
<td>4.4%</td>
<td>6.5%</td>
<td>7.2%</td>
</tr>
<tr>
<td>Jet Resolution + Scale</td>
<td>+5.9%</td>
<td>+4.7%</td>
<td>+4.8%</td>
<td>+5.4%</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>+3.7%</td>
<td>+6.6%</td>
<td>+4.4%</td>
<td>+2.8%</td>
</tr>
</tbody>
</table>

#### Yield Uncertainties

<table>
<thead>
<tr>
<th>Uncertainties</th>
<th>Fit: Statistical + Resolution</th>
<th>Rate and Selection</th>
<th>Background Modelling</th>
<th>Jet Resolution + Scale</th>
<th>Composition + Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate and Selection</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>6.7%</td>
<td>4.4%</td>
<td>6.5%</td>
<td>7.2%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Jet Resolution + Scale</td>
<td>+3.9%</td>
<td>+4.7%</td>
<td>+4.8%</td>
<td>+5.4%</td>
<td>+7.0%</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>+3.7%</td>
<td>+6.6%</td>
<td>+4.4%</td>
<td>+2.8%</td>
<td>+6.1%</td>
</tr>
</tbody>
</table>

#### Unfolding

<table>
<thead>
<tr>
<th>Unfolding</th>
<th>Truth to Reco. ‘Purity’</th>
<th>Correction Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correction Factor</td>
<td>159%</td>
<td>138%</td>
</tr>
</tbody>
</table>

#### Results [fb/GeV]

<table>
<thead>
<tr>
<th>Results [fb/GeV]</th>
<th>Measured Spectrum</th>
<th>Total Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured Spectrum</td>
<td>0.70</td>
<td>0.49</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>±39%</td>
<td>±37%</td>
</tr>
</tbody>
</table>

Table H.5: Variable summary for $p_T^1$. Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.
<table>
<thead>
<tr>
<th>$\Delta \varphi_{jj}$</th>
<th>0-$\pi$/3</th>
<th>$\pi$/3-$2\pi$/3</th>
<th>2$\pi$/3-$5\pi$/6</th>
<th>5$\pi$/6-$\pi$</th>
<th>Overflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{CB}$ [GeV] at $m_H = 126.8$ GeV</td>
<td>1.70</td>
<td>1.77</td>
<td>1.82</td>
<td>1.84</td>
<td>1.86</td>
</tr>
<tr>
<td>Mass Resolution Uncertainty</td>
<td>27%</td>
<td>26%</td>
<td>25%</td>
<td>24%</td>
<td>23%</td>
</tr>
<tr>
<td>Background Model Function</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
<td>Exp2</td>
</tr>
<tr>
<td>Yields</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiducial Region (MC)</td>
<td>26</td>
<td>30</td>
<td>15</td>
<td>14</td>
<td>527</td>
</tr>
<tr>
<td>Fully Simulated (MC)</td>
<td>20</td>
<td>22</td>
<td>11</td>
<td>11</td>
<td>342</td>
</tr>
<tr>
<td>Data 105-160 GeV</td>
<td>1932</td>
<td>2429</td>
<td>2412</td>
<td>3831</td>
<td>83531</td>
</tr>
<tr>
<td>Data Fit Signal Yield</td>
<td>26</td>
<td>34</td>
<td>21</td>
<td>69</td>
<td>482</td>
</tr>
<tr>
<td>Fit: Statistical + Resolution</td>
<td>71%</td>
<td>61%</td>
<td>93%</td>
<td>40%</td>
<td>26%</td>
</tr>
<tr>
<td>Rate and Selection</td>
<td>4.0%</td>
<td>4.0%</td>
<td>4.0%</td>
<td>4.0%</td>
<td>–</td>
</tr>
<tr>
<td>Background Modelling</td>
<td>4.0%</td>
<td>4.8%</td>
<td>9.5%</td>
<td>5.5%</td>
<td>–</td>
</tr>
<tr>
<td>Jet Resolution + Scale</td>
<td>$+10.4%$</td>
<td>$+9.0%$</td>
<td>$+9.0%$</td>
<td>$+9.8%$</td>
<td>–</td>
</tr>
<tr>
<td>Composition + Shape</td>
<td>$+4.2%$</td>
<td>$+4.2%$</td>
<td>$+4.6%$</td>
<td>$+6.8%$</td>
<td>–</td>
</tr>
<tr>
<td>Unfolding</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Truth to Reco. ‘Purity’</td>
<td>72%</td>
<td>74%</td>
<td>71%</td>
<td>69%</td>
<td>–</td>
</tr>
<tr>
<td>Correction Factor</td>
<td>129%</td>
<td>134%</td>
<td>133%</td>
<td>127%</td>
<td>–</td>
</tr>
<tr>
<td>Results [fb]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured Spectrum</td>
<td>1.6</td>
<td>2.1</td>
<td>2.7</td>
<td>8.3</td>
<td>–</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>$\pm72%$</td>
<td>$\pm62%$</td>
<td>$\pm94%$</td>
<td>$\pm42%$</td>
<td>–</td>
</tr>
</tbody>
</table>

Table H.6: Variable summary for $\Delta \varphi_{jj}$. Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.
Table H.7: Variable summary for $p_{T}^{\gamma\gamma jj}$. Errors presented are fractions of the extracted and unfolded yields. See the beginning of this Appendix or Chapter 7 for full details.
I Differential Cross Sections: Alternative Theoretical Predictions

Figure I.1: The differential cross section of the leading partonic radiation from events with Higgs bosons is presented, and compared to higher-order calculations from STWZ and JetVeto.

Figure I.2: Differential cross sections for $N_{\text{jets}}$ and $\sigma_{N_{\text{jets}}=i}/\sigma_{N_{\text{jets}}\geq i}$ with theoretical uncertainties evaluated with the Stewart-Tackmann procedure.
J  Simulation Samples for the Higgs Pair Production Search

![Kinematic distributions comparison](image)

Figure J.1: Kinematic distributions are compared for the two available SM dihiggs predictions from Madgraph. Substantial differences are seen. Comparisons to theoretical predictions are provided [24,153], and motivate the use of the new (MG5, SMHH) model.
Figure J.2: The angular distributions of the Randall-Sundrum KK graviton are somewhat different from the ‘benchmark’ gluon-fusion model. In particular, the light Higgs bosons tend to be more central and harder than in the 2HDM benchmark.
Figure J.3: Kinematic distributions are compared for $q\bar{q}H$ and $ggH$ production in a 2HDM. Events generated with the benchmark MADGRAPH ‘heavy scalar’ model are compared to the PYTHIA8 predictions for gluon fusion and VBF. The profiles are overall quite similar, except in the boost of the full $\gamma\gamma b\bar{b}$ system, $p_T^{\gamma\gamma b\bar{b}}$. 

(a) $p_T^{\gamma\gamma b\bar{b}}$ 

(b) $p_T^{bb}$ 

(c) $p_T^{b_1}$ 

(d) $p_T^{b_2}$
Figure J.4: The control region with a single tag is presented from data and smeared MC, using a $k$-factor of 2.
Appendices

K  Cuts Optimization for Higgs Pair Production

Figure K.1: The optimization of the cuts on the leading and subleading $b$-jet $p_T$ is shown for 2HDM signal models $m_H = 260$ and 350 GeV, as well as SM $hh$ production. The $m_H = 300$ GeV mass point is shown at Figure 8.3 of the main text. The background response is estimated either from un-tagged (but kinematically identical) jets in data, or from $\gamma\gamma b\bar{b}$ MC. The figure of merit $S/\sqrt{B}$ is shown as a function of the leading and subleading $b$ $p_T$ cut. Each plot is scaled so that the value at 55/35 GeV (the cut used) is at 1.0. The black dot in each plot shows the bin with the highest significance.
Additional Control Regions and Fits for Higgs Pair Production

Figure L.1: Alternative background shapes are used to fit the $m_{\gamma\gamma}$ sidebands of the pair production signal region: (a) a linear fit, and (b) a second-order exponential ($e^{ax+bx^2}$). The signal region $|m_{\gamma\gamma} - m_h| > 5$ GeV is excluded from the fit. The fit shapes are constrained by the control regions, and the normalization is constrained by the signal region, as shown.
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