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Abstract
The reduced length scales inherent in nanoscale materials enable access to properties that are otherwise not achievable in bulk. The application of their novel structural and functional responses however is hindered by a lack of understanding of their mechanical behavior, which affects their assimilation into device fabrication as well as their reliability during performance. In contrast to bulk materials, nanoscale materials possess a non-negligible proportion of surface atoms, which can exert significant influence on the overall mechanical response. In addition, structures with small volumes can possess much lower defect densities, which could potentially be driven out of the volume instead of interacting and promoting traditional deformation behavior. Systematic experimental investigations will be crucial to developing the necessary understanding, although they remain challenging due to limited access to suitable test specimens and testing methodologies for directly extracting pertinent results. By employing a MEMS-based tensile testing system and a temperature-controlled cryostat configuration to test defect-free and -scarce Pd nanowhiskers, we have been able to systematically investigate some of the important deformation mechanisms in nanoscale single crystals.

We first address the elastic behavior in nanoscale crystals, which is predicted to differ from bulk behavior due to the reduced coordination of surface atoms. We measured size-dependent deviations from bulk elastic behavior in nanowhiskers with diameters as small as ~30 nm. In addition to size-dependent variations in Young’s modulus in the small strain limit, we measured nonlinear elasticity at strains above ~1%. In addition to providing the first measurements of higher-order elasticity in Pd, our study shows that the elasticity response in Pd nanowhiskers can be attributed to higher-order elasticity in the bulk-like core upon being biased from its equilibrium configuration due to the role of surface stresses in small volumes. Comparison of the size-independent values of δ in our nanowhiskers with studies on bulk FCC metals lends further insight into the role of length scales on both elastic and plastic mechanical behavior.

We then consider incipient plasticity in nanoscale Pd nanowhiskers, which is governed not by the initial motion of pre-existing dislocations but rather the nucleation of dislocations. Whereas nucleation strengths are weakly size- and strain-rate-dependent, strong temperature dependence is uncovered, corroborating predictions that nucleation is assisted by thermal fluctuations. We measure activation volumes as small as singular atomic volumes, which explain both the ultrahigh athermal strength as well as the temperature-dependent scatter, evident in our experiments and well captured by a thermal activation model. Our experiments highlight the pronounced probabilistic nature of surface dislocation nucleation, which is crucial input to device design using nanoscale building blocks.

In total, this body of work demonstrates that distinctly different processes are responsible for the deformation behavior in small volumes and underscores the importance of comprehensive characterization of material properties at the relevant length scales.
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ABSTRACT

DEFORMATION MECHANISMS IN PD NANOWHISKERS

Lisa Y. Chen
Daniel S. Gianola

The reduced length scales inherent in nanoscale materials enable access to properties that are otherwise not achievable in bulk. The application of their novel structural and functional responses however is hindered by a lack of understanding of their mechanical behavior, which affects their assimilation into device fabrication as well as their reliability during performance. In contrast to bulk materials, nanoscale materials possess a non-negligible proportion of surface atoms, which can exert significant influence on the overall mechanical response. In addition, structures with small volumes can possess much lower defect densities, which could potentially be driven out of the volume instead of interacting and promoting traditional deformation behavior. Systematic experimental investigations will be crucial to developing the necessary understanding, although they remain challenging due to limited access to suitable test specimens and testing methodologies for directly extracting pertinent results. By employing a MEMS-based tensile testing system and a temperature-controlled cryostat configuration to test defect-free and –scarce Pd nanowhiskers, we have been able to
systematically investigate some of the important deformation mechanisms in nanoscale single crystals.

We first address the elastic behavior in nanoscale crystals, which is predicted to differ from bulk behavior due to the reduced coordination of surface atoms. We measured size-dependent deviations from bulk elastic behavior in nanowhiskers with diameters as small as ~30 nm. In addition to size-dependent variations in Young’s modulus in the small strain limit, we measured nonlinear elasticity at strains above ~1%. In addition to providing the first measurements of higher-order elasticity in Pd, our study shows that the elasticity response in Pd nanowhiskers can be attributed to higher-order elasticity in the bulk-like core upon being biased from its equilibrium configuration due to the role of surface stresses in small volumes. Comparison of the size-independent values of $\delta$ in our nanowhiskers with studies on bulk FCC metals lends further insight into the role of length scales on both elastic and plastic mechanical behavior.

We then consider incipient plasticity in nanoscale Pd nanowhiskers, which is governed not by the initial motion of pre-existing dislocations but rather the nucleation of dislocations. Whereas nucleation strengths are weakly size- and strain-rate-dependent, strong temperature dependence is uncovered, corroborating predictions that nucleation is assisted by thermal fluctuations. We measure activation volumes as small as singular atomic volumes, which explain both the ultrahigh athermal strength as well as the temperature-dependent scatter, evident in our experiments and well captured by a thermal activation model. Our experiments highlight the pronounced probabilistic nature of
surface dislocation nucleation, which is crucial input to device design using nanoscale building blocks.

In total, this body of work demonstrates that distinctly different processes are responsible for the deformation behavior in small volumes and underscores the importance of comprehensive characterization of material properties at the relevant length scales.
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1 Introduction

Technological progress requires not only access to suitable materials but also a thorough understanding of their properties – both the mechanisms by which they operate as well as how to tune these properties. One of the earliest examples of the manipulation of materials to achieve superior properties can be traced back to the Bronze Age, where the introduction of tin into copper produced an alloy with much higher strength than any known pure metals [1]. Prior to the 19th century, progress was limited to a small pool of known materials and empirical knowledge of their properties; however, over the past century, systematic study of structure-property relationships has provided the knowledge essential to enabling deliberate and informed modification of material characteristics [2]. Examples of this stepwise progress include the development of the iron-carbon phase diagram [3] and the discovery of high electrical conductivity at elevated temperatures, which marked the beginning of research into semiconductors [4]. More recently, the ability to assemble materials – and thereby control their properties – at length scales near the atomic level has catalyzed many of the discoveries that have shaped the field of nanotechnology.

The growing interest in nanoscale materials is not driven only by a desire to create smaller, more portable and energy efficient devices but also to take advantage of the material properties that arise in extremely small structures. These include quantum confinement effects resulting in novel optical, electronic, and chemical characteristics,
such as high quantum yield fluorescence [5] and enhanced surface catalytic activity [6]. Superior mechanical properties exhibited by numerous material systems such as metal nanostructures and carbon nanotubes mark them as prime components for flexible electronics [7,8]. Additionally, structures at submicron length scales can interact directly with biological systems, and are thereby suited for potential life-saving applications such as drug delivery and early disease detection [9,10].

Many of the applications envisioned for these building blocks entail extreme environments and large or cyclic mechanical loads [11–16]. Like many other properties, the mechanical response differs greatly from bulk behavior, and a lack of understanding of the processes responsible for elastic and plastic deformation at the nanoscale is a detriment to device design and material modifications. Yield strength measurements in many material systems, including metals, ceramics, and semiconductors, have indicated deviation from bulk values even at micron length scales, as demonstrated early on by mechanical tests on whisker specimens [17–21]. Even with critical dimensions limited to microns, these structures exhibited roughly an order of magnitude greater strength than bulk. This high strength behavior was attributed to limited population of critical defects or weak spots in smaller volumes, supported by the increasingly higher strengths exhibited by testing subsequently fractured whisker segments [17,22]. Moreover, since the strength limit was determined by a much more discrete distribution of flaw strengths, measured strengths within even the same batch of materials exhibited large scatter, requiring new approaches in characterizing mechanical strength in order to account for this stochasticity [17,23].
The nanoscale brings more challenges to the forefront in understanding the deformation behavior in relevant materials. In particular, surface properties, including surface stresses and reconstructions, are expected to be very important in dictating deformation behavior in both the elastic and plastic regimes [24–28]. Material properties that were once considered immutable, such as the Young’s modulus, may display deviations not only due to size [29–33] but also higher-order effects that are expected at very large strains, which are accessible due to high strength [25,34,35]. Additionally, in the extreme limit where materials can be assembled into structures free of the defects that lower their strength in bulk, plastic deformation or fracture must proceed by alternative means [13,27,36–38]. Experimentally investigating these processes is often very challenging: access to high quality samples possessing the appropriate structure to target a specific inquiry (e.g. deformation in defect-free materials) is often a foremost obstacle to carrying out these studies [17,22,39]; even with the right model material, the process of harvesting, aligning, and securing specimens for testing is highly rate-limiting; and the lack of already standardized, suitable testing platforms and procedures necessitates the development of new methods and tools [40–45].

The purpose of this work is to provide further insight into the processes and mechanisms governing specific deformation responses in nanoscale crystalline materials. Due to widespread technological interest in the structural and functional properties of metal nanostructures, our experimental study focuses on the deformation mechanics of Pd nanowhiskers (NWs). In this first chapter, we cover some of the fundamentals of
deformation behavior in crystalline solids and provide context for the specific questions we aim to address.

1.1 Fundamentals of Elastic Deformation

While there are many methods that can be used to characterize the mechanical response of a material, the tensile test is the most widely used. This involves applying uniaxial load to a given specimen, from which many of the most fundamental properties and deformation characteristics of a material can be directly obtained by evaluating the relationship between stress and strain. For a uniaxial load \( P \), the stress \( \sigma \) over the specimen’s initial cross section \( A_0 \) is:

\[
\sigma = \frac{P}{A_0} \tag{Eq. 1-1}
\]

The response to the load will be an elongation of original length \( l_0 \) to final length \( l \), and the difference is the strain \( \varepsilon \):

\[
\varepsilon = \frac{l - l_0}{l_0} \tag{Eq. 1-2}
\]

Up to a certain displacement, the mechanical response will be elastic, where upon release of the load the specimen will return to its original configuration.

For many materials, including metals, ceramics, and semiconductors, the initial elastic regime is defined by a linear correlation between stress and strain (or load and displacement), much like an ideal spring. Hence, Hooke’s Law, which relates force and
displacement in an ideal spring, can be rewritten to relate stress and strain through the material stiffness \( E \), known as Young’s modulus:

\[
\sigma = E\varepsilon \quad \text{Eq. 1-3}
\]

While the Young’s modulus is considered a fundamental material property, Eq. 1-3 represents a very specific case of uniaxial tension applied to an isotropic or randomly-oriented polycrystalline sample; however, most engineering materials are elastically anisotropic and many applications involve non-uniaxial loading states. In general, the stress and strain are symmetric second-rank tensors related through the stiffness tensor \( C_{ijkl} \) (or its inverse, the compliance tensor \( S_{ijkl} \)), where:

\[
\sigma_{ij} = \sum_{k,l=1}^{3} C_{ijkl} \varepsilon_{kl} \quad \text{Eq. 1-4}
\]

\[
\varepsilon_{ij} = \sum_{k,l=1}^{3} S_{ijkl} \sigma_{kl} \quad \text{Eq. 1-5}
\]

Due to the symmetry of the stress and strain tensors (e.g. \( \varepsilon_{12} = \varepsilon_{21} = \varepsilon_{xy} \)), \( C_{ijkl} \) and \( S_{ijkl} \) can be reduced from the original 81 terms to 36 independent components. Additionally, in the case of the cubic crystal lattice, there are only three independent components which can be related to stress and strain in the three orthogonal directions:
With the three independent components, one can then calculate the Young’s modulus for a single crystal:

\[
\frac{1}{E} = S_{11} - 2\left(S_{11} - S_{12}\right) - \frac{1}{2} S_{44} \left(l_1^2 l_2^2 + l_2^2 l_3^2 + l_3^2 l_1^2\right)
\]

Where \(l_1, l_2,\) and \(l_3\) are direction cosines relative to the <100> direction.

### 1.2 Higher-order and Size-dependent Elasticity

The magnitudes of the stiffness or compliance tensor components are related to the interatomic potential, which results from a balance of the long-range attractive and short-range repulsive forces between atoms. This minimum of this sum corresponds to zero net force and determines the equilibrium spacing between atoms; hence, a periodic arrangement of this minimum determines the structure of the crystal lattice. The stiffness associated with displacing a fully-coordinated atom from its equilibrium position is related to the curvature of this potential. Hence, for displacements that do not deviate far from the equilibrium position, this stiffness, defined by the curvature \(\frac{\partial^2 U}{\partial x^2}\) at \(x = x_0\), is assumed to be constant (Figure 1-1) [46].
Figure 1-1 Schematic of the interatomic potential energy curve. The curvature of the potential energy minimum determines the (low-strain) elastic stiffness.

In reality, the elasticity of a crystalline material is a function of strain, becoming nonlinear at higher strains, and is directly tied to lattice anharmonicity (Figure 1-2).

Figure 1-2 Nonlinear elasticity measured in Cu whiskers. From Ref. [34]. Copyright 1973 by The American Physical Society)
Several important material properties are defined by this anharmonic regime, including thermal expansion [46–48], phonon interactions [46,49,50], and temperature- and pressure-dependence of elastic constants [51–53]. Measurements of anharmonicity in bulk materials have often been performed through ultrasound velocity measurements or microwhisker tensile testing, the latter of which requires the introduction of large stresses. For mechanical testing, the constitutive relationship of Eq. 1-3 can be expanded to account for higher-order effects:

$$\sigma = E\varepsilon + D\varepsilon^2 + \ldots$$  \hspace{1cm} \text{Eq. 1-8}$$

We note that this relationship has been used in evaluating the large-strain elastic response of other nanostructures such as graphene [26,35,54]. $D$ can be expressed in terms of the third-rank stiffness tensor $C_{iklmn}$, which has six independent terms for cubic crystals [55]. Assuming that $\nu$, the ratio between the transverse and axial strains, is the same for both transverse directions and expressing $C_{iklmn}$ in Voigt notation:

$$D = C_{111} + 4\nu C_{112} + 2\nu^2 C_{112} + 2\nu^2 C_{123}$$  \hspace{1cm} \text{Eq. 1-9}$$

Likewise, an inverse relationship can be developed for strain as a function of stress:

$$\varepsilon = \left(\frac{\sigma}{E}\right) + \delta \left(\frac{\sigma}{E}\right)^2$$  \hspace{1cm} \text{Eq. 1-10}$$

Here, nonlinearity is characterized by the stress-expanded parameter $\delta$ [49,56,57].
As shown in Table 1-1 for various FCC metals, the measured nonlinearity is both material- and orientation-dependent. While it has been feasible to quantify the nonlinearity in a number of materials, these experiments are very much limited by the onset of plastic relaxation mechanisms that occur at low stresses relative to the nonlinear elastic regime \[34\]. Recent advances in mechanical testing allow for investigating the response of nominally defect-free crystalline nanostructures in which stresses near theoretically predicted levels are required for plasticity to occur \[40,44,58\], although rarely has nonlinear elasticity’s role at the nanoscale been addressed.

### Table 1-1 Nonlinearity parameters for different FCC transition metals determined either directly from tensile stress-strain data or indirectly from calculations using second- and third-order elastic constants from sound velocity measurements.

<table>
<thead>
<tr>
<th>Element</th>
<th>(\delta_{100})</th>
<th>(\delta_{110})</th>
<th>(\delta_{111})</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>-4.4</td>
<td>8.9</td>
<td>2.1</td>
<td>Tensile testing – whiskers [59]</td>
</tr>
<tr>
<td>Ag</td>
<td>-3.7</td>
<td>8.5</td>
<td>---</td>
<td>Tensile testing – whiskers [57]</td>
</tr>
<tr>
<td>Au</td>
<td>-4.51</td>
<td>10.57</td>
<td>3.73</td>
<td>Sound velocity [60]</td>
</tr>
<tr>
<td>Ni</td>
<td>-3.33</td>
<td>2.88</td>
<td>2.11</td>
<td>Sound velocity(^a) [56]</td>
</tr>
</tbody>
</table>

\(^a\) These \(\delta\) values were actually calculated from the second- and third-order elastic constants of two separate studies, as opposed to being directly measured from the same body of experiments.

Despite the lack of understanding of nonlinear elasticity, nanoscale volumes comprising large fractions of miscoordinated atoms residing at surfaces and interfaces are expected to play an increasingly important role in deformation behavior. Nanostructures such as thin films and nanowires are essentially composites of atomically miscoordinated surfaces (and edges) encompassing a bulk-like core; therefore, it should be expected that
the relative contributions of surface and bulk effects on elastic behavior are roughly correlated to the surface-to-volume ratio [26,35,61].

In investigating material properties at the nanoscale, observed deviations from bulk behavior are often analyzed within the framework of surface contributions attributed to the reduced number of nearest neighbors at the surface [32,62–65]. Similar to a liquid, there is a surface energy $\gamma$ associated with the reversible work to create a new surface as well as a surface stress $\tau$ to elastically stretch the surface [65]. Whereas in a liquid, $\gamma = \tau$ because atoms can readily flow to the surface and maintain a constant areal density, this is not the case in a solid, where the number of atoms remain the same while the area changes. Rather, the quantity of the surface stress will be dependent on the strain and can be related to the surface energy as follows:

$$\tau(\varepsilon) = \gamma + \frac{\partial \gamma}{\partial \varepsilon}$$

Eq. 1-11

Because the bonding environment is different at the surface, both the equilibrium spacing of surface atoms as well as the stiffness of the bonds between atoms will be different from the of fully-coordinated bulk atoms. The latter is accounted for by modeling the various structures as composites, e.g. bulk-like core encapsulated in a shell with different elastic properties [32]. The consequence of the former is a surface-induced initial stress state in the bulk: in perfect registry with the bulk, a surface will have an initial stress $\tau_0$, which can be relaxed elastically with strain induced in the bulk [30,32].

$$\tau(\varepsilon) = \tau_0 + S\varepsilon$$

Eq. 1-12
These surface effects have been considered in a number of analytical continuum models [30–32,66–69] as well as atomistic simulations [25,32,70]. While these models have demonstrated how size-dependent elastic behavior can manifest for very small sample dimensions, the critical characteristic length scale at which deviations from bulk occur is about 10 nm or smaller, which is much smaller than the sizes at which changes in apparent elastic behavior occur [29,32,33] (Figure 1-3). McDowell et al. performed atomistic simulations to investigate the influence of features in real nanowires such as surface roughness and faceting and found that these could not account for the observed experimental behavior [71].

Within the body of experimental literature there are also many contradictions. Most experimental studies on the size-dependent elastic behavior of nanowires have employed bending or resonance tests and yielded very different results even within the same material (Figure 1-3) [67–69,72–79]. For example, studies on various Ag nanowires have identified both size-dependent [69,72] and –independent [75] deviations from bulk E as well as no deviations at all [77]. Some of the discrepancies can be attributed to the measurement methods, such as the poorly defined boundary conditions and increasing axial strains when performing bending tests [75,77]. Additionally, sample quality is important in these tests with respect to contamination and surface roughness have been cited as issues in some of these experiments [29,69].
Measurements of apparent elastic modulus in FCC nanowires. For comparison purposes, elastic modulus values $E$ and nanowire diameter $d$ are normalized with respect to the bulk Young’s modulus $E_{\text{bulk}}$ and lattice parameter $a$. Data included are from Refs. [67,68,72,74,77,80].

However, a primary limitation present in most studies, both experimental and theoretical, is that they only address changes in the linear elastic behavior. Given the significant relaxation strains these structures can undergo, there has been a push to incorporate higher-order elasticity in order to more accurately reflect material behavior [81–83]. In particular, a number of studies using molecular statics have proposed that bulk nonlinear elasticity is the source of size-dependent changes in elastic modulus in nanowires undergoing high surface-induced relaxations [26,35,82]. Since the surface stress would drive the bulk to compressively relax for very small diameters, the apparent elastic modulus of a nanowire is directly related to the strain to which it relaxes. This relaxation strain, measured by the difference between the compressed and unstrained lattice parameter along the axial direction, is directly correlated with the elastic modulus in the bulk material at the same applied strain (Figure 1-4). Thus for orientations with
very large nonlinearity, the apparent elastic modulus of the nanowire changes rapidly as a function of size.

**Figure 1-4** Direct correlation between nonlinear elasticity of bulk gold and the stiffness of gold nanowire cores under different relaxation or equilibrium strain, from Ref. [26] (Copyright 2004, with permission from Elsevier).

Both anharmonicity and increasing surface influence are expected to be important for elastic behavior at large strains in nanoscale materials. Moreover, if the small-strain elastic behavior is affected by relaxation, the apparent elastic behavior at large strains should be as well, and this effect has not been considered at all either computationally or experimentally. Such experiments would provide new insight into the mechanisms governing elasticity at reduced dimensions, and greater understanding of the interactions between bulk-like interiors and surfaces could also potentially inform on mechanical behavior beyond the elastic regime.
1.3 Plastic Deformation in FCC Metals

When sufficient load is applied to a material, it can no longer sustain elastic deformation and permanently deforms. In an ideal crystal, this is the load required to shear or separate two atomic planes and is therefore directly related to the strength of interatomic bonds. This is illustrated in Figure 1-5 where the top row of atoms are moving to the right with respect to the bottom row. As mentioned in the last section on the interatomic potential, the equilibrium positions correspond to minima in the potential energy. Thus the potential energy as a function of displacement, as well as the stress required to move to each position, can be approximated by a sinusoidal curve. The latter can be expressed with respect to the maximum theoretical shear strength $\tau_{th}$ and equilibrium interatomic spacing $b$ as

$$\tau(x) = \tau_{th} \sin \frac{2\pi x}{b}$$

Eq. 1-13
Figure 1-5 Schematic of the periodic nature of the lattice. $U(x)$ represents the potential energy as a function of position, $\tau(x)$ represents the corresponding shear stress required to move the top row of atoms to the right (purple arrow), and $a$ and $b$ are the interplanar and equilibrium interatomic spacings, respectively.

For shear deformation, the relationship between $\tau$ and shear strain $\gamma$

$$\tau = \mu \gamma$$  \hspace{1cm} \text{Eq. 1-14}

Where $\mu$ is the shear modulus, the elastic stiffness within the shear plane. For small displacements, $\gamma \approx x/a$, where $a$ is the interplanar spacing (Figure 1-5). By equating Eq. 1-13 and Eq. 1-14 and approximating $\sin \frac{2\pi x}{b}$ as simply $\frac{2\pi x}{b}$ for small strains, one obtains

$$\tau_{sh} \approx \frac{\mu b}{2\pi a}$$  \hspace{1cm} \text{Eq. 1-15}
Since for most crystals, \(a\) and \(b\) are of the same order, Eq. 1-15 can be simplified to yield an approximation of the theoretical shear strength of a perfect crystal:

\[
\tau_{th} \approx \frac{\mu}{2\pi}
\]

**Eq. 1-16**

For most common metals employed in structural applications, \(\tau_{th}\) is on the order of 1-20 GPa; however, the experimental yield strengths for bulk materials can be lower by up to 4 orders of magnitude [84]. This is due to the presence of pre-existing defects that initiate permanent deformation at much lower applied stress and dramatically affect the plastic response. Line defects known as dislocations are one of the most important defects in crystalline materials and have been crucial for elucidating the properties and mechanical response of crystalline materials. Even before the invention of the transmission electron microscope (TEM) that facilitated direct observations of such defects [85,86], the concept of dislocations as a mechanism explaining the discrepancy between the theoretical strength in perfect crystals and the actual measured strength in real crystals was developed [87–90]. While it is widely known for explaining the ductile behavior and work hardening abilities in metals relevant to structural applications for many centuries prior, it has also informed other poorly understood phenomena in crystalline materials such as rapid crystal growth [91–93] and the occurrence of “mosaic” microstructures [94].

The structural role of dislocations extends well beyond plastic deformation and flow: for example, their organization within grains and at grain boundaries are important for facilitating diffusion-less phase transformations [95] and governing corrosion
behavior in alloys [96]. In functional settings, dislocations can alter the electronic properties in semiconductor [97] and piezoelectric materials owing to the perturbation of the otherwise perfect lattice in the vicinity of the defect, which can introduce distinct electronic states or induced local electric fields. Indeed, dislocations have been reported to degrade optoelectronic response in epitaxially layered systems such as heterojunction solar cells and light emitting diodes [98], augment phase change behavior in electronic memory devices [99], and limit electron mobility enhancements in strained field effect transistors [100]. Rational device design with long-term reliability in mind, thus, hinges on a thorough scientific understanding of dislocations.

Dislocations move by breaking one “line” of atomic bonds at a time rather than all bonds at once in order to shear a crystal across a plane (Figure 1-6).

![Figure 1-6 Schematic of dislocation slip. Beginning with a perfect single crystal in (a), slip between the top and bottom half commence from the left. The slip plane extends in and out of the page along the dotted line in (b) and the slip direction is towards the right. The red arrow indicates the “half-plane” structure characteristic of edge dislocations and the edge dislocation symbol $\perp$ represents the core of the dislocation line, which extends into the page. Finally in (c) the edge dislocation has fully sheared the crystal and exited from the opposite site. (Adapted from Ref. [87], Copyright 1934, The Royal Society).](image-url)
The plane and crystallographic direction in which the dislocation operates defines the slip system and corresponds to the shortest and least resistive paths between equilibrium positions, which often is in the close-packed direction in the close-packed plane. For FCC materials, the slip system for a full dislocation is in the \{111\} plane along the \[[\overline{1}01]\] direction; however, it is also possible to travel the same net path on \{111\} via two sequential partial dislocations along \[[\overline{2}11]\] and \[[\overline{1}\overline{1}2]\] (Figure 1-7). The magnitude and direction of lattice distortion resulting from slip in these systems is quantified in their Burgers vector, $b = \frac{a}{2}[01\overline{1}]$, and $b = \frac{a}{6}[\overline{2}11]$ and $b = \frac{a}{6}[\overline{1}\overline{1}2]$, respectively, where $a$ is the lattice parameter. Since the strain energy associated with the lattice distortions $E \propto \mu b^2$, in the absence of other obstacles the dissociation of the full dislocation is more energetically favorable [84]. Given that the leading and trailing partials have similar vector components, they will tend to repel each other and create stacking faults, regions where the atomic stacking order changes to that of hexagonal close-packed crystals [84]. Since the change in stacking can increase the total energy of the crystal, the separation between the partials is balanced by this energy gain and is thus inversely proportional to the stacking fault energy $\gamma_{SF}$ [101]:

$$d = \frac{\mu b_1 b_2}{2\pi\gamma_{SF}} \quad \text{Eq. 1-17}$$

Where $b_1$ and $b_2$ are the partial dislocation Burgers vectors indicated in Figure 1-7. If partials nucleate on successively adjacent planes, this creates a twin, where the original crystal orientation is reflected about the interfacing \{111\} plane. Given the abundant
number of slip systems in bulk FCC metals, twinning during deformation is rarely observed except at high strain rates and cryogenic temperatures [2,84].

Figure 1-7 Slip on a \{111\} FCC plane. An atom at the initial position can reach the final position by either slipping via two partial dislocations (paths 1 and 2 together) or a full dislocation (path 3).

Whereas the creation of a dislocation in a pristine lattice via nucleation would require strengths near \(\tau_{th}\), dislocations are often already formed during the fabrication and processing of bulk materials require a much lower critical level of stress to mobilize. For a given applied tensile load \(\sigma\), the resolved shear stress \(\tau_{RSS}\) is:

\[
\tau_{RSS} = \sigma \cos \phi \cos \lambda
\]

Eq. 1-18

Where \(\phi\) is the angle between the tensile direction and the normal of the slip plane and \(\lambda\) is the angle between the slip and tensile directions.

For ductile materials, once it yields it will undergo plastic flow over a large strain range, which consists of two components [102]. The first involves the long-range elastic interactions between dislocations and features of the microstructure, including grain
boundaries and other dislocations. Their strength varies primarily with the elastic constants of the lattice and therefore is rather weakly dependent on temperature. The second contribution to flow occurs when dislocations encounter local obstacles, which must be overcome with a combination of very high stresses as well as thermal vibrations in the lattice [103]. While localized over small volumes, these thermally activated processes are important as they are the primary origins for temperature dependence in measured flow stresses of materials.

1.3.1 Thermally Activated Plastic Flow

These local glide events are often modeled within the framework of transition state theory (TST) [103–106], which describes the kinetic process of going from one stable equilibrium state to another [107]. The progress of advancement from the initial to the final state is measured by the reaction coordinate, and between the initial and final states is a local maximum that corresponds to an activated configuration [108]. The energy difference between the initial state and the activated state is the activation energy $Q_{act}$ (Figure 1-8).
Figure 1-8 Schematic of energy along the reaction coordinate for a thermally activated process.

In the full configurational space, this maximum is in fact a saddle point, i.e. it is the peak of the minimum energy path between the initial and final states and a stable equilibrium state with respect to all other degrees of freedom except along the reaction coordinate [109,110]. A key assumption is that the measured process does in fact traverse this minimum energy path as opposed to other possible (non-equilibrium) energetic pathways [103,108,109]. For $Q_{act}$, the rate $\nu$ at which a reaction proceeds across the activated state is related via the Arrhenius expression:

$$\nu = f \exp\left(\frac{-Q_{act}}{k_B T}\right)$$  \hspace{1cm} \text{Eq. 1-19}
Where $k_B$ is the Boltzmann constant, $T$ is the absolute temperature, and $f$ is an effective attempt frequency. The exponential term describes the probabilistic likelihood of the system in question having a thermal fluctuation with energy greater than or equal to $Q_{\text{act}}$. For thermally activated processes in solid materials, the attempt frequency $f$ is usually related to vibrations in the lattice that contribute to the forward reaction.

When there is no mechanical work being performed on the system, $Q_{\text{act}}$ is represented as the Helmholtz free energy of activation $\Delta F_{\text{act}} = \Delta U_{\text{act}} - T\Delta S_{\text{act}}$, where $\Delta U_{\text{act}}$ is the activation (potential) energy and $\Delta S_{\text{act}}$ is the activation entropy [108]. When external work is applied, the Gibbs free energy of activation is used: $\Delta G_{\text{act}} = \Delta U_{\text{act}} - \Delta W_{\text{act}} - T\Delta S_{\text{act}} = \Delta H_{\text{act}} - T\Delta S_{\text{act}}$, where $\Delta H_{\text{act}}$ is the activation enthalpy [108,111]. When $\Delta W_{\text{act}}$ is zero or constant, the entropy contribution can be treated as a constant and incorporated into the attempt frequency.

$$\nu = f \exp\left(\frac{\Delta S_{\text{act}}}{k_B T}\right) \exp\left(-\frac{(\Delta U_{\text{act}} - \Delta W_{\text{act}})}{k_B T}\right) = f_s \exp\left(-\frac{\Delta H_{\text{act}}}{k_B T}\right) \quad \text{Eq. 1-20}$$

This formulation suggests that the role of entropy is primarily in the form of contributions to thermal vibrations. The entropy, $\Delta S_{\text{act}} = -\frac{\partial \Delta G_{\text{act}}}{\partial T}_{\sigma}$, in general may be a strong function of stress (e.g. thermal expansion [103,112], changes in atomic vibration frequency due to large displacements and higher-order elasticity) and will be a maximum with $\sigma = 0$. Assuming weak temperature dependence of $\Delta S_{\text{act}}$, which can be valid for large temperature ranges about room temperature [103,111], there is an upper
temperature bound $T_M$ where the energy barrier disappears, i.e. \( \Delta U_{\text{act}} - T_M \Delta S_{\text{act}} = 0 \). For processes in a bulk crystal, such as dislocation glide, the temperature dependence is often associated with shear modulus $\mu$; therefore, near room temperature, where $\mu$ changes very little, the apparent $T_M$ can be at or above the bulk melting temperature [111,112].

For various processes in crystalline solids, such as diffusion or dislocation glide, the effective attempt frequency is often assumed to be on the order of – if not identical to – the atomic vibration frequency. This can be clearly illustrated in the statistical mechanics treatment of TST by Vineyard as applied to atomic self-diffusion in a crystal [109]. Evaluating $\nu$ yields:

$$
\nu = \frac{1}{3N-1} \prod_{j=1}^{3N} \nu_j \exp \left( -\frac{\Delta U_{\text{act}}}{k_B T} \right)
$$

For a crystal with $N$ atoms, $3N$ is the total number of degrees of freedom, and $\nu_j$ and $\nu_j'$ represent the frequencies of vibration for the initial and activated states associated with each degree of freedom, respectively. Thus, in the activated state, there is one less degree of freedom as vibration along the reaction coordinate would result in decomposition to some final state. Within the harmonic approximation, one can assume that the vibrations at the saddle point are similar to those at the initial state except for one, such that $f_s$ reduces the atomic frequency of the moving atom at its initial site [109]. As $f$ is already assumed to be the atomic frequency, this leads to $\exp \left( \frac{\Delta S_{\text{act}}}{k_B T} \right) \sim 1$. 

Eq. 1-21
For obstacle-limited dislocation glide, the nucleation rate is determined by the measurable plastic steady-state strain $\dot{\gamma}$, where

$$
\dot{\gamma} = \dot{\gamma}_0 \exp\left( -\frac{\Delta G_{act}}{k_B T} \right) \tag{1-22}
$$

Here, $\dot{\gamma}_0$ is the strain rate in the absence of local barriers, governed by the dislocation density and mobility [103,104]. For various experiments on metal systems, $\dot{\gamma}_0$ is on the order of $10^6$ s$^{-1}$ for dislocation glide overcoming discrete barriers [104]. Additionally, the stress contribution is expressed as $\Delta G_{act}(\sigma) = \Delta F_{act} - \Delta W_{act}(\sigma)$, where $\sigma$ is the applied stress [103]. This leads to the concept of an athermal obstacle strength $\sigma_{ath}$, or the strength required to move a dislocation around or through an obstacle in the absence of thermal fluctuations:

$$
\Delta G_{act}(\sigma, T) = \Delta U_{act} - \sigma \Omega = \Delta U_{act} \left( 1 - \left( \frac{\sigma}{\sigma_{ath}} \right)^p \right)^q \tag{1-23}
$$

In the case of work-hardened pure metals, for example, $\Delta G_{act}$ is taken to be $\mu b^3$ (on the order of 1eV) and $\sigma_{ath} = \mu b/l$, where $l$ is inversely related to the density of forest dislocations [113]. Here, $\Omega$ is the activation volume and $p$ and $q$ are exponents related to the glide resistance profile and distribution of different obstacles. $\Omega$ at a fixed temperature is defined as $\Omega(\sigma) = -\frac{\partial \Delta G_{act}}{\partial \sigma} \bigg|_T = -k_B T \frac{\partial \ln(\dot{\gamma}/\dot{\gamma}_0)}{\partial \sigma}$. While not strictly a physical volume, it is directly related to the volume undergoing deformation. For many processes, the work is modeled as proportional to $\sigma b \Delta a$ (plus additional terms depending
on the process), where \( \sigma \) is an effective applied stress, \( b \) is the Burger’s vector, and \( \Delta a \) is the area of the associated slipped region; hence, the activation volume is directly related to \( b\Delta a \). While this provides a physical picture for the process of interest, it should be noted that the stress often performs work both on and around the slip region. For the operation of traditional Frank-Read sources, the activation volume is on the order of 100-1000\( b^3 \), which is consistent with observed rate-insensitivity of yield in bulk crystals. In contrast, activation volumes as small as 20\( b^3 \) have been measured for nanocrystalline metals [114]. The stress dependence of \( \Omega(\sigma) \) is determined by \( p \) and \( q \), which in the simplest case, e.g. for regularly distributed, box-shaped obstacles, \( p = q = 1 \), whereas for randomly distributed obstacles of various shapes, the ranges found in most experiments are \( 0 \leq p \leq 1 \) and \( 1 \leq q \leq 2 \) [104].

To more clearly illustrate the joint temperature and stress dependences of the activation free energy, we derive here a form for \( \Delta G_{act} \) that will be used extensively in our analysis in Chapter 4. For simplicity, we will assume that for the stress dependence (Eq. 1-23), \( p = q = 1 \). Where there is no applied stress,

\[
\Delta G_{act}\big|_{\sigma=0} = \Delta F_{act} = \Delta U_{act} - T\Delta S_{act}\big|_{\sigma=0} = \Delta U_{act}\left(1 - T\frac{\Delta S_{act}}{\Delta U_{act}}\right)
\]

Eq. 1-24

Equating this to the situation where the free energy barrier is overcome, \( \Delta U_{act}(1 - T/T_M) = 0 \), where \( T_M \) is the characteristic temperature at which the energy barrier is eliminated, we obtain
\[ \Delta S_{act}\big|_{\sigma=0} = \frac{\Delta U_{act}}{T_M} \quad \text{Eq. 1-25} \]

Likewise, we can obtain a maximum or athermal activation volume \( \Omega_{ath} \) by considering the case when \( T = 0 \) K:

\[
\Delta G_{act}\big|_{T=0} = \Delta H_{act} = \Delta U_{act} - \sigma \Omega_{ath} \quad \text{Eq. 1-26}
\]

\[
= \Delta U_{act} \left(1 - \sigma \frac{\Omega_{ath}}{\Delta U_{act}}\right)
\]

Equating the above expression to determine the threshold stress required for the activated state in the absence of thermal energy \( \Delta U_{act} (1 - \sigma/\sigma_{ath}) = 0 \) leads to:

\[
\Omega_{ath} = \frac{\Delta U_{act}}{\sigma_{ath}} \quad \text{Eq. 1-27}
\]

In the most general case there will be both finite temperature and strain, and so the full form of the activation free energy must be evaluated:

\[
\Delta G_{act}(\sigma,T) = \Delta U_{act} - T \Delta S_{act} - \sigma \Omega \quad \text{Eq. 1-28}
\]

\[
= \Delta F_{act} - \sigma \Omega
\]

\[
= \Delta F_{act} \left(1 - \sigma \frac{\Omega}{\Delta F_{act}}\right)
\]

This leads to a threshold stress quantity required to overcome the barrier at finite temperature (reduced by a factor of \( T \Delta S_{act} \)), which may or may not be temperature dependent:

\[
\sigma_{\max}(T) = \frac{\Delta F_{act}(T)}{\Omega(T)} \quad \text{Eq. 1-29}
\]
From this relationship, one can consider two possibilities: the first is that \( \Omega \) is temperature independent and therefore equivalent to \( \Omega_{\text{ath}} \), in which case the denominator is a constant and the temperature dependence arises from that of \( \Delta F_{\text{act}} \), i.e.
\[
\sigma_{\text{max}}(T) = \frac{\Delta F_{\text{act}}}{\Omega} (1 - T/T_M);
\]
the second possibility is that \( \Omega \) is in fact temperature dependent and shares the same temperature dependence as \( \Delta F_{\text{act}} \) (and thus of \( \Delta G_{\text{act}} \)), which leads to
\[
\frac{\Delta U_{\text{act}}(1 - \frac{T}{T_M})}{\Omega_{\text{ath}}(1 - \frac{T}{T_M})} = \sigma_{\text{max}}(T) = \sigma_{\text{ath}} \quad \text{Eq. 1-30}
\]

Using this relationship and Eq. 1-27, the full expression for the activation free energy in terms of the threshold temperature and stress can be determined:
\[
\Delta G_{\text{act}} = \Delta U_{\text{act}} - T\Delta S_{\text{act}} - \sigma\Omega
\]
\[
= (\Delta U_{\text{act}} - \sigma\Omega_{\text{ath}}) \left(1 - \frac{T}{T_M}\right)
\]
\[
= \Delta U_{\text{act}} \left(1 - \frac{\sigma}{\sigma_{\text{ath}}}\right) \left(1 - \frac{T}{T_M}\right)
\]

Eq. 1-31

It should be noted that in Eq. 1-30, \( \Delta F_{\text{act}} \) for finite stress was assumed to be the same as \( \Delta F_{\text{act}} \) for \( \sigma = 0 \) (Eq. 1-24), which may not necessarily be true as \( \Delta S_{\text{act}} \) can also be stress-dependent, i.e. \( \Delta F_{\text{act}}(\sigma) = \Delta U_{\text{act}} - T\Delta S_{\text{act}}(\sigma) \). However, in taking an analogous approach to Eq. 1-28 by using \( \Delta G_{\text{act}} = \Delta H_{\text{act}} - T\Delta S_{\text{act}} \) in order to solve for \( T_{\text{max}}(\sigma) \), one can likewise assume that the stress dependence of \( \Delta S_{\text{act}} \) is the same as that of \( \Delta H_{\text{act}} \):
\[
\frac{\Delta H_{\text{act}}(\sigma)}{\Delta S_{\text{act}}(\sigma)} = \frac{\Delta U_{\text{act}}(1 - \frac{\sigma}{\sigma_{\text{ath}}})}{\Delta S_{\text{act}}(\sigma = 0)(1 - \frac{\sigma}{\sigma_{\text{ath}}})} = T_{\text{max}}(\sigma) = T_M \quad \text{Eq. 1-32}
\]
Which enables the factoring out of \((1 - T/T_M)\) in the numerator Eq. 1-30. Introducing these results into the full expression for \(\Delta G_{\text{act}} = \Delta H_{\text{act}} - T\Delta S_{\text{act}}\) will again have it reduce to the result presented in Eq. 1-31.

### 1.3.2 Size-dependent Strength in Crystalline Materials

Introducing microstructural features into the lattice in order to increase the energy required for dislocation slip is the basis for many of the strengthening treatments traditionally used on engineering metals [2,84]. The successful implementation of these methods, however, relies on mechanisms that primarily operate in bulk materials. In the mid-20th century, Brenner performed some of the first tensile tests on metal whiskers, where permanent deformation proceeded via other mechanisms entirely [17,18,115]. These whisker samples exhibited strengths much higher than bulk metals for diameters \(d < 25\mu m\) [17,22]; the measured strengths exhibited significant scatter, although most of the data fit a rough relationship of \(\sigma \propto \frac{1}{d}\) [17]. Similar trends were observed in other material systems such as ceramics [19,20] and semiconductors [21,116], which led to a general consensus that increased strength was due to decreased defect populations as well as a much more discrete distribution of critical strengths associated with these defects [22].

Brenner had also considered the possibility that reduced dimensions could inherently strengthen these weak points in a material that deforms by dislocation mechanisms [22]. The large strains observable in annealed bulk metals necessitated the generation of further dislocations to sustain ductility after the pre-existing ones glide
through. This can occur via the activation of pinned dislocation segments known as Frank-Read sources, where the strength required to bow out new dislocations from the original source scale inversely with the distance between the pinning points [84,117]. Thus if the critical dimensions of a specimen are comparable to the typical length between pinning obstacles in Frank-Read sources (on the order of microns [22]) this can give rise to source truncation, where the external dimensions of the specimen control the critical strength for plastic yield [118–123]. This model, along with the proposal of source exhaustion [118,121,124–126], where dislocations are mechanically annealed out of the volume during deformation, are the two main mechanisms that have been proposed for the size-dependent strengthening observed in more recent pillar tests.

The large volume of results for pillar and nanowire deformation have supported what appears to be a universal relationship between strength and size among samples with initial dislocation densities [127]. Dou and Derby proposed that this relationship takes on the form of

$$\frac{\tau_{\text{RSS}}}{\mu} = A \left( \frac{d}{b} \right)^{-m}$$  \hspace{1cm} \text{Eq. 1-33}

Where $A$ and $m$ are empirical constants [128]. For pillar compression [121,122,129–131] and tension [118,132] tests as well as a number of studies on nanowire plasticity [133,134], there is general agreement with the proposed constant of $m \sim 0.6$ for FCC crystals (Figure 1-9). This power law has also been applied to evaluate size-dependent strength in BCC and HCP micro- and nanostructures, yielding different (often lower) $m$ [127,128], which has been supported by atomistic simulations clearly indicating the very
different dislocation mechanisms inherent in these crystal structures [135]. However, what remains still unclear is the mechanism that dictates the value of the power law exponent.

**Figure 1-9** Experimental measurements of the strength of FCC single crystal micro- and nanostructures under uniaxial deformation. The dotted slope represents the power-law relationship between size and strength that has been seen in many of these studies. The gradient along the top of the plot indicates the range of $\tau_0$. Nanowhisker specimens similar to the ones in this work are indicated by markers with thick black borders. Size is normalized with respect to the full burgers vector, whereas strength is calculated with respect to either the full or partial burgers vector for specimens with or without pre-existing dislocations, respectively. Data was obtained from Refs. [18,39,67,121,124,129,131–134,136–139].

One major counterexample to the “universal” law is from Bei et al., who, by controlling the defect density in Mo-alloy fibers, were able to demonstrate the tunability of strength and plastic deformation in these structures [140]. Defects via pre-straining were introduced into the fibers by compressing the NiAl matrix in which they were
solidified. At the extremes of no pre-strain and 11% pre-strain, strength was generally found to be size-independent, with 0% pre-strain samples exhibiting high strengths similar to dislocation-free structures and 11% pre-strain samples behaving like bulk Mo. Only at intermediate pre-strains values was there observable size dependence accompanied by significant scatter. This illustrates that by simply changing the original configuration and concentration of defects, it is possible to achieve a variety of deformation responses.

This importance on initial dislocation density is further alluded to by some of the data sets in Figure 1-9, which consist of specimens mostly free of pre-existing dislocations. These include whiskers grown via halide reduction [18], defect-free nanowhiskers produced by physical vapor deposition [39,139,141], and cold-welded nanowires [136]. Some of these specimens do not fall on the trend line at all, such as the silver whiskers and gold nanowires, whereas the nanowhisker specimens may show similar or greater size dependence. As these specimens are generally free of pre-existing carriers of plasticity, they rely on processes such as surface dislocation nucleation to plastically deform and hence would not necessarily exhibit the same size dependences as non-defect-free specimens. On the other hand, predictions and calculations have suggested that the strength in defect-free systems should be weakly size-dependent [110,140] except in the presence of non-negligible surface stress at very small diameters [25,142], and this does not appear to be the case for the tested nanowhiskers.

Computational studies into dislocation nucleation have shown that these structures demonstrate very pronounced tension-compression asymmetry not observed in
pillar specimens. This is due to combined effects of surface stress-induced relaxations, asymmetries in the Schmid factors of the first nucleating partials, and asymmetry in the associated generalized stacking fault energy curves [24–26,28]. Additionally, size dependence of strength is predicted to arise not only from the number of dislocation sites, which would scale with surface area [28,143] or axial length [110], but also the applied strain rate and temperature due to the local, thermally activated nature of the nucleation process [28,110,111,144].

1.4 Dislocation Nucleation-mediated Plasticity

Despite a rich understanding of the structure of dislocations pre-existing within crystals, their interactions with other defects, and even their annihilation, it is striking that the introduction – or nucleation – of dislocations in pristine crystals is so poorly understood. Nonetheless, there is a need to characterize this process, which can degrade both mechanical and functional performance in otherwise pristine crystals. In bulk metal crystals, large populations of dislocations exist (between \( \sim 10^{10} \) and \( 10^{15} \) m\(^{-2}\)) following synthesis or treatment, yet descriptions of their origin remain largely phenomenological. In semiconductor synthesis, extreme measures are taken to limit dislocation densities (down to \( \sim 10^5 \) m\(^{-2}\)), although the presence of these defects is nevertheless ubiquitous, given the extreme conditions during crystal growth and relatively low energy barriers for nucleation. Recently it has been possible to synthesize nanostructures with few or even zero defects owing to the miniscule volumes of material and near-equilibrium crystal growth [39,145]. These materials, thus, operate in a regime where conventional
dislocation processes are abated and must rely on nucleation to relieve large stresses and facilitate plastic deformation if brittle fracture is to be mitigated. Since a large fraction of atoms in nanostructures resides at surfaces and interfaces, these materials are particularly prone to heterogeneous dislocation nucleation at ultrahigh stresses near the theoretical upper limit [37]. In these extreme settings, deformation mechanisms can be dramatically different from their bulk counterparts. For instance, plastic deformation in otherwise brittle semiconductor materials such as Si is no longer dominated by crack propagation but instead by dislocation generation and glide, in some cases resulting in superplastic-like behavior [146–148].

Despite a relative scarcity of experiments able to directly observe or measure dislocation nucleation [39,149–154], several recent studies have employed atomistic simulations to not only demonstrate the nucleation mechanism under various loading conditions but also, in combination with transition state theory, reveal the pronounced thermally activated nature of this process [110,155–158]. These simulations and experiments all unequivocally show that ultrahigh stresses near the theoretical strength are required for the nucleation process, with a value that is generally much less sensitive to specimen size in the absence of pre-existing dislocations and sources compared with micrometer-sized crystals [127,151,159,160]. Furthermore, nucleation is assisted by thermal activation with very small activation volumes of the order of the atomic volume (corresponding to the nucleation of the first partial dislocation), in stark contrast to bulk crystals (e.g. face-centered cubic (FCC)) where it ranges from 100-1000b^3. These predictions have been corroborated by systematic temperature-dependent nanoindentation
studies using excursions of the load-displacement response during surface loading of FCC crystals as the signature of dislocation nucleation, albeit in a complex state of loading with large stress gradients and a presumed location for nucleation [149,161].

A striking implication from the small activation volumes is an intrinsic thermal uncertainty [37,149,162] that in experiments or device operation would manifest as a pronounced stochasticity of nucleation strengths, thereby necessitating a statistical approach to any study and demanding a non-deterministic approach to device design. Whereas a broad distribution of nucleation strengths would be expected at finite temperature, the strength and associated scatter are predicted to be temperature-dependent, with a singular deterministic strength emerging in the athermal limit (0 K). No experimental study, to our knowledge, exists that fully characterizes the temperature-, size-, and strain-rate-dependent nucleation process, with quantifiable mechanistic, energetic, and kinetic deliverables, in defect-scarce materials subjected to spatially uniform stress states. Such a study would serve to bolster the scientific knowledge base on dislocations in crystals in their most embryonic state – at the point of nucleation.

1.5 Material Background

The material system we have chosen to look at in this study is Pd. In addition to being able to grow high-aspect ratio nanowhisker samples suitable for tensile testing with zero or near-zero defect density, bulk Pd possesses a higher melting temperature than other metals and is highly resistant to oxidation. These characteristics lend confidence in
the thermal and chemical stability of these structures for non-ambient temperature testing. Moreover, palladium exhibits many other electronic and chemical properties that are important for many applications, and hence its structural integrity is of technological importance. The surface of Pd serves as an outstanding catalyst for various chemical reactions [163–167]. Most notably, Pd is extremely active in the presence of hydrogen, which readily adsorbs onto its surface and absorbs into its lattice up to very high concentrations [168–170]. In spite of Pd being both expensive and heavy relative to other hydrogen storage materials [171], research remains active in applying Pd for other related technologies such as hydrogen filtration and sensing [170,172].

Nanoscale Pd structures are promising for a number of advantages over bulk Pd. By virtue of their small volume, Pd nanostructures are prime candidates in hydrogen sensing applications: hydrogen is able to diffuse rapidly throughout the entire volume, and measurable resistance changes or volume expansions can be readily observed at low concentrations [16,173–175]. The absorption of hydrogen near room temperature results in “naklep” or phase transformation strain hardening as Pd goes from a low H-concentration α-phase to a β-phase hydride: the Pd matrix undergoes 11% volume expansion and extensive dislocation generation while traversing the α-β miscibility gap (Figure 1-10), leading to matrix embrittlement [168,176–178]. The mechanical work required for this process leads to the pressure hysteresis often seen during hydrogen cycling, where the pressure plateau over the miscibility gap is much greater when loading from α to β than during unloading. The generation of dislocations, however, is suppressed if the phase transformation can maintain coherence with the matrix. This has been
observed for phase nucleation in thin foils, where small spherical or disc-like particles with nanometer dimensions appear near the surfaces of the foil to reduce their overall strain energy [179,180]. These observations suggest that for sufficiently small volumes and close surfaces it may be possible to avoid dislocation generation and thereby maintain the structural integrity of Pd structures over repeated cycles.

![Palladium-hydrogen phase diagram](image)

**Figure 1-10** Palladium-hydrogen phase diagram, from Ref. [178] (Copyright 2009, with Permission from Elsevier).

Research into interactions between Pd and hydrogen at the nanoscale have revealed interesting results with implications for the mechanical behavior. In a study by Jeon *et al.*, Pd nanowires were shown to have increased sensitivity (change in resistance) to hydrogen at smaller diameters, due to higher occupancy of hydrogen atoms at surface and subsurface sites than in bulk Pd [181]. In addition, studies on the absorption
hydrogen in Pd structures with dimensions less than 100 nm show reduced pressure hysteresis, increased plateau pressure, lower critical temperatures for the miscibility gap and changes in solubility limits for \( \alpha \) and \( \beta \) phases [165,182,183]. Moreover, pre-existing elastic strains within the lattice as well as changes in the electron density of states for structures with dimensions below 10nm have also been considered as methods to modify the interaction between Pd and hydrogen [6,184]. Given the demonstrated importance of mechanical deformation in the interactions between Pd and hydrogen, we expect that our results on defect-free Pd nanowhiskers will provide extremely valuable knowledge to many current areas of active research.

1.6 Overview

We have shown that both elastic and plastic deformation in nanoscale single crystals can fundamentally differ from those observed in bulk materials, although there remains a great deal to be understood regarding the responsible mechanisms. Much of the current knowledge has been informed by theoretical and computational studies [26,27,110]: while they may not always accurately reflect experimental conditions, they have nonetheless provided valuable insight that has been challenging to obtain in experiment. Additionally, many theoretical and computational studies have shown deviations in mechanical properties for both regimes may have common origins, such as surface stress [24,28,185], but very rarely do experimental studies quantitatively address both elastic and plastic response together [67,186,187].
The major points of this thesis are as follows: first, we quantify both the elastic and plastic response in defect-free and –scarce Pd NWs; second, we propose the mechanisms responsible for these responses, including common mechanisms that govern both elastic and plastic response; and finally we address agreements and discrepancies with existing theoretical studies. Chapter 2 will begin with the experimental setup, which consists of the characterization of the Pd NW samples and the tensile testing setups used to evaluate the mechanical behavior. Additionally, extensive detail regarding the development, characterization, and operation of an integrated temperature control system essential to our study of incipient plasticity will be provided here. We cover in Chapter 3 our investigations into the elastic response up to very high strains, which have provided crucial information regarding nanoscale elasticity that has not been accessible in previous studies. Chapter 4 details the experimental characterization of the thermally activated incipient plasticity in Pd NWs over a range of strain rates and temperatures. We used the mean strength and scatter to calculate thermal activation barriers and compare with results from existing analytical and computation models of dislocation nucleation, in particular addressing the important roles of stress dependence and attempt frequency. In Chapter 5 we investigate further the assumptions of thermal activation theory in its application to dislocation nucleation as well as address how some of the features of real materials (e.g. surface flaws) could potentially impact experimental results. Finally, in Chapter 6 we summarize the major findings from this thesis and outline future experimental directions.
2 Materials and Experimental Methods

One of the greatest challenges in accurate measurements of mechanical properties in nanoscale materials has been development of a versatile tensile testing setup. Consequently, a large portion of the work accomplished in this thesis lies in the evaluation and design of experimental tools and procedures, particularly those related to coupling mechanical testing with non-ambient temperature control. The essential steps for completing a successful experiment will be covered, including fabrication and characterization of defect-free or defect-scarce nanowires, preparation of individual samples, features and operation of the testing stage, and determination of the relevant stress and strain information. Several of the following sections will also detail the adaptation of this testing setup to performing controlled temperature experiments both above and below room temperature. Finally, an in situ tensile testing stage for transmission electron microscopy (TEM) experiments, which has provided direct observation of deformation mechanisms, will be described.

2.1 Growth and characterization of Pd NWs

Single-crystalline Pd NWs were grown by physical vapor deposition onto ceramic substrates under ultrahigh vacuum conditions at elevated temperature. Bare (001)-SrTiO₃ or (0001)-Al₂O₃ substrates were inserted into an ultra-high vacuum molecular beam epitaxy system with pressures at ~10⁻¹⁰ mbar or lower. A Pd source was heated up to
1200°C and deposited at a rate on the order of 0.01 nm s\(^{-1}\) onto the substrates, which were maintained at 950°C during the deposition process. Pd NWs often formed at the edge of the substrates in near-perpendicular directions ideal for nanomanipulation (Figure 2-1(a)). On SrTiO\(_3\) substrates they also grow from roots on the substrate face but in a direction that is mostly parallel to the face and are also well aligned for manipulation purposes. Some variation in size is observed in the NWs grown on either substrate: those grown on SrTiO\(_3\) often have lengths of at least 5\(\mu\)m to 15 \(\mu\)m and diameters between 30-250 nm. Diameters for samples grown on Al\(_2\)O\(_3\) often have smaller diameters of less than 100 nm and shorter lengths (< 10 \(\mu\)m), although the substrate is prone to charging, which makes the samples very challenging to image and therefore harvest for testing.

**Figure 2-1** Characterization of Pd NWs. (a) SEM micrograph of Pd NWs grown on the Al\(_2\)O\(_3\) substrate. (b) Bright-field TEM micrograph of Pd NW. (c) High-resolution TEM micrograph of the surface morphology of a Pd NW along an edge between two facets. (d) Selected-area electron diffraction (SAED) pattern for a pristine Pd NW. (e) Schematic of ideal Wulff cross-section. Bright field and high-resolution TEM images courtesy of Dr. Gunther Richter.
The bottom-up growth at near-equilibrium conditions resulted in distinct surface facets, and the NWs showed no evidence of taper or visible roughness on the surfaces (Figure 2-1(b)-(c)). The orientation was confirmed by electron diffraction analysis on at least ten NWs with diameters $30 < d < 150$ nm from each substrate prior to testing (Figure 2-1(d)). Based on the [1 $\overline{1}$ 0] orientation, the expected cross-section geometry from the Wulff construction is presented schematically in Figure 2-1. This resembles the shape observed for most of the nanowire from investigating over 20 samples (~80%), most of them from the $\text{Al}_2\text{O}_3$ substrate, although occasional higher-aspect-ratio elliptical and ribbon geometries were observed (Figure 2-2). Usually the latter are easy to spot during the manipulation period and generally avoided for testing due to the difficulty of determining directly their cross-section area.

It is unclear if the change in shape actually changes the faceting, e.g. the planes forming the elliptical cross section are different from those of the of the round or ribbon shapes. If the planes are the same type, then to a first approximation the shape should not does not change the nucleation strength trends: the number of sites will still be the same, and the critical dislocation configuration has been predicted to have a loop radius of several $b$ [28,188,189], which is small compared to the size of most of the wires (> 100 $b$).
Figure 2-2 Cross-section shape variations for Pd NWs. (a) SEM image of 52°-tilted focused-ion-beam (FIB)-milled cross section of a NW fragment. (b) Elliptical cross-section, also FIB-milled. (c) Top-down view of ribbon cross-section. Nanowire is being pushed upright by the nanomanipulator tip.

High resolution scanning transmission electron microscopy (TEM) verified the absence of a native oxide layer on the NWs. Since both high temperature (>1000 K) and oxygen partial pressure are required to form oxide layers on Pd [190], these NWs were expected to remain oxide-free during testing at elevated temperatures. For Pd NWs grown on the SrTiO₃ substrate (35% of entire data set), TEM imaging showed no visible pre-existing defects such as dislocations or vacancy clusters (Figure 2-1(b)). For the remaining NWs grown on Al₂O₃, about half of the specimens exhibited evidence of an axial grain boundary (~30% of entire data set) along the axis while the remainder were defect-free. The type of boundary and effects on the NW structure is still being determined. Since the boundary is along the NW axis, its resolved shear stress is zero. Postmortem imaging in the TEM confirms that the boundary remains in the NW even after fracture (see Section 5.2), and the nucleation strength distributions from data sets
containing defect-free NWs and those containing stacking faults were not statistically distinct (see Section 7.3 full analysis).

2.2 Tensile Testing of Nanowires

The tensile testing stage is one of several modules built onto the CINT “lab-on-a-chip” discovery platform (Figure 2-3). There are a number of major advantages to using this setup: the chip is operable in both air and in vacuum, so it can be readily adapted to testing in different environments; all the moving components are on a single platform and designed to move in-plane, eliminating many problems with instrumental alignment in other setups [41,191]; and given its small size and low thermal mass, it can be uniformly heated or cooled for non-ambient temperature testing. An overview of the stage’s major components is shown in Figure 2-3(a). The testing stage consists of a compound-flexure load cell and a thermal actuator fabricated from polycrystalline silicon. A SiNx strip fabricated on the actuator-side grip mitigates heat flow to the specimen during testing. The sample of interest, in this case a Pd NW, is mounted across the gap between the load cell and actuator grips (Figure 2-3(b)). The two sets of chevron beams along the length of the actuator shaft are oriented such that upon resistive heating, the beams expand and push the actuator away from the load cell. The rate of thermal expansion and thereby the displacement is controlled by the current (or voltage) set across the beams. Due to the low thermal mass of the beams, the maximum temperature is quickly attained and stabilized, i.e. instantaneous actuation with negligible drift.
Figure 2-3 MEMS-based testing stage. (a) Optical micrograph of CINT discovery platform with tensile testing stage marked in the red box. (b) SEM micrograph of the MEMS-based tensile testing stage. Wire bonds 1 and 2 are used for grounding the stage during SEM imaging. Wire bonds 3 and 4 are the electrical connections for actuating the chip. Green dotted square indicates area where samples are mounted. (c) SEM micrograph of an individually manipulated NW mounted to the grips.

Strain is determined from the change in the distance between the load cell and actuator during each test. The displacement of the load cell from its initial position is used to determine the stress. The stiffness of the load cell beams has been previously determined through resonance frequency measurements. Separate finite element simulations have been performed to confirm both the compliance value as well as linear elasticity of the load cell structure for the displacement ranges obtained during actual testing. The compound beam geometry is designed to eliminate both in-plane parasitic displacements and out-of-plane rotations.

Since in-plane drift of the entire MEMS device is often unavoidable, anchored points on the chip substrate are also tracked. The displacement of anchored points
relative to the frame of the acquired image is then subtracted from the raw load cell and actuator displacements.

![Figure 2-4](image)

**Figure 2-4** Measured displacements of the load cell and actuator during a load-unload test. The relative grip quantity is the change in displacement between the load cell and actuator relative to the original displacement and is used to calculate strain.

### 2.2.1 Calibration of the Thermal Actuator

The amount of Joule heating in the thermal actuator chevron beams during operation of the MEMS testing device, and therefore the displacement of the actuator, is directly related to the electrical power input \( P \) as a function of applied current \( I \) and voltage \( V \). Since beam degradation over time could lead to an increase in resistance, voltage is sourced instead of current \( P = IR = V/R^2 \) to avoid catastrophic run-out of the actuator.

Actuator calibration was performed by capturing images of the testing stage at several voltage values and measuring the displacement. This information was used to
linearize the voltage displacement function for different testing conditions, enabling constant displacement rates. Figure 2-5 shows that stage operation in air requires higher voltages to reach displacements comparable to those achieved in vacuum due to conductive heat loss through air. In vacuum, calibration has been performed in the cryostat at various setpoint temperatures, the extremes of which are shown in Figure 2-5. Several properties of Si and their temperature dependencies can affect the resulting actuator displacement induced by Joule heating. A figure of merit directly related to the Joule heating induced displacement (\(\delta \propto \alpha C_p / \rho\)) can be derived by accounting for the temperature dependence of the linear coefficient of thermal expansion \(\alpha\), the specific heat capacity \(C_p\), and beam resistivity \(\rho\) [192–195]. Plotting the figure of merit alongside the measured resistivity at low voltage (inset of Figure 2-5) shows that the changes in material properties dominate the temperature-dependent actuator response. Whereas \(\rho\) alone increases with temperature and thus would reduce the power supplied to the beams \((P \propto V^2 / \rho)\), the ultimate beam displacement \(\delta\) response is predominately governed by the temperature dependences of \(\alpha\) and \(C_p\) \((\delta \propto \alpha C_p / \rho)\). Indeed, the actuator calibration at the highest testing temperature yielded the largest displacements for the given voltage range. We note that the crossover at high voltages between the room temperature (295K) and low temperature (144K) calibration curves shown in Figure 2-5 can be attributed to changes in the heating profiles of the thermal actuation beams during Joule heating at cryogenic temperatures, which is not accounted for in the simple figure of merit.
Figure 2-5 Calibration curves for the displacement of the thermal actuator along the tensile axis. In vacuum, the absence of convective heating losses results in larger displacements for the same voltages compared to operation in air. The inset shows that while the resistivity of the beams increases with temperature, the thermophysical properties of the actuator materials manifest in greater lengthening of the chevron beams, and hence larger displacements, at elevated temperatures.

2.2.2 NW Harvesting

Individual NWs were harvested using a nanomanipulator directly from the growth substrate and attached onto the Si grips of a MEMS-based tensile testing stage using Pt-containing electron beam induced (hydrocarbon) deposits (EBID) (Figure 2-3(b)). Selected-area rastering of the electron beam during EBID deposition allowed for control over the geometry and size of the EBID bonds used to harvest and then mount a NW. Since most of the wires are smaller in diameter than the radius of the probe tip used for manipulation (> 100 nm), trenches were etched into the Si grips near the edges during preparation using a focused-ion beam (FIB) to ensure that the mounted NW is flush with the grip surface (Figure 2-3(b)).
For preparing samples to be tested at low temperatures, it was expected that thermal contractions would pull the NW in tension during cooling, leading to a nonzero initial load on the specimen (e.g. as high as 3 GPa for diameters as small as 40 nm, provided a temperature difference $\Delta T = -150$ K). To compensate for this phenomenon, an approach was developed wherein the specimen is intentionally “pre-buckled” prior to cooling. This was achieved by supplying a fixed voltage to the actuator to increase the grip separation prior to and during mounting (Figure 2-6(a)). Owing to the high aspect ratio of the nanowires, the expected critical buckling stress is less than 100 MPa, at least an order of magnitude smaller than the typical yield strength [196]. After securing the wire with EBID contacts, the voltage was ramped back down to zero, and the NW could be pulled taut during testing or during cooling. We note that this procedure is only necessary for low temperature testing, as this pre-buckling effect naturally occurs during temperature ramping in preparation for high-temperature tensile testing.
Figure 2-6 Preparing specimens for cryogenic mechanical testing. (a) Schematic illustration of procedure for pre-buckling a nanowire specimen in preparation for a low temperature test. The dotted red outline indicates the initial position of the actuator-side grip when no voltage is applied. (b) SEM micrograph of buckled Pd NW with contrast markers for in situ testing.
2.2.3 Digital Image Correlation and Strain Measurements

During a tensile test, images are taken at regular intervals and then processed using digital image correlation (DIC) to track the displacement of these features [40,197,198]. A base image is divided into sub-images around high-contrast, and the positions of these sub-images are updated for each subsequent capture based on maximization of a correlation function providing the best mapping between reference and deformed states. As the tracked structures move in a rigid body fashion, the correlation function is adequately determined via translations of the sub-images. Since the updated sub-image positions may be a fraction of a pixel, this enables extremely high resolution: even using optical imaging in the current setup, we achieved sub-pixel displacement noise floors with typical values of approximately 0.05 pixels.

A sample image for a tensile test in the SEM would resemble Figure 2-6(b). In this case, we track the EBID fiducial markers (white and gray spots in Figure 2-6(b)) deposited using spot mode in the SEM to obtain the displacements of the load cell and actuator. Tests performed in the SEM in fact have two options for strain measurement, either from the difference in displacement between the load cell and actuator grips, which yields a 2-point averaged strain, or directly from the sample with the aid of EBID fiducial markers along the length (Figure 2-7). The higher magnification possible in the SEM allows for direct measurement of strain along the wire axis by tracking the displacement of fiducial markers deposited via EBID on the wire itself. Under the optical microscope, since the NW samples cannot be directly imaged, comb structures directly attached to the load cell and actuator are tracked (Figure 2-3(a)).
Figure 2-7 Stress-strain curves obtained for a single test to yield using two methods of strain measurement. Red indicates strain obtained from measuring the grip displacement, which can also be tracked by the comb displacements at lower magnifications (e.g. under the optical microscope). Blue indicates strain obtained from fiducial markers deposited via EBID along the length of the test specimen.

Since the grip strain includes both the strain from the sample as well as from the EBID contacts, it is important to ensure that the contacts are sufficiently stiff and produce consistent results with the direct strain measurements [199–202], especially for the temperature-controlled tests that are currently performed exclusively under the optical microscope. Some variability exists between the grip strain and direct strain measurements but for many samples the agreement in the elastic regime is within 10% error, such as in Figure 2-7. For samples that were tested to fracture under the optical microscope, discrepancies in the strain measurement can be corrected by performing load-unload tests under the optical microscope identical to those in the SEM. For
evaluation of the elastic behavior, the importance of accurate strain measurement is obvious; however, the compliance does not influence the load — and therefore strength — measurements that are the focus of the study of dislocation nucleation-mediated plastic deformation [203].

### 2.3 Non-ambient Temperature Testing

The MEMS-based stage was set in a ceramic electronics package that enabled easy transport between scanning electron microscope (SEM) and optical setups. Wire bonds between the electrical contact pads of the stage to the package enabled connection to an external power supply for operating the actuator. Due to the low thermal mass of the package and stage, a non-ambient temperature testing setup employing a Janis ST-500 microscopy cryostat was used to uniformly heat or cool the stage.

![Figure 2-8](image)

**Figure 2-8** (a) Temperature testing configuration in the cryostat with MEMS stage mounted in a ceramic package. A thermocouple mounted on the MEMS chip (T1) provides the sample temperature, and a Si diode sensor at the heat exchange base (T2) provides the reading to a PID temperature controller. (b) Photo of the vacuum cryostat setup under the optical microscope.
The cryostat consists of a sealed vacuum chamber with a fused silica window in the top flange for imaging the stage (Fig. 1a). The cryostat was continuously pumped using a HiCube 80 Eco turbo pumping station (Pfeiffer Vacuum) down to pressures as low as 10^{-6} mbar. Liquid nitrogen (LN$_2$) entered from the inlet leg via a transfer hose, ran a path directly connected to the mount and heater, and exited through the outlet leg. Each leg is a pair of coaxial pipes, where the outer pipe is isolated from the inner pipe by vacuum to promote the continuous flow of nitrogen in liquid form until it reaches the exhaust in its gaseous state as well as to minimize condensation.

The chamber interior consists of a Cu mount directly coupling the sample to the cryogen path and a thermoresistive coil heater at the bottom (Fig. 1b). The mount includes clamps with copper wires to mechanically secure and electrically connect the ceramic package. Thermal pastes rated for cryogenic and high temperatures were used to further promote conduction between the mount and the sample. The wiring on the mount clamps is connected to electrical feedthroughs that enable the operation of the actuator by an externally connected power supply. Temperature sensor feedthroughs enable measurements of temperature at different points within the cryostat. Three temperature sensors were used inside the chamber: a thermocouple adhered with silver paint to the top of the testing stage substrate; a thermocouple on the mount midway between the cryogen path and sample; and a Si diode sensor at the foot of the mount on the resistive heater that provides feedback to a PID temperature controller. The different temperature
measurements are referred to here as the sample temperature \((T_S)\), mount temperature \((T_M)\), and heater temperature \((T_H)\).

The heater temperature was determined by the cryogen flow and the temperature control parameters, with control feedback enabled at this location by the PID loop. The sample temperature, however, was governed by additional factors and may be significantly different from the setpoint. With the chamber constantly being pumped at high vacuum, convection from the chamber walls is negligible. Due to the close proximity of the top of the ceramic package to the top flange and window (<0.5mm), radiation can, in contrast, be significant and lead to excessive heating of the sample during cooling. Even with thermal paste applied to the bottom of the ceramic package, the sample temperature can be over 100K away from the setpoint owing to radiation as discussed below. This large difference between the sample and heater underscores the importance of measuring temperature at multiple points, especially at or near the sample. The system used here is capable of achieving a nominal temperature range at the heater of 77-475K. We note that this temperature range was selected to avoid high temperature regimes where nanoscale instabilities have been reported to appear [204,205].

2.3.1 Achieving and Controlling Sample Temperature

At a pressure of \(10^{-6}\) mbar, continuous cryogen \((LN_2)\) flow enabled the heater block to achieve steady state at 77 K within 500s of opening the dewar valve. For elevated temperature tests, both thermoresistive coil heating and active cooling were necessary for temperature control. In addition to the PID temperature controller, the flow
of LN$_2$, or an alternative cooling fluid such as N$_2$ gas, provided a stable cold reference temperature. As shown in the top panel in Figure 2-9(a), the flow rate control of the coolant affected the temperature stability, which can be attained upon adjusting the flow properly. Once steady state was attained, noise in the temperature reading at the sample (calculated as the standard deviation of a 1000-second time interval) reached a maximum of 0.08K at a setpoint of 475 K and a value of 0.035K at 77 K.

**Figure 2-9** Achieving temperature control and stability during cooling. (a) Time dependence of temperature of the thermoresistive heater, copper mount, sample, and laboratory air when heating to a setpoint value of 475 K (top) and during liquid nitrogen cooling (77 K) (bottom). (b) Temperature noise at the sample, measured as the standard deviation $\sigma$ of a 1000-second time interval after a steady-state temperature is reached. (c) Temperature drift at the sample during the 1000-second interval.
Temperature drift at different setpoints has also been characterized to estimate the overall change in temperature during testing. The drift ranges from a maximum value at 77 K of 0.035 K/min to a minimum at 475 K of 0.002 K/min. For a typical nanomechanical tensile test of 20 minutes, the highest drift value at the 77 K setpoint temperature provides an upper bound for an average temperature change of 0.7 K.

Figure 2-10 shows the sample-to-heater and mount-to-heater temperature differences, measured at five setpoint temperatures with the use of a radiation shield. At the lowest setpoint temperature, the mount-to-heater temperature difference was 4.08 K, whereas the temperature difference between the sample and heater was as high as 67.0 K. At the high-temperature target of 475 K the differences are smaller, with temperature offsets at the mount and sample of 0.9 K and 23.4 K, respectively. Nevertheless, a stable steady-state temperature at the sample was attained during both heating and cooling cycles, although the experimental temperature differences along the thermal path from heater to sample signify the importance of additional heat transfer mechanisms. Namely, the vacuum environment in the cryostat eliminates convective and air conduction heat losses from the chamber, but thermal radiation and solid conduction losses remain. Radiation played an important factor in the measured temperature offset due to the large temperature difference between the cryostat and the laboratory and the close proximity of the sample to the top flange and window. At low temperature, infrared radiation emitted from the cryostat chamber walls was partially absorbed by the sample and its surroundings, while at high-temperature the sample lost heat via radiative losses. To verify if radiation, resulting from a temperature gradient in the system, was the dominant
source of thermal loss, a Peltier module was placed near the cryostat window to cool the window during LN$_2$ flow into the cryostat. A decrease in sample temperature confirmed that radiation is a main source for temperature offset.

![Graph showing temperature difference between copper mount and heater, sample, and heater.](image)

**Figure 2-10** Temperature difference between copper mount and heater, $\Delta T_1$, and sample and heater $\Delta T_2$. The latter includes measurements both with a radiation shield (S) and without (NS, open squares). The inset is a schematic of the cryostat cross-section showing the connected temperature sensors (top to bottom) at the sample, copper mount, and heater. The liquid nitrogen flow path is at the base of the cryostat.

In order to reach low temperature offsets at the sample, solutions to reduce the influence of thermal radiation at low setpoint temperatures were implemented. An aluminum radiation shield on the ceramic package was hence introduced to reflect radiation incident from the surroundings. The shield was cut from a sheet of aluminum foil and secured to the top of the ceramic package with Kapton tape. An aperture was cut in the middle of the foil to allow viewing of the testing stage as well as preventing contact between the foil and the wire bonds. During LN$_2$ cooling down to 77 K, the temperature difference between the sample and heater was reduced by as much as 90 K.
with the presence of the radiation shield. In general, the shield provides optimal conditions for testing particularly at setpoints below room temperature.

Since the specimen to be tested was mounted on polysilicon grips suspended above the testing stage substrate, it is worth commenting on heat transfer mechanisms to the suspended specimen being tested. In order to determine the temperature difference between the substrate and the grips, a package containing a device without a clamped nanowire was mounted on a Peltier heating stage under a confocal Raman microscope (Figure 2-11). Raman spectra were obtained in air at room and elevated temperatures from both the device grips and substrate. The frequency of the strongest peak in the Si Raman spectrum displays a linear dependence on temperature near room temperature [206,207], and this dependence was used to measure temperature rise as the setpoint was increased (Figure 2-11). Substrate temperatures measured between 295 K to 383 K agreed well with the temperature measured at the grip, with any differences being within the uncertainty of the Raman measurement (~3 K). We attribute this efficient heat transfer primarily to solid conduction through polysilicon and air conduction across a gap of about 2 μm from the substrate, overwhelming the expected heat loss to the surrounding air environment. These mechanisms are consistent with other reports of dominant heat transfer mechanisms in MEMS structures [208,209]. In vacuum, in the absence of air conduction from the substrate, it is expected that conduction through the polysilicon will still enable the grips to stabilize at the substrate temperature within the stabilization timeframe.
Figure 2-11 Raman thermography measurements of the substrate \(T_{\text{substrate}}\) and grip \(T_{\text{grip}}\) temperatures. Error bars represent the standard deviation of 20 measurements. The dotted line has a slope of 1, corresponding to thermal equilibrium between the substrate and the specimen grips. The inset is a schematic of the temperature measurement setup under the Raman objective. The dotted outline indicates where a Pd NW would be placed.

2.3.2 Optimizing Optical Image Quality

The use of conventional infinity-corrected objectives (Olympus SLMPLN-N 100x) in air can produce clear images of the comb structures with high contrast at the edges requisite for precise DIC (Figure 2-12). The degree of contrast can be quantified by examining histograms of gray-scale values (averaged RGB values at each pixel) for each image; for the first configuration there are both a large range and a bipolar distribution representative of the light-dark contrast at the comb finger edges. However, the presence of glass between the objective and sample introduces spherical aberrations: instead of incoming light focusing on a single plane, the focal plane is “spread” along the optical axis, resulting in blurred features and lower contrast. This is evinced in the collapsed gray
value histogram and the fewer sub-image points on only the inner side of the comb features that have been used successfully for correlating images captured under this condition. To compensate for the aberrations from the window, an adjustable multi-lens, aberration-correcting objective (Olympus LUCPLFLN 40x) was successfully employed to recover the high contrast of the window-less setup. The combination of aberration correction and sub-pixel correlation resolution led to peak-to-peak displacement noise below 100 nm, as described below.
Figure 2-12 Comparison of image contrast for three imaging configuration. From top to bottom, schematics of each imaging setup, optical micrographs showing the comb structures on the tensile testing device as obtained from each setup, and their respective gray value histograms. The gradient bar under each histogram represents averaged RGB values from 0 (black) to 255 (white). The green points overlaid on each micrograph are the sub-image centers used for digital image correlation (DIC) displacement tracking.
2.3.3  **Imaging Noise during Non-ambient Temperature Testing**

The displacement noise floors at different temperatures reflect the various sources of vibrational noise acting on the cryostat, as shown in Figure 2-13. At room temperature, only the vacuum pump was constantly running and the peak-to-peak displacement noise is at a minimum of 25 nm. The addition of constant cryogen flow at 77K increased the noise slightly. To operate at elevated temperatures, either LN$_2$ or N$_2$ gas must circulate through the cryostat to actively compensate for any overshoot by the heater; in addition, the heater power operates intermittently in response to the PID feedback loop. These factors resulted in larger noise in the displacement measurement with a maximum peak-to-peak value of 62 nm at 470 K. Both peak-to-peak and standard deviation values in nanometer and pixel units are reported in Table 2-1 and plotted as a function of setpoint temperature in Figure 2-13(b).
Figure 2-13 Spatial resolution for imaging during cryostat operation. Time-dependent displacement values measured for a stationary setup, representing the noise for each testing temperature. Noise is the lowest at 295 K due to the absence of cryogen or coolant flow and heating. (b) Peak-to-peak displacement noise measured at different setpoint temperatures.

Table 2-1 Measurements of in-plane displacement noise at various setpoint temperatures. All data reported below were measured from 150 sequential images.

<table>
<thead>
<tr>
<th>Setpoint (K)</th>
<th>Peak-to-peak displacement (nm)</th>
<th>Standard deviation (nm)</th>
<th>Total Capture Time (s)</th>
<th>Capture Interval (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>77</td>
<td>25</td>
<td>0.27</td>
<td>5</td>
<td>600</td>
</tr>
<tr>
<td>295</td>
<td>25</td>
<td>0.27</td>
<td>4</td>
<td>300</td>
</tr>
<tr>
<td>375</td>
<td>31</td>
<td>0.34</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>470</td>
<td>62</td>
<td>0.68</td>
<td>11</td>
<td>300</td>
</tr>
</tbody>
</table>
2.3.4 Effects of Drift Along the Optical Axis

Under the optical microscope, out-of-plane drift along the optical axis (z-direction) is prevalent during temperature ramping and tensile testing. This can be compensated by using a closed-loop piezoelectric objective scanner with a range of 200 µm and a resolution of 1 nm. As off-focus imaging can skew relative displacement measurements between the various comb features during load-unload tests and result in false displacement values, a test was conducted to quantify the artificial in-plane displacements as a consequence of the z-drift. Image sequences were taken while adjusting the objective in increments of \( z = 0.2 \) µm (relative to the \( z=0 \) focal plane) to an absolute displacement of 2 µm away from focus. Using \( z=0 \) as the base image, DIC conducted on the image sequence determined the net in-plane aberrant displacement between the anchor and actuator combs as a result of defocusing. A maximum value of 0.26 µm in-plane displacement was measured at 2 µm off-focus. Over the course of a typical tensile test in which drift in \( \Delta z \) is less than 0.2 µm, as indicated by the shaded region in Figure 2-14, the artificial in-plane displacement reaches a maximum of 0.012 µm. While the artificial displacement can be substantially minimized by adjusting focus during testing (i.e. this measurement represents an upper bound for drift), the measured maximum displacement of 0.012 µm displacement remains low compared to the minimal peak-to-peak noise of 0.025 µm due to in-plane vibrations, as was shown in Figure 2-13(b).
Figure 2-14 Artificial in-plane (XY) displacement due to drift from z-focus, measured as the absolute position relative to focus at $z=0$. The shaded region, indicating a ±0.2 µm range in $z$-drift typical for an average test, corresponds to a maximum in-plane displacement of 12 nm.

2.3.5 Cooling/heating to target temperature

Prior to testing at a non-ambient setpoint temperature the ceramic package was first loaded onto the copper mount. A layer of thermal paste (either Apiezon N or Krytox for low- or high-temperature testing, respectively) was applied evenly onto both the mount surface and the bottom side of the ceramic package with a thin flat-edge. The package was then tightly clamped onto the copper mount, limiting any gap spacing between the package and the mount to ensure direct contact as well as to establish electrical connections to the MEMS device. Direct contact of the package and the mount enhanced thermal conduction for heating and cooling and additionally prevented the top of the package from touching the cryostat window. After securing the aluminum radiation shield with Kapton tape onto the ceramic package, the sample thermocouple was adhered onto the silicon chip surface with a double coating of silver paint. A piece of Kapton tape
was placed to flatten the thermocouple onto the ceramic package and prevent contact with the cryostat window.

At that point, the device was ready for testing. After running a load-unload tensile test at ambient conditions to ensure chip actuation and operation, the cryostat chamber was sealed by tightly screwing the top plate. Following a roughing stage, the turbo pump was initialized to achieve vacuum. A transfer line, connecting the LN$_2$ dewar to the cryostat inlet, was secured for subsequent cryostat cooling. The microscope objective was centered above the MEMS testing stage and the focus was adjusted approximately every 10 minutes. Once a pressure of $\sim 10^{-6}$ mbar was reached (typically after a few hours of pumping), an additional load-unload test at room temperature (this time under vacuum condition) was run to again verify chip actuation. Temperature readings from the Si diode sensor and thermocouples were recorded through a custom LabView program. Once recording was initiated, the cryostat could then be set to reach the designated setpoint.

For heating, a PID temperature controller was used to achieve and maintain the target temperature. Since a coolant was required to actively compensate in case of temperature overshoot, LN$_2$ flowed from the dewar and into the cryostat via the transfer line. Manual regulation of the flow of cryogen into the chamber was achieved via a valve at the transfer line.

Temperature values reported for a given experiment were calculated from the average temperature profile in the steady-state regime over the duration of a tensile test. A typical time of 1500-2500 seconds was needed to achieve temperature stability, as
shown in Fig. 2. After steady-state temperature was reached, imaging conditions were then verified to prepare for tensile testing at the stable temperature. Tensile testing could proceed once the focus remained fixed, in order to reduce artificial in-plane displacements as discussed in section 2.3.4. A fixed nominal strain rate was programmed and the Pd NW specimen was run through several load-unload cycles before ultimately fracturing. Low-resolution DIC was performed real-time as images were being acquired during tensile testing to monitor progress and identify when yield or fracture occurred.

2.4 In situ TEM experiments

Similar to the manipulation procedure outlined in section 2.2.2, individual Pd NWs were aligned and mounted on a MEMS fabricated push-to-pull (PTP) device [210,211] (Figure 2-15). A PI-95 TEM PicoIndenter from Hysitron Inc. [126,212] was then used to push the semicircle head of the PTP device with a diamond flat punch indenter at a constant displacement rate of 4 nm/s, pulling the bridged Pd NW in tension. Load and displacement data were recorded and converted to stress-strain response of Pd NWs based on a procedure similar to Refs. 60 and 61.
The resolution of the recorded load displacement signals was $< 0.2 \, \mu \text{N}$ and $< 1.0 \, \text{nm}$, respectively. The spring constant of empty PTP device, i.e. the four springs loaded in parallel with the tested NW, was measured after NW fracture. The force applied to NW was thus determined by subtracting the elastic force of PTP device from the total load. The cross-section of NW was approximated as a circle, with the diameter taken as the average of projective widths with specimen holder tilted at $0^\circ$ and $30^\circ$. The initial gauge length of NW was measured by SEM as the distance between the two Pt grips. The elongation of NW was considered to be uniform before fracture and simply equal to the displacement of indenter, since the compliance of Pt grips has been shown to be negligible [190,203].
3 Higher-order and Size-dependent Elasticity in Pd NWs

Portions of this Chapter have been reproduced with permission from Physical Review Letters, Volume 109, Page 125503. Copyright 2012 by The American Physical Society.

In this chapter, we look at the room temperature elastic deformation of Pd NWs. Using the MEMS-based tensile testing stage, we have performed tensile tests on single-crystalline, defect-free Pd nanowhiskers (NWs) at room temperature and measured nonlinear elastic response at applied axial strains in excess of 1%. By analyzing the size-dependence of the second and third-order elastic constants, we deduced a size-independent nonlinearity parameter, which allowed for direct comparisons to lattice anharmonicity in bulk FCC metals. Our pristine nanoscale crystals and unique testing approach provided results of both nanoscale mechanical phenomena and bulk behavior beyond the limit accessible by conventional macroscopic methods.

3.1 Verifying Elastic Response in Pd NWs

Figure 3-1(a) shows representative load-unload stress-strain curves for two nanowhiskers with different diameters (110 and 33 nm) as well as subsequent loading curves to fracture. Nonlinear elastic behavior was measured to occur at strains as high as ~5% and stresses in excess of 4 GPa. Some specimens displayed plastic deformation preceding fracture, which could be clearly distinguished from the elastic regime (e.g. 33 nm specimen shown in Figure 3-1(a)). We note that measured fracture strengths were as high as 7.1 GPa (corresponding to resolved shear stresses on the \(\{111\}/\langle11\overline{2}\rangle\) slip system.
of ~8% of the shear modulus of Pd), which are near estimates of the theoretical shear strength, consistent with other reports of high strength in FCC nanowhiskers [21,27]. To confirm the elastic limit of our Pd nanowhiskers, the actuator position was fixed at various increments of strain, and load was measured for ~1 min hold periods, as shown in Figure 3-1(b). For holds at approximately 0.5, 1.2, and 3.1 GPa, no clear load relaxation was measured, indicating the absence of detectable plastic deformation in this regime of nonlinear mechanical behavior. Measurable load relaxation was only measured at stresses higher than 4 GPa, which directly preceded fracture of the sample. These experiments reveal a large range of elastic strain over which both linear and nonlinear elasticity can be quantified. Our data show a quadratic fit to sufficiently capture the nonlinear response until fracture (inset of Figure 3-1(a)).
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**Figure 3-1** Representative elastic behavior in Pd NWs. (a) Loading, unloading, and subsequent fracture (offset along strain axis for clarity) stress-strain curves for two Pd NWs. Load-unload tests indicate no residual strain in NWs after unloading. Linear and quadratic fits (reconciled by the power law exponent shown in the inset) to the fracture curves are shown. (b) Stress-time data for a representative Pd NW, during which the actuator was held stationary, confirming elastic behavior until near the fracture stress.
3.2 Characterizing Size-dependent and Higher-order Elastic Behavior

The moduli $E$ and $D$ were directly determined for all tested Pd NWs by nonlinear least-squares fitting of the measured tensile response to Eq. 1-8. $D$ was measured to be negative and with absolute values an order of magnitude larger than $E$, indicating a strong elastic softening beyond the linear (Hookean) regime. Most notably, both $E$ and $D$ were measured to be size-dependent, with increasing absolute values with decreasing NW diameter (Figure 3-2). $E$ was measured to be approximately 120 GPa for NWs larger than 100 nm, which is close to the bulk value of Young’s modulus in Pd for a <110> axial orientation (136 GPa) [214], while increasing to ~290 GPa in the 33 nm NW (Figure 3-2(a)). While the linear response at low strains was shown to stiffen with decreasing size, $D$ was measured to correspondingly decrease (increasing magnitude) (Figure 3-2(a)), revealing a more pronounced deviation from linear behavior in the smallest tested NWs.

![Figure 3-2](image.png) Size-dependent elastic behavior. (a) $E$ and $D$ obtained from least-squares quadratic fitting, showing a clear dependence of both quantities on NW size. (b) Plotting $E$ vs. $D$ demonstrates a linear correlation, suggesting that the slope $b$, the strain-expanded...
nonlinearity parameter, is an intrinsic size-independent property. The inset confirms that the nonlinearity parameter $\delta$ is not a function of diameter over the tested size range. See Section 7.1 for details on the error analysis.

That both linear and higher-order elastic constants show size-dependence is noteworthy. Figure 3-2(b) shows $E$ and $D$ to be roughly linearly correlated, which suggests that an additional material parameter can be defined that is size-independent, and hence, representative of a bulk-like quantity. Such an approach can be reconciled by considering the elastic strain energy as a function of interatomic separation during uniaxial loading of our NWs. Following Diao et al.[26], by accounting for Poisson contractions, a relationship between Eq. 1-8 and the strain energy $U(\varepsilon)$ of a nanowire with Poisson’s ratio $\nu$ and initial volume $V_0$ subjected to uniaxial tension can be expressed as:

$$
\frac{U(\varepsilon)}{V_0} = E \left( \frac{1}{2} \varepsilon^2 + \frac{1}{3} \beta \varepsilon^3 \right) = E \left( \frac{1}{2} \varepsilon^2 + \frac{1}{3} \left(1 - 2\nu + b\right) \varepsilon^3 \right) \text{ Eq. 3-1}
$$

where $b = D/E$, the so-called strain-expanded nonlinearity parameter. Because $b \propto \delta^3 U/\partial\varepsilon^3$ (i.e. related to third-order elastic constants), a constant $b$ implies a signature of the interatomic behavior of a crystal corresponding to nonlinear behavior in bulk Pd. We measure $b = 7.19\pm1.94$, i.e. bulk Pd should elastically soften in tension along the $<110>$ direction. While experiments of bulk Pd elastic behavior at high strains are not available, molecular statics simulations of higher-order elastic moduli in other bulk FCC metals have been performed [26,35]. Liang et al. found that in bulk Cu along the $<110>$ direction, the instantaneous stress-strain slope decreases ($b_{110} = -9.885$) (agrees with our findings) as well as along $<111>$ ($b_{111} = -0.587$) but increases for $<100>$ ($b_{100} = \ldots$
4.155][35]. A similar trend in atomistic simulations of bulk Au was observed by Diao et al. where the Young’s modulus along the <100> direction was found to decrease with compressive strain, i.e. $b_{100}$ is positive[26]. Comparing our results with these findings, the response of the tested Pd NWs along the <110>-direction is consistent with predictions for the interatomic behavior of FCC metals. As the magnitude of $b$ is a direct measure of the degree of anharmonicity, one can estimate the anharmonic contribution by considering the relative deviation from a harmonic approximation (1st term of Eq. 3-1). We write a dimensionless expression for the fractional anharmonic contribution to the strain energy density as $2/3(1-2\nu+b)\varepsilon$. Using $\nu = 0.39$ and our measured value of $b$ for Pd nanowhiskers, this value would be $\sim 5\%$ and $\sim 25\%$ for strains of 0.01 and 0.05, respectively, suggesting that anharmonicity plays a substantial role particularly near the fracture strain.

Further comparisons with nonlinear elastic behavior in FCC metals can be made by expanding in stress rather than strain, according to Eq. 1-10 [57]. Using this framework, we measure $\delta = 11.2 \pm 3.9$ for our <110> Pd NWs (inset of Fig. 3(b)), which, to the best of the authors’ knowledge, is the first measurement of $\delta$ in Pd. Nevertheless, it is still insightful to compare to $\delta$ values obtained in other FCC noble metals [56,57,59,60], which are consistent in sign for each low-index orientation (negative for <100>, positive for <110> and <111>), with the magnitude of $\delta_{110}$ usually being the highest (typical values in noble metals range from $\sim 8$ to $\sim 11$). Also noteworthy is the qualitative agreement between these experimental studies and the simulations by Diao et al. of <100>-Au and by Liang et al in Cu for all three
directions[26,35]. Comparing with the current work, our value $\delta_{110}$ obtained for Pd is the largest among other FCC metals but consistent in sign and magnitude, suggesting a very large degree of anharmonicity (Table 1-1).

3.3 Evaluating the Physical Origins of Size-dependent Elasticity

Having shown a direct measurement of the size-independent nonlinearity parameter in Pd along the $<110>$ direction, we now turn our attention to the size-dependence of $E$ and $D$. As mentioned in section 1.2, such size-dependence in $E$ is commonly attributed to the effect of increasing surface-to-volume ratio in nanostructures via two separate effects. The first is the contribution of a surface layer with distinct elastic properties from the bulk to the total stiffness of a nanostructure, a direct result of the atomic bonding configuration near a free surface [32,65,79]. In this case, the total surface stress along the nanowire axis is often represented as $\tau = \tau_0 + S\varepsilon$, where $S$ is the surface stiffness (or surface elastic modulus) and $\tau_0$ is the surface stress at zero applied strain [30,64]. This contribution of the surface stiffness $S$ leading to the deviation in $E$ from the bulk value $E_0$ is estimated by $(E - E_0)/E_0 = \alpha(h/h_0)$ where $\alpha$ is a geometric factor, $h_0 = |S/E_0|$, and $h$ is the characteristic length scale of the structure [32,64]. Using surface stiffness values obtained from atomistic simulations [64], we calculated $h$ for several low-energy surfaces ($\{100\}$, $\{110\}$, $\{111\}$, and $\{112\}$) on a $<110>$-NW assuming a square $h \times h$ cross-section under tension ($\alpha = 4$). For a 10% difference in apparent $E$ (sufficiently large so as to be measured in our experimental setup), $h < 4$ nm, which is well below where our Pd NWs begin to show deviations from bulk elastic behavior. We
note that other experimental and atomistic simulation studies of nanowires also show deviations in $E$ due to surface stiffness at similarly small length scales [30,71,83,215]. It is important to recognize that this model assumes a linear elastic response of miscoordinated atoms residing at the surface. Also, to account for changes in stiffness in perfectly coordinated atoms, the surface must be able to affect the response of the fully coordinated core atoms. This can be accomplished by way of a second effect, namely, via surface-stress-induced relaxations [35,81,82]. Changes in bond lengths near the surface can result in large values of $\tau_0$, which in equilibrium must be balanced by stresses in the material core [30,64,81]. Surface stress effects on the elastic response of nanowires have been extensively modeled [30,83,215,216], but the core stress is often assumed to exhibit linear elastic response. Both Diao et al. and Liang et al. have found in their simulations that the variations in $E$ with decreasing size in Au and Cu NWs, respectively, can be attributed to higher-order elastic behavior, arising from a surface stress-induced residual stress state along the axial direction of the wire [26,35]. Compressive residual core strains $> 0.01$ sufficiently shift the initial stress state and thus the apparent $E$, giving rise to size-dependent elastic behavior. Since we have determined the $E$ and $b$ values for our Pd NWs, we can similarly estimate the residual axial core strain $\varepsilon_r$ by using the expression $\varepsilon_r = (E/E_{bulk} - 1)/2b$ (Figure 3-3). This simple approach does not take into account the effects of the surface in the transverse directions, but it does illustrate the significant role the surface may play in evaluating the yield and fracture strength in FCC metal nanostructures.
Figure 3-3 Estimation of relaxation strain $\varepsilon_r$ along the NW axis. The provided inset shows increasingly compressive relaxation strains for NWs with smaller diameters. The bulk curve for Pd is plotted using the relation in Eq. 1 with $D/E = -7.19$. The anomalous points indicating positive $\varepsilon_r$ result from calculations with $E$ values near the bulk value.
4 Dislocation Nucleation-mediated Plasticity in Pd NWs

In the previous chapter, it was shown that remarkably high yield stresses could be attained in the Pd NWs, enabling characterization of their higher-order elastic response. These high strengths were achievable due to the absence of pre-existing carriers of plasticity such as dislocations. Hence, the initiation of plastic deformation required nucleation of such defects, a process that has been predicted to be thermally activated.

Here, we aim to gain a quantitative description of the energetic and kinetic barriers to surface dislocation nucleation in pristine crystals. We present systematic experimental tensile tests performed on defect-scarce single-crystalline Pd NWs where dislocation nucleation is the predominant mechanism underlying plastic yielding. By employing the MEMS-based testing platform in a temperature-controlled environment, we have probed the quasi-static tensile response over a range of strain rates, sizes, and temperatures, even approaching the athermal limit. With the aid of in situ tensile tests in the TEM, we demonstrate a direct connection between incipient plasticity in our NWs and the nucleation of dislocations at free surfaces. Our measurements of over 60 NWs provide values for the energy barriers and kinetics governing dislocation nucleation, as well as insight to the highly probabilistic nature of dislocation nucleation.
4.1 Tensile behavior of Pd NWs

As mentioned in the last chapter, Pd NWs were subjected to successive load-unload tests to increasingly higher displacements until fracture. Even at room temperature, the Pd NWs exhibited large ultimate strengths as high as 7.8 GPa, over 70 times stronger than their bulk counterparts. In all Pd NWs tested, the elastic response became nonlinear at strains above 1% [190]. Systematic unloading beyond the linear (Hookean) regime showed the deformation path to follow the nonlinear loading curves and return to zero strain, indicating elastic behavior. In the vast majority of samples tested, plastic deformation was immediately terminated by a brittle-like response, i.e. no measurable plastic strain in the stress-strain curve (e.g. 110 nm-diameter sample in Figure 3-1(a)).

The load-hold tests are of particular importance, demonstrating sustained elasticity and the absence of relaxation mechanisms at stresses well below the yield or fracture strengths. Figure 3-1(b) shows subsequent loading of a single NW, which sustained a relatively constant load at increasingly higher levels of stress until fracture occurred during the final holding period. The finite duration of time (~24 s at 3.8 GPa, engineering stress) required for yield to occur under constant stress is consistent with a thermally activated mechanism and can be related to the expectation time for the first nucleation event.
4.2 Linking Incipient Plasticity to Dislocation Nucleation

The measured stress-strain response in our Pd NWs indicates that plastic deformation is incipient at the yield point and suggests that defect nucleation is associated with the first measured deviations from elasticity. However, in situ TEM tests performed on other metallic nanostructures with nonzero defect density have shown that dislocation motion may still occur during what would otherwise appear to be elastic loading [211]. To fully establish the link between incipient plasticity and the measured departure from elasticity in the stress-strain curve, we performed quantitative in situ TEM tensile tests of Pd NWs.
Figure 4-1 In situ TEM tensile testing.

(a) Sequential images from a single tensile test on a Pd NW, (b) the corresponding stress-strain curve with a quadratic fit for the nonlinear response (red line), and (c) the fracture morphology showing stacking faults from equivalent slip systems. (d) A second Pd NW of similar diameter tested under identical conditions and (e) the fracture morphology
showing sequential twinning on different slip systems. *Images and data courtesy of Dr. Mo-Rigen He.*

Figure 4-1(b) shows a series of images captured during tensile testing of a Pd NW with a diameter of 60 nm, and Fig. 2(c) shows the corresponding stress-strain curve, which is well described by a nonlinear (quadratic) elastic relationship before fracture, as reported previously [190]. For this NW, diffraction contrast related to defects, such as dislocations and stacking faults, was not observed at the beginning of test (snapshot 1 in Figure 4-1(b)). Moreover, the NW remained defect-free during the test, e.g. near the onset of nonlinear elasticity (snapshot 2) and before the NW fractured (snapshot 3) at a stress of 3.45 GPa. Subsequently, the NW abruptly fractured (snapshot 4) in a shear mode (see Figure 4-1(d)), with a shear plane determined to be \((1\bar{1}1)\) since the NW was oriented along \([1\bar{1}0]\) and observed in the \([110]\) zone axis. Traces of stacking faults were observed parallel to the major \((1\bar{1}1)\) shear plane (and the equivalent \((\bar{1}11)\) plane), indicating that the shear fracture likely occurred by activation of a series of identical partial dislocations with \(b = [\bar{1}12]a/6\) (and the equivalent \(b = [1\bar{1}2]a/6\)) from the side surfaces, which accorded well with previous atomistic simulations and *in situ* SEM measurements of Au NWs [213]. Notably, no visible surface steps were evident during or after loading away from the fracture edge, which could arise from dislocation avalanches operating at speeds faster than our video rate. Figure 4-1(e)-(f) shows the stress-strain curve and fracture morphology of another defect-free Pd NW with a diameter of 64 nm, which was elastically loaded to 6.7 GPa and then fractured in a
necking-like mode. Traces of stacking faults (or twinning planes) were also observed only near the fracture edges. A Schmid factor analysis suggested that plastic deformation in this NW was mediated by partial dislocations (or twinning segments), operating in a primary slip system with \( b = [\overline{1}12]a/6 \) on a \((1\overline{1}1)\) plane, followed by a secondary system with \( b = [5\overline{5}2]a/18 \) on a \((\overline{1}15)\) plane with respect to the matrix orientation, which is equivalent to \( b = [1\overline{1}2]a/6 \) on the \((\overline{1}11)\) plane in the primary twinned region. Such a plasticity mechanism mediated by multiple partial dislocations is consistent with previous studies of Au NWs grown in similar conditions, underscoring the role of dislocation nucleation from the surface of these NWs.

Our in situ TEM testing revealed that mobile dislocations were neither present inside the Pd NWs prior to testing nor during the entirety of the evidently elastic regime. However, clear evidence of late-stage plastic deformation strongly suggests that nucleation of dislocations directly prior to fracture gives rise to highly localized plastic deformation followed by final fracture. Thus, the yield strengths measured in this study serve as a reasonable indicator of incipient plasticity and can be used for the evaluation of the critical strength for dislocation nucleation. In the remainder of this article, we refer to the measured yield strength as the nucleation strength.

4.3 Trends in Tensile Response and Fracture Morphology
Probing the dependence of nucleation strength on testing parameters such as size, strain rate, and temperature provided further quantitative insight to the nature of the underlying plasticity mechanism. Pd NWs were tested at strain rates in the range of $10^{-5}$ s$^{-1}$ to $10^{-3}$ s$^{-1}$ and nominal temperatures from 77 K to 475 K. In order to minimize convolution in the data, we define our benchmark conditions as NWs tested at room temperature (295 K) and an intermediate strain rate range ($\sim 10^{-4}$ s$^{-1}$), i.e. all non-ambient temperature tests were performed at a strain rate in the $10^{-4}$ s$^{-1}$ range and all tests performed above or below $10^{-4}$ s$^{-1}$ were tested at room temperature. In Figure 4-2(a), several characteristics of the tensile response, including ultrahigh yield strength in the gigapascal range and nonlinear elasticity at high strains, remain consistent among the different testing conditions. As with all samples tested on the MEMS stage, elasticity at high strengths was verified by performing load-unload tests prior to the fracture (See section 3.1).
Figure 4-2 Representative stress-strain behavior at various strain rates and temperatures. (a) Stress-strain curves and (b) postmortem fracture morphologies for tensile tests performed under various strain rate and temperature conditions. All fracture micrographs are at the same magnification and correspond to the scale bar in I denoting 50nm. We note that only fractured samples in IV and V are from the respective non-ambient temperature tests in (b), but samples I, II and III were tested under the same conditions as the corresponding tests shown in (a). The hydrocarbon-based coatings are the result of NW manipulation before and after tensile testing; a detailed analysis of its influence is presented in Section 7.2.
Our results reveal the following trends for the nucleation strength. Changes of two orders of magnitude in strain rate do not produce significant differences in the yield strengths for all the room temperature tests. In contrast, spanning a temperature range of 300 K demonstrates significant changes in yield strength. For the tensile test performed at 93 K, a yield strength as high as 5.8 GPa was attained. In contrast, the sample tested at 447 K fractured at a much lower strength of 2.8 GPa. This strong temperature dependence points to a deformation mechanism more thermally sensitive than the flow of pre-existing dislocations in FCC crystals, the strength for which would scale only weakly with the elastic constants (for instance, one would expect only a 3.6% drop in strength, in contrast to nearly 50% measured herein, over the same temperature range [214,217]).

Similar to the in situ TEM test, the measured tensile response indicates a brittle-like response whereas the fracture surface suggests otherwise. Fracture morphologies on all specimens indicate localized necking or shear deformation consistent with the previous in situ tests (Figure 4-1), suggesting that dislocation mechanisms govern plastic deformation over the entire range of tested strain rates and temperatures studied here (Figure 4-2 (b)).

4.4 Stochastic Nature of Nucleation Strengths

The experimental trends measured and illustrated in Figure 4-2(a) are qualitatively consistent with theoretical predictions, both from semi-analytical models [110,155] and computational simulations [156,218], where strength is weakly dependent on strain rate but strongly dependent on temperature. The stochasticity of the measured...
nucleation strengths, however, adds a statistical facet to the mechanism, which we quantitatively analyze to address the probabilistic nature of thermal activation. For an array of tensile tests under benchmark conditions, we obtained a large range of strengths spanning several gigapascal for effective diameters ranging from 30 to 110 nm (Figure 4-3). Examining the measured strength as a function of size, either represented as diameter (Figure 4-3(a)) or gage length (Figure 4-3(b)), shows a marginal size effect relative to this scatter over the tested range. This observation is likewise consistent with predictions [110,155] and other experiments [39,155] indicating weak size effects in defect-free metallic nanostructures. To determine the origin of the large scatter in measured strengths, we first systematically consider sources of experimental uncertainty, including effects such as variation in the applied strain rate, estimation of the cross-sectional area, and load bearing by a hydrocarbon-based contamination layer. We additionally consider any correlation of measured strength with fracture location and with the presence of the axially aligned stacking faults. As detailed in the Appendix and indicated by error bars on our data, these cumulative uncertainties are substantially smaller than the measured scatter. We therefore attribute the stochasticity of our measurements to a probabilistic thermally activated deformation process.
Figure 4-3 Weak size dependence of nucleation strength. Nucleation strengths measured in Pd NWs across a range of (a) diameters and (b) gage lengths at $T = 295$ K and strain rates of the order of $10^{-4}$ s$^{-1}$. Schematics in the upper right-hand corner of each plot illustrate (a) predicted nucleation of a dislocation from a corner site and (b) relationship between length $L$ and number of equally viable nucleation sites $N$ for lattice parameter $a$. Viable nucleation sites are indicated by orange circles or orange dotted lines.

4.5 Temperature- and Strain Rate-dependence of Nucleation Strengths

Examining the full data set of ~60 NWs, we find that whereas tensile tests performed at various strain rates do not show rate dependence that rises above the scatter (Figure 4-4(a)), the nucleation strength is found to vary significantly with temperature. Comparing the mean strength values at the tested temperature limits shows a strength reduction of nearly 6 GPa over a 350 K increase in temperature (Figure 4-4(b)). This large monotonic decrease in strength with increasing temperature associated with dislocation-mediated deformation unambiguously points to a thermally activated process. In addition to the mean strength, the measured scatter band is also a function of temperature, with the largest variation emerging near room temperature and reducing in
both the athermal and high temperature limits. This observation can be intuitively understood as follows: in the absence of thermal fluctuations at 0 K, the NW should nucleate dislocations spontaneously at the athermal strength, resulting in a collapse of the scatter; at finite temperature, the resulting scatter will be bound at low temperatures by the athermal strength and at high temperatures by zero stress, collapsing again at a high temperature limit.

4.6 Evaluating the Thermal Activation Barriers to Dislocation Nucleation

We analyze these temperature-dependent distributions of nucleation strength to evaluate the thermal activation parameters associated with surface dislocation nucleation. For a given strain rate and temperature, the distribution of measured yield strengths can be described by a model for a kinetically-limited thermally activated process. From transition state theory (TST) (see section 1.3), the rate of dislocation nucleation \( \nu \) is expressed as:

\[
\nu = N \nu_0 \exp \left( -\frac{\Delta G_{act}(\sigma, T)}{k_B T} \right)
\]

where \( \nu_0 \) is the attempt frequency, \( N \) is the number of equivalent nucleation sites, \( \Delta G_{act}(\sigma, T) \) is the activation free energy dependent on both temperature \( T \) and applied stress \( \sigma \), and \( k_B \) is the Boltzmann constant. Several simulation studies have identified a
pronounced temperature dependence for $Q$, attributing it to thermal effects arising from the stacking fault energy and anharmonicity [112,157]. The latter manifests as thermal expansion and thermal softening, both of which are anharmonic effects. As measurements of the elastic behavior of Pd demonstrate a pronounced anharmonicity compared to other FCC metals [190], we hypothesize that entropic contributions to $\Delta G$ are non-negligible. To directly compare our experimental results to proposed temperature- and stress-dependencies of $\Delta G_{act}$, we adopt the simple form for the activation energy following the work of Refs. 29,45, and 46 (see section 1.3.1):

$$\Delta G_{act}(\sigma, T) = \Delta U_{act} \left(1 - \frac{T}{T_m}\right) \left(1 - \frac{\sigma}{\sigma_{ath}}\right)^\alpha \quad \text{Eq. 4-2}$$

Here, $\sigma_{ath}$ is the athermal strength, $\Delta U_{act}$ is the athermal activation energy in the absence of applied stress, and both $T_m$ and $\alpha$ are constants governing the temperature and stress dependence, respectively [110]. While the analytical form for the temperature dependence in Eq. 4-2 has been a matter of some debate [112,157], it enables an approximation of the maximum activation entropy, $-\partial \Delta G_{act}/\partial T|_{\sigma=0} = \Delta U_{act}/T_m$, which we can extract from our full data set. We take $T_m$ to be the surface-disordering temperature [110] since the bonding at the surface can significantly affect the thermal and mechanical properties contributing to the activation entropy [219,220]. The value of $T_m$ can vary significantly for different surfaces orientations: for pristine low index surfaces such as in the current NW specimens, the temperature for surface roughening can be a large fraction of or even exceed the bulk melting temperature [221]. For simplicity, we use the convention of approximating $T_m$ as half the bulk melting temperature.
The value of $\alpha$ represents the sensitivity of the activation energy to the applied stress: since the activation volume is $\Omega(\sigma,T) = -\partial \Delta G_{\text{act}}/\partial \sigma$, the decrease in the energy barrier due to mechanical work can drop dramatically near the athermal strength. Mechanistically, $\alpha$ is related to the particular obstacle that must be overcome during the thermally activated process. For example, for discrete obstacle-controlled plasticity in bulk crystals, $\alpha \approx 1$ (Ref. 47), thus implying a linear dependence of activation energy with stress. For the case of heterogeneous nucleation at the corner of a faceted NW, a stronger stress dependence has been proposed ($\alpha \approx 4$) based on calculations of the activation energy for simulations of corner dislocation nucleation in a Cu NW under tension [110]. We compute the full temperature-dependent nucleation strength distributions for both $\alpha = 1$ (as has been assumed for dislocation nucleation in Refs. 51 and 52) and $\alpha = 4$ to draw comparisons to our experiments (the details of the derivation for $\alpha = 1$ are included in section 7.5).

For a tensile test under a constant elastic strain rate, we can approximate the relationship between $\sigma$ and time $t$ as $\sigma = E \dot{\varepsilon} t$, where $E$ is the small-strain Young’s modulus and $\dot{\varepsilon}$ is the strain rate (average of $3.88 \times 10^{-4}$ s$^{-1}$ for benchmark experiments), and use this to define a survival probability [110]. For $\alpha = 4$, the cumulative survival probability representing the statistical transition from elastic to plastic response [110,162] is:
In the above expression, $f(\sigma, T) = \exp\left(-\frac{1}{E\hat{\varepsilon}} \int_0^\sigma \nu[\sigma'] d\sigma'\right)$

\[
f(\sigma, T) = \exp\left(\frac{N\nu_0}{E\hat{\varepsilon}} \left[\frac{\sigma_{ath}}{4} \left(\frac{\Delta U_{act}}{k_B} \left(\frac{1}{T} - \frac{1}{T_M} \right)\right)^{\frac{1}{4}} \left(\Gamma\left[\frac{1}{4}, \frac{\Delta U_{act}}{k_B} \left(\frac{1}{T} - \frac{1}{T_M} \right)\right]\right) - \Gamma\left[\frac{1}{4}, \frac{\Delta U_{act}}{k_B} \left(\frac{1}{T} - \frac{1}{T_M} \right)\left(1 - \frac{\sigma}{\sigma_{ath}}\right)^4\right]\right)\right)
\]

for $0 \leq \sigma \leq \sigma_{ath}$

\[
f(\sigma, T) = \exp\left(\frac{N\nu_0}{E\hat{\varepsilon}} \left[\frac{\sigma_{ath}}{4} \left(\frac{\Delta U_{act}}{k_B} \left(\frac{1}{T} - \frac{1}{T_M} \right)\right)^{\frac{1}{4}} \left(\Gamma\left[\frac{1}{4}, \frac{\Delta U_{act}}{k_B} \left(\frac{1}{T} - \frac{1}{T_M} \right)\right]\right) - \Gamma\left[\frac{1}{4}, + \sigma_{ath} - \sigma\right]\right)\right)
\]

for $\sigma > \sigma_{ath}$

In the above expression, $\Gamma(a, x) = \int_x^\infty t^{a-1} e^{-t} dt$ is the upper gamma function. There are two expressions for $f(\sigma, T)$ about $\sigma_{ath}$, because even in the absence of an energy barrier nucleation is still kinetically limited by a maximum rate, i.e. $\nu(\sigma) = N\nu_0$ for $\sigma > \sigma_{ath}$. We then fit this expression to the cumulative distribution of the experimental data at room temperature as $F(\sigma) = 1 - f(\sigma)$ to obtain $\sigma_{ath}$, the Arrhenius prefactor $N\nu_0$, and the temperature-scaled activation energy range $\Delta U_{act}(1 - T/T_m)$ (Figure 4-4(c)). Using non-linear least squares regression, we obtain $\sigma_{ath} = 7.08 \pm 0.02$ GPa, $N\nu_0 = 0.065 \pm 0.003$ s\(^{-1}\), and the Helmholtz free energy of activation $\Delta F_{act}(T) = \Delta U_{act}(1 - T/T_m) = 0.236 \pm 0.009$ eV. Assuming $T_m = 914$ K (half the melting temperature of bulk Pd), we then calculate $\Delta U_{act} = 0.328$ eV.
Figure 4-4 Nucleation strength in Pd NWs. Strength measured for (a) different strain rates, including results from the in situ TEM tests (green triangles), (b) and temperatures. Blue squares and gray shading represent measurements at 295 K and strain rates of the order of \(10^{-4} \text{s}^{-1}\), as displayed in Fig. 4. Measurements outside of these benchmark conditions are indicated by a different color or symbol (triangles for strain rate outside \(10^{-4} \text{s}^{-1}\), black for \(T\) outside 295 ± 5 K). (c) Cumulative probability for measured yield strengths. The dotted red line is a fit for the analytically derived cumulative distribution function \(F(\sigma)\).

Using these fits, we calculate the most probable critical nucleation strength \(\sigma_c\) at 295 K to be 3.44 GPa, which corresponds to \(\Delta G_{\text{act}} = 0.016 \text{ eV}\) and \(\Omega = 0.13 b^3\), where \(b\) is the magnitude of the full Burgers vector in FCC. In comparison, simulations of surface dislocation nucleation in a Cu NW in tension yield \(\Delta G_{\text{act}} = 0.39 \text{ eV}\) and \(\Omega = 5b^3\) at the same temperature and fraction of the athermal strength [110], at least an order of magnitude higher than our experiments on Pd NWs. Likewise, our calculated upper-bound activation entropy for Pd is \(\Delta U_{\text{act}}/T_m = 4.17k_B\), implying a non-negligible contribution to the nucleation rate \(\sim \exp(-\Delta S_{\text{act}}/k_B)\). This compares with calculations giving \(9k_B\) and \(48k_B\) for homogeneous nucleation in Cu under constant strain and stress, respectively [112]. Considering the low activation energies deduced from our
experiments, it is plausible that certain pre-existing flaws that go undetected, such as
vacancies and atomic surface steps, could lower the nucleation barrier with respect to an
ideal crystal. In Pd, the vacancy migration energy is reported as 0.82 eV, and the
formation energy and volumes as 1.4 eV and 0.24$b^3$, respectively [224]; given these
larger barriers, it is unlikely that they contribute significantly to the experimentally
observed behavior. On the other hand, surface self-diffusion has a comparable energy to
what we measure on the order 0.031 eV for {111} Pd surface and is a process consistent
with the small activation volume measured. Additionally, simulations of dislocation
nucleation at surface steps have shown that the activation parameters can change
significantly in the presence of such defects, which could possibly play a role in the
nucleation response in Pd [110,225,226]. However, their role hinges on the configuration
of these flaws relative to the applied stress and other defects. For instance, simulations of
kinks on existing surface steps were shown to not influence the elastic limit in Al [225].
Additionally, the computed nucleation rate prefactor or effective attempt frequency $\nu_0$
of 0.065 s$^{-1}$ can be compared to time scales for nucleation measured in our experiments.
The load-hold test performed and shown in Figure 3-1(b) represents a case where a fixed
load is applied below the fracture strength and nucleation is assisted by thermal
fluctuations and time. These experiments suggest a nucleation expectation time of 24 s at
3.8 GPa, which agrees with our model’s prediction of the order of 10 s. Similar to other
experimental studies [222,223], our computed nucleation rate prefactors are
approximately nineteen orders of magnitude different from a value that can be estimated
assuming the truncated rhombic cross-sectional geometry of the NW and an attempt
frequency on the order of the Debye frequency ($5.7 \times 10^{12}$ s$^{-1}$). This implies that even a single viable activation site on the surface of our Pd NW ($N = 1$) would possess an attempt frequency of the order of 0.01 s$^{-1}$. While there have been studies demonstrating a different vibrational frequency of surface atoms from the bulk [143,227], these manifest primarily in small changes of the surface Debye temperature, which alone cannot account for such a large discrepancy. Given that dislocation nucleation does not involve single atoms but rather a collective group, the frequency of individual atomic vibrations may not be a suitable or physically sensible attempt frequency [103].

The probabilistic nature of surface dislocation nucleation instantly emerges when comparing our full data set to computed temperature-dependent probability distribution functions (PDF). The PDF at each temperature is shown in Figure 4-5 and normalized by its maximum probability to highlight the trajectory of $\sigma_c$ over temperature. Thus, each vertical slice of Figure 4-5 represents the probability distribution at a given temperature, which collapses to a deterministic value in the athermal limit. We compare our data to both cases of strong ($\alpha = 4$) and weak ($\alpha = 1$) stress dependence of the activation energy, whose calculated barrier parameters are presented in Table 4-1. Both models capture the strong temperature dependence of the mean nucleation strength, and more remarkably, of the non-monotonic scatter in probable nucleation strengths observed in experiment. Contour lines indicating the 5th and 95th percentile nucleation strength at each temperature show that the influence of $\alpha$ is most evident at low temperatures, particularly in the athermal limit. We note that the activation parameters deduced from our study and calculated for both values of $\alpha$, most notably the kinetic prefactor $N\nu_0$, are still below the
values obtained in computational studies. The experimental values of $N_{v_0}$ remain only a few orders of magnitude higher than the applied strain rate, so even in the absence of a finite energy barrier (e.g. $T < 100\text{K}$, $\sigma > \sigma_{\text{ath}}$) nucleation is kinetically limited by the attempt frequency and thus not necessarily instantaneous.

**Figure 4-5** The normalized PDF maps for (a) $\alpha = 1$ and (b) $\alpha = 4$ are overlaid with measured nucleation stress (gray squares) at strain rates on the order of $10^{-4}$ s$^{-1}$ (data points same as in Figure 4-4(c)). The respective values for $\sigma_{\text{ath}}$ are indicated on the vertical axes. Probability values $P(\sigma,T)$ are normalized with respect to the maximum probability at each temperature $P_{\text{max}}(T)$. The dashed contour lines represent the 5th (lower) and 95th (upper) percentile nucleation stresses.

**Table 4-1** Comparison of activation parameters obtained for different stress dependences of the activation energy.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha = 1$</th>
<th>$\alpha = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{ath}}$ (GPa)</td>
<td>7.46</td>
<td>7.08</td>
</tr>
<tr>
<td>$\sigma_c$ at $T = 295\text{K}$ (GPa)</td>
<td>5.85</td>
<td>3.44</td>
</tr>
<tr>
<td>$\Delta G_{\text{act}}$ (eV) ($T = 295\text{K}$, $\sigma = \sigma_c$)</td>
<td>0.048</td>
<td>0.016</td>
</tr>
<tr>
<td>$\Omega$ ($b^3$) ($T = 295\text{K}$, $\sigma = \sigma_c$)</td>
<td>0.23</td>
<td>0.13</td>
</tr>
<tr>
<td>$N_{v_0}$ (s$^{-1}$)</td>
<td>0.47</td>
<td>0.065</td>
</tr>
</tbody>
</table>
Statistically speaking, our experiments demonstrate better agreement with $\alpha = 4$, with about 90% of the measured events falling within the contoured envelope (Figure 4-5(b)). However, the agreement between the calculated temperature dependence of $\sigma_c$ and the experimental results at low temperature suggest that an $\alpha$ closer to unity represents the physical obstacles to dislocation nucleation more accurately. The difference between the two cases is most pronounced at low temperatures, hence the agreement with the experimental data may be temperature-dependent. We provide a rough comparison by averaging the measured strengths within a given temperature window. As shown in Fig. 5, while the magnitude of the difference between each case and the experimental averages is similar, the agreement varies with temperature: at lower temperatures $\alpha = 1$ agrees better with the data whereas $\alpha = 4$ better models the higher temperature behavior. Since it is within the low temperature regime approaching 0K where the two models are most distinguishable, it is there where experiments can best inform the stress dependence of the activation energy. A similar observation has been noted in simulations of FCC crystals of varying geometries, which effectively change the “shape” of the obstacle that must be overcome [225]. Taken as a whole, this suggests that further measurements at ultralow temperatures would be a promising avenue to gain additional insight to the details of surface nucleation.
Figure 4-6 Comparison between experimental mean strength $\sigma_{avg}$ and calculated most probable strength $\sigma_c$. $T_{avg}$ represents the average temperature for each temperature window over which $\sigma_{avg}$ was calculated. The lower bar graphs show the difference between experiment and model at each $T_{avg}$. 
5 Further Discussion of Theoretical Model and Experimental Results

In the last chapter we presented experiments and results on the barriers to dislocation nucleation in defect-free Pd NWs. Key assumptions were employed to develop an analytical model to not only capture the mean strength but also scatter in the experiments. We discuss these further in detail to highlight on their significance in our analysis as well as address discrepancies between our results and those from previous theoretical studies. Additionally, we address a number of open questions regarding different characteristics and responses of the Pd NW samples tested.

5.1 Thermal Activation Framework

While many theoretical and computational studies have focused on quantifying the activation energy and strength for dislocation in FCC single crystals [27,28,110,111,143,185,228], there remains limited literature addressing some of the significant parameters and assumptions that enter into the nucleation rate, the starting point for investigating thermally activated dislocation nucleation. Combining Eq. 4-1 and Eq. 4-2, the full expression of the rate for dislocation nucleation in a defect-free nanowire is:
\[ \nu(\sigma, T) = N\nu_0 \exp \left( \Delta U_{act} \left( 1 - \frac{T}{T_m} \right) \left( 1 - \frac{\sigma}{\sigma_{ath}} \right)^\alpha \right) \]  \hspace{1cm} \text{Eq. 5-1} \\

Upon deriving a tractable model to apply directly to our experiments in Chapter 4, our starting point required making assumptions about the temperature dependence scaling by \( T_m \), and the stress dependence of the activation energy \( \alpha \). Additionally, at the end of our analysis we found that among the results we obtained, the largest discrepancy between literature and experiment laid in the attempt frequency \( \nu_0 \), with a difference of about nineteen orders of magnitude. Here we aim to address the role of these parameters in the physics of dislocation nucleation, including possible origins of discrepancies where applicable, as well as how they could apply to our analysis of dislocation nucleation barriers in our experiments.

5.1.1 **Stress Dependence of the Activation Energy**

According to Aubry \textit{et al.}, for a crystal under constant stress \( \sigma \), a linear relationship can be readily assumed from the energy of a nucleating dislocation:

\[ E(b_p, \sigma) = 2\pi R \frac{\mu b_p^2}{8\pi} \left[ 2 - \nu \left( \ln \frac{8R}{r_c} - 2 \right) + \frac{1}{2} \right] + A\gamma_{SF} - Ab_p\sigma \]  \hspace{1cm} \text{Eq. 5-2} \\

Where \( R \) is the radius of the nucleating loop, \( b_p \) is the associated partial burgers vector, \( r_c \) is the dislocation core radius, \( \nu \) is Poisson’s ratio, \( \gamma_{SF} \) is the stacking fault energy, \( A \) is the area of the slipped region, and \( \sigma \) is the applied stress [228]. The first term represents the line energy, the second is the energy from the stacking fault area, and the third term is the
work done by the applied stress, from which the linear stress dependence arises. While this model captures the main elements of homogeneous nucleation, it was found to severely overestimate the required energy: not only did the generalized stacking fault (GSF) curve need to be taken into account, but also the stress-dependence of the GSF curve due to the high stresses required [28,228]. Thus, the analytical model is modified to reflect this additional stress-dependence [228]:

\[
E(b_f, \sigma) = 2\pi R \frac{u b_f^2}{8\pi} \left[ \frac{2 - \nu}{1 - \nu} \left( \ln \frac{8R}{r_c} - 2 \right) + \frac{1}{2} \right] + A \left( \gamma_{GSF}(\sigma, u_0 + b_f) - \gamma_{GSF}(\sigma, u_0) \right) - Ab_f \sigma
\]

Eq. 5-3

Where \( b_f \) is the fractional burgers vector of the nucleating partial dislocation. For most earlier experimental evaluations of the activation barriers to dislocation nucleation under nanoindentation, the value of \( \alpha \) has been assumed to be 1 [162,229,230]. While Eq. 5-3 indicates that the relationship between the nucleating loop energy \( E \) and \( \sigma \) is not exactly linear owing to the additional stress dependence of the GSF curve, predictions from chain-of-states calculations for homogeneous nucleation in several FCC metals, which yield \( \alpha \) values between 1 to 2 [28].

On the other hand, chain-of-states calculations have also indicated that there may be extra factors influencing the heterogeneous nucleation from surfaces. The stress-dependent activation energies determined by Jennings et al. for different geometries and surface faceting of Au nanowires require \( \alpha \) of at least 2 to sufficiently agree with the data [28]. Likewise, calculations from Zhu et al. for corner nucleation in a Cu nanowire determined \( \alpha = 4.1 \) [110]. Unlike homogeneous deformation in bulk, dislocation
nucleation in nanowires are strongly influenced by surface properties and features. Atomistic studies on various single crystal geometries collectively show that both external geometry and local surface features (e.g. atomic steps) can substantially modify the stress dependence of the activation energy [143,225,231]. Formation of surface steps during nucleation requires taking into account the surface energy $\gamma$, which like the GSF energy may be significantly stress-dependent [28]. Furthermore, obstacles involved in surface nucleation such as image stresses will affect the necessary forces to enlarge the nucleating loop to its critical configuration. Jennings et al. had managed to develop an analytical model to capture many of these elements and was able to successfully apply it to the measured strengths in Au nanowhiskers, which highlights the complexity required to accurately capture the process of heterogeneous nucleation.

One of the current questions now is to understand how the presence of flaws can change the stress or strain dependence. This can be particularly crucial for comparing simulations with experiments, as often the scatter in the latter is attributed to the presence of surface defects. Simulations by Brochard et al. and Hara et al. on monatomic film steps have shown that not only is the critical strain at which nucleation occurs dramatically affected, but also the entire activation energy profile as a function of that strain [188,232]. Their work in fact points to a possible strategy to understanding and possibly predicting the stress dependence.

Our work in the previous chapter has shown that by measuring at low temperatures, the stress dependence can be estimated. More precise evaluation of $\alpha$ could
be performed iteratively, and such information could be extremely useful in informing more directly on the geometric contributions to dislocation nucleation.

5.1.2 Temperature Dependence of the Activation Energy

As mentioned in the previous chapter, the temperature dependence in the expression for activation energy is related to the significance of activation entropy. Nudged elastic band (NEB) calculations for determining the nucleation energy only address the energy landscape at 0 K [110,233,234], such that the role of entropy is usually ignore, which can lead to severe underestimation of the nucleation rate at finite temperature by orders of magnitude. In extrapolating their values of activation energy to apply to room temperature experiments, Zhu et al. used the factor \(1 – T / T_m\), where \(T_m\) is the surface melting temperature (Eq. 5-1) [110], although some authors have provided alternative interpretations of the temperature dependence. For example Warner and Curtin were able to capture the activation energies by considering temperature-dependent material properties and directly attributed the substantial changes in activation energy to the dependences of the shear modulus and unstable stacking fault energy [157]. In particular, they identified that the effect of temperature not only rescaled but also translated the activation energies as a function of stress. This is shown schematically in Figure 5-1, where the significance of the shift becomes clear, as it also changes the stress at which the energy barrier disappears with temperature.
Figure 5-1 Schematic for two cases of temperature dependence on the activation energy $Q(\sigma)$. The case on the left represents the relationship expressed in Eq. 5-1 and the case on the right shows the scale and shift found in Warner and Curtin’s study (Ref. [157]). The arrows indicate increasing temperature.

Ryu et al. had also looked at the temperature-dependence using umbrella sampling and determined very significant entropy during both homogeneous and heterogeneous dislocation nucleation in Cu [111,112]. For example, heterogeneous nucleation in a nanowire under constant stress and strain, the respective entropies were $\Delta S(\sigma) = 17k_B$ and $\Delta S(\varepsilon) = 9k_B$, respectively [112], which can contribute a difference to $\nu$ of at least four orders of magnitude. These large contributions arise from anharmonic effects: under constant strain, thermal expansion enables easier shearing between adjacent planes; additionally, under constant stress the associated strain increases during nucleation owing to thermal softening [111]. Using the entropy to determine when the activation energy barrier for dislocation nucleation disappears, the authors could determine the associated temperature $T_m$. While they showed for nucleation under constant strain (for $\Delta S(\varepsilon) = 9k_B$) that even the critical $T_m$ for heterogeneous nucleation
(2450 K) was even above the bulk melting temperature of copper (1358 K), which they asserted was consistent with the idea that only thermal expansion contributed to the lower value of $\Delta S(\varepsilon)$ [111,112].

Nonetheless, the unique influence of the surface in dislocation nucleation in nanowires and other nanostructures underlines the importance of accounting for the disorder in the surface and how it could possibly promote nucleation at higher temperatures. Even though the critical configuration for heterogeneous nucleation is attained in the bulk-like interior, its ease of formation and final configuration is heavily shaped by the surface structure [144,216,235]. In their MD study of compression in Au nanopillars, Rabkin and Srolovitz showed that the anharmonicity at the surface determined the yield criterion, i.e. change in the temperature dependence of the yield strength was directly tied to the thermal vibrations of surface atoms [143]. Specifically the temperature dependence of the mean square vibrational amplitude of loosely bound atoms was found to be linear, which indicates very large anharmonicity of the atomic vibrations [227]. This was consistent with the temperature dependence of strength in square pillars and attributed to the presence of sharp corners possessing where the miscoordination is much higher than within a surface facet; on the other hand, the yield strength in circular pillars varied parabolically with temperature, which is consistent with the temperature-dependence of harmonically vibrating surface atoms.

Considering the potentially strong influence of surface anharmonicity due to the faceted geometry of the Pd NWs, it seems reasonable (and analytically feasible) to scale the activation energy directly with $T_m$. However, given that the above study by Rabkin
and Srolovitz [143] along with work from others [33,236] have asserted that it is the most peripheral atoms, i.e. those at edges, corners, and the ends of nanowires, that govern the critical strength, it is therefore important to consider more carefully the selection of $T_m$ for nanowires and other corner-dominated geometries. Unlike in bulk crystals or even flat surfaces, the source of the nucleation dislocation can be narrowed down to a set of highly preferential, peripheral sites. Thus, it may be worthwhile for future studies, theoretical or otherwise, to study more thoroughly anharmonicity at the very corners.

**5.1.3 Attempt Frequency**

For many thermally activated processes in crystals, the attempt frequency is assumed to be on the order of or identical to the Debye frequency [103,104,112], which represents the highest energy mode of vibrations in the atomic lattice. This implies that the nucleation of a dislocation is initiated by the attempt of a single atom to move away from its equilibrium position in the lattice at finite temperature. That the vibration and detachment of a single atom is sufficient to attain the critical configuration for nucleation is not the picture that is supported by atomistic simulations. Several such studies have clearly shown that the maximum free energy corresponds to a critical radius or loop [24,28,110,185], which requires the collective displacement of several atoms. Moreover, the direct correlation with the Debye frequency then brings up the question of what happens to the attempt frequency below the Debye temperature.
The direct interpretation of $\nu_0$ as the Debye frequency has been brought into question. Ryu et al. adopt a different approach by defining the attempt frequency as the product of the molecular attachment frequency (from MD simulations) and the Zeldovich factor, which accounts for backward jumps \cite{111,112}. This frequency was found to be a slowly varying function of $\sigma$ and $T$ and therefore assumed constant for the temperature range of interest (0 K to 500 K). While their values for simulation nucleation in Cu was found to be on the order of the Debye frequency ($10^{13}$ s$^{-1}$), they determined a slightly lower frequency value for heterogeneous nucleation than homogeneous nucleation, attributed to fewer atoms being required to form a critical loop in the former case \cite{111}.

A more physically reasonable value can be estimated provided by specifying the upper and lower bounds for the frequency factor. At its maximum it is the atomic vibration, but as the critical configuration corresponds to the formation of a loop, the collective behavior of adjacent atoms must also be taken into account \cite{103}. For a dislocation line overcoming obstacles spaced length $\lambda$ away, the dislocation ground frequency $\nu_g$ is:

$$\nu_g = \nu_D \frac{b}{4\lambda}$$  \hspace{1cm} \textbf{Eq. 5-4}  

Where $b$ is the burgers vector. For the formation of a critical surface loop in a nanowire, it may be reasonable to assume that $\lambda$ is twice the critical radius, which correlates roughly to the distance between the ends, to provide an order of magnitude estimate of $\nu_g$. When applied to the nucleation of a dislocation loop with an expected critical radius of about $10b_p$, the ground frequency can be lowered by nearly two orders of magnitude.
Additionally, taking into account the lower Debye temperature of surface atoms [227] can scale the ground frequency down further.

Nonetheless, this difference still does not span the great difference between theoretical and computational approaches and the limited experimental work that exists. Schuh et al., for example measured an attempt frequency about 10 orders of magnitude lower than theoretically predicted for homogeneous nucleation in single crystal Pt [222,230]. Our work on Pd nanowhiskers reveal a frequency prefactor on the order of 0.01 s\(^{-1}\), a discrepancy of about nineteen orders of magnitude. This prefactor is consistent with the expectation time measured from the load-hold experiment in Section 3.1 and discussed in Section 4.6, as well as on par with expectation times measured in load-hold experiments performed via nanoindentation [223,237,238]. In contrast, thermal activation parameters from the simulations performed by Zhu et al. yield an expectation time on the order of 10\(^{-10}\) s for experimental conditions [110].

Zuo et al. proposed that the finite duration required for incipient plasticity is consistent with a thermally activated process; moreover, they find using MD simulations of a single crystal under shear that only hot spots, clusters of atoms with displacements above a threshold fraction of the lattice parameter, have the potential to form into dislocation nuclei [223,239]. The mean relative displacement of atoms is directly proportional to a normalized displacement value \(x_0\):

\[
x_0 = A(T)\gamma + B(T) \quad \text{Eq. 5-5}
\]
Where \( A(T) \) and \( B(T) \) are functions of temperature and \( \gamma \) is the applied shear strain [239]. The first term \( A\gamma \) contributes affine displacements due to the applied deformation, and the latter component \( B \) represents the contribution of thermally agitated, random displacements. Therefore, a more accurate attempt frequency and thus nucleation rate prefactor would represent the frequency of hot spot appearances (i.e. multiple adjacent atoms where \( x_0 \) exceeds some threshold value), which may depend on both strain (or stress) and temperature. This would lead to an effective attempt frequency orders of magnitude lower than that proposed by other theoretical studies, although how it translates to experimental conditions is still not clear.

A final possible source of discrepancy between theory and experiment is the experiment itself, which involves testing instruments which may possess their own vibrational frequency. The MEMS-based tensile testing stage used in the current study on Pd NWs consists effectively of two beam structures, which may vibrate freely in the axial and transverse directions (towards and away from substrate) [240,241]. Looking just at bending (transverse) vibrations, simply supported cantilevers of comparable dimensions to the load cell and actuator grip beams would vibrate at frequencies on the order of 10-100 kHz. While simply substituting in the mechanical frequency as \( N_{0_0} \) cannot fully account for the difference between our experimental results and theory, it could jointly contribute to other effects, such as by adding an oscillatory component to the affine component of \( x_0 \) and thus affecting the frequency of hot spot formation (Eq. 5-5). In order to fully evaluate this effect, one can rewrite \( x_0 \) with a time dependence:
\[ x_v(t) = \varepsilon_{\text{max}} \cos(\omega t) + a_{\text{instr}}(\varepsilon)\cos(\omega_{\text{instr}} t) + x_{\text{vib}} \cos(\omega_{\text{vib}} t) \quad \text{Eq. 5-6} \]

Here, \( x_{\text{vib}} \) is the amplitude of atomic vibrations, \( a_{\text{instr}} \) is the amplitude of the vibrations of the testing instrument (ignoring effects due to the applied strain via the load), \( \varepsilon_{\text{max}} \) is the maximum strain achieved during a loading cycle, and \( \omega, \omega_{\text{instr}}, \) and \( \omega_{\text{vib}} \) are the angular frequencies (\( 2\pi\nu \)) strain rate, instrument, and atomic vibration. The effect of instrumental vibrations could potentially be evaluated either from existing literature on experiments performed with different testing stages on similar material systems or by performing tensile tests on the current specimens using other stages.

### 5.2 Influence of Axial Boundary on Plastic Deformation

The axial boundaries found in several of the NWs grown on Al\(_2\)O\(_3\) appear to be stacking faults that run across the width of the NW. The exact configuration is not yet known, including how the presence of this structure might also change the external faceting. Based on the splitting of the \{1 1 1\} peaks in the SAED pattern (Figure 5-2(a)), one possible configuration consists of a stacking fault running along the NW length (Figure 5-2(b)). In the simplest case, this could affect the total number of viable nucleation sites \( N \), which is predicted to have a weak impact on the critical nucleation strength \([110]\). However, such internal boundaries can also potentially introduce lower energy barrier sites that promote nucleation at lower stresses \([236]\). Additionally, coherent planar boundaries can act as barriers to dislocation slip \([84,242,243]\), requiring very high stresses comparable to the nucleation strength \([236,244]\).
Various configurations of planar defects with zero resolved shear stress have been shown to have significant impact on the deformation behavior of otherwise defect-free nanowires. For example, axially five-fold twinned or “pentatwinned” FCC are found to exhibit higher elastic stiffness and yield strength but reduces ductility compared to single crystal nanowires [68,245]. These effects have been attributed to a combination of the residual stresses required to form the pentatwinned structure [246] and the pinning of dislocations at the twin boundaries. In another study looking at twin boundaries oriented orthogonal to the nanowire axis, Zhang and Huang found that these boundaries can strengthen or soften nanowires depending on their spacing along the length as well as the nanowire cross section [236]. More closely spaced boundaries will require higher stresses to produce yield even after a dislocation is nucleated. However, since the nucleation strength is generally higher in circular than in square geometries (see also 5.1.2), dislocations in circular nanowires often nucleate at twin boundary sites on the surface but still require higher stresses to do so, thus readily traverse twin boundaries in their path [236].

Figure 5-2 Pd NW with axial stacking fault. (a) SAED of the [110] zone axis. (b) Dark field imaging ((002) spot) of undeformed NW with schematic of proposed structure. (b)
Fracture morphology of the same Pd NW after tensile testing. *Courtesy of Dr. Mo-Rigen He.*

To gain a preliminary understanding these defects may have specifically on dislocation nucleation in Pd NWs, in situ TEM tensile tests were performed on these samples using the PTP setup. Much like tests on defect-free specimens, the same remained elastic until localized nucleation activity produced a quasi-brittle response at high strengths. The nucleation strengths are comparable to those measured in defect-free Pd NWs (Appendix chapter 7.2) and do not strongly impact the scatter in our measurements. Moreover, as shown in Figure 5-2 Pd NW with axial stacking fault. (a) SAED of the [110] zone axis. (b) Dark field imaging ((002) spot) of undeformed NW with schematic of proposed structure. (b) Fracture morphology of the same Pd NW after tensile testing. (c) the boundary remains within the NW after deformation and the fracture morphology indicates twinning behavior consistent with that observed in defect-free materials (section 4.1). These preliminary results suggest that for the current testing and sample geometries, the impact these defects have on the measurement of mechanical properties in this system are relatively weak.

5.3 **Size-dependence Arising from Surface Stress-induced Relaxations**

In Chapter 4, the scatter in the benchmark points overshadowed potential contributions from other factors such as strain rate and even the nucleation strength and potentially contributed to the large discrepancy in the thermal activation barriers when
compared to theoretical studies. Our goal here is to find a way to take the size dependence into account and develop a size-independent strength criterion by which to analyze the data. Utilizing the size dependence power law $\sigma = d^{-m}$ to evaluate the size dependence of $\sigma_{\text{nucl}}$ found in our Pd NW experiments, we find that $m = 0.589$ (Figure 5-3), which is similar to the power laws characterizing other FCC single crystal structures including some of the studies on other defect-free nanowhisker systems [39,138,139]; moreover, the degree of scatter is also very similar. However, as has been addressed in the computational literature, the presence of size-dependent strength should be indicative of surface stress effects [28,185], which has been observed and confirmed in Chapter 2. Since the power law is phenomenological, we attempt to make sense of the size dependence by taking another approach to surface stress contributions.

**Figure 5-3** Power-law fitting of size-dependence of $\sigma_{\text{nucl}}$ measured in benchmark samples. Strength measured from other nanowhisker tests in the literature are included for comparison (Refs. [39,139,141]).
In Chapter 2, we attempted to address the relationship between the elastic and inelastic strength. The low-strain and higher-order elastic moduli exhibited clear size dependence attributed to the increasing influence of surface stresses at smaller diameters. A simple model to relate the low-strain modulus $E_{NW}$ to the nonlinearity of the bulk Pd along [110] led to estimations of significant – and in some cases unrealistic – surface stress-induced relaxations with non-negligible impact on the bulk strength. Existing models looking into the size-dependence of FCC nanowires have widely identified surface stresses as the primary mechanism [24,28,185]; however surface stress effects are not expect to be significant for diameter ranges in excess of about 10-15 nm. Nonetheless, the current work on Pd NWs is not the only one to measure large deviations from bulk behavior for diameters as large as 60 nm (section 1.2). Whereas earlier we used the elastic moduli to determine the relaxation strain and hence the effect on $\sigma_{nucl}$, we now use $\sigma_{nucl}$ in order to determine the requisite surface stress.

Diao et al. proposed a continuum approximation of the internal stresses induced by surface stress $\tau_0$ in a NW prior to deformation [25]:

$$
\sigma_{int} = \begin{bmatrix}
\sigma_z & 0 & 0 \\
0 & \frac{\sigma_z}{2} & 0 \\
0 & 0 & \frac{\sigma_z}{2}
\end{bmatrix}
$$

Eq. 5-7

Where
\[ \sigma_r = - \frac{4\tau_0}{d} \]  \hspace{1cm} \text{Eq. 5-8}

Consequently, upon yielding, the internal stress in the bulk like core in the axial direction becomes \( \sigma_r + \sigma_{\text{nucl}} \), where \( \sigma_{\text{nucl}} \) is the applied stress needed to nucleate the first partial. In other words, experimental strength measurements can be modeled according to

\[ \sigma_{\text{nucl}} = \sigma_{n,0} - \sigma_z \]  \hspace{1cm} \text{Eq. 5-9}

Where \( \sigma_{n,0} \) is nucleation stress necessary to nucleate a dislocation in the absence of surface stress. For our Pd NWs results, this yields \( \sigma_{n,0} = 1.702 \text{ GPa} \) and \( \sigma_z = 131 \text{ GPa} \) or \( \tau_0 = 32.8 \text{ J/m}^2 \), which is an order of magnitude above realistic values for the surface stress [247].

![Figure 5-4](image)

**Figure 5-4** Fitting of experimentally measured \( \sigma_{\text{nucl}} \) in Pd NWs to surface stress-induced size dependence model in Eq. 5-9.

By incorporating additional elements into the simple model above, it may be possible to develop a more comprehensive size effect predictor with concrete physical grounding in a
simple model. The current value of the surface stress is independent of strain and should ideally be expanded to reflect the contributions of surface stiffness on the deformation [30]. Moreover, additional contributions to the total strain energy should be considered: transverse relaxations in the bulk as indicated in Eq. 5-7 may be included as well as the effects of corners are ignored, both of which impose residual elastic strain on the volume and become significant as the total bulk volume decreases [26,63,248].

5.4 Surface Coatings: Influence of Hydrocarbon Layer

Hydrocarbon contamination of the pristine NW surfaces during electron microscopy imaging results from two primary sources: interaction of the electron beam with organic molecules in the chamber [249,250], and the organometallic gas precursor used to create the Pt-EBID contacts necessary for mechanical testing. The latter can occur from delocalization of the primary electron beam, decomposition of the precursor gas owing to secondary electron scattering events away from the primary beam, or diffusion of the deposited species along the NW. Any influence of such coatings on the measured mechanical response could be a result of either load bearing being borne by the coating or influencing the surface condition and thus the barrier for defect nucleation.

While the resulting coating does not chemically alter the interior of the Pd NWs, its effects on the surface energy and surface atomic coordination are still unknown. We note that all NWs tested have some nominal coating; thus, the surface condition should be similar for all experiments. Even in bulk metals, where the surface-to-volume ratio is much lower, coatings with surface-active media have been shown to significantly alter
the resulting strength as well as embrittle otherwise highly ductile materials [251,252]. Given the high surface-to-volume ratio for our specimens and the importance of surface nucleation for our testing geometry, it is crucial to evaluate how modifications to the surface can affect mechanisms for plasticity and elasticity.

Pd is well known for its ability to catalyze reactions on its surface. Moreover, Pd nanoparticles have been identified more chemically active than single crystal surfaces; owing to its small dimensions, access to subsurface hydrogen, which is key to many hydrogenation reactions, is much easier [253]. The high affinity of the surfaces of Pd and other similar noble metals to attract hydrocarbon species is potentially problematic in environments such as an SEM. Hydrocarbons can readily break down in with plasma, ion beam, and electron beam radiation to form various carbon coatings [254–257]. Some forms of carbon coating such as diamondlike carbon (DLC) possess excellent mechanical properties owing to significant sp³ bonding known [255,258,259]. However, it is highly unlikely that the use of electron beam energies on the order of 3-5 keV typical of our manipulation process will produce DLC. Additionally, our experiments with producing thick hydrocarbon layers failed to show changes in apparent NW stiffness even with large increases in the volume fraction of the coating (Section 7.2). Therefore, with respect to our measurements of mechanical properties in Pd NWs, we are primarily concerned with possible reduction in the surface energy that may reduce the critical stress needed to create surface ledges during the nucleation process. As all the tested Pd NW specimens are manipulated using the same methods and covered by this coating, the surface energy reduction from the coating is less likely to affect the scatter and will be more influential.
on the mean strength, i.e. determining the $\sigma_{th}$. Our current value for $\sigma_{th} = 7.08$ GPa is about $\mu/13$, which is within the estimated range of the theoretical strength. From this demonstration of such high strength, it seems unlikely that the coating has a great influence on the measured strength.
6 Summary and Future Directions

Understanding the mechanical behavior of materials at reduced length scales is key to not only exploiting novel properties that are exclusively attainable in small volumes but also crucial to successful development of new technologies that employ nanoscale building blocks. Modelling studies have been indispensable for providing insight into the mechanisms governing deformation; however, direct comparison with real material systems is often quite challenging due to sample quality as well as the availability of appropriate experimental tools. We have been able to overcome many of these challenges for evaluating deformation mechanisms in FCC metals by employing defect-scarce Pd NWs and developing a novel tensile testing setup incorporating precise temperature control. Through systematically executed experiments on a model nanowhiskers system, we have been able to directly quantify the distinct mechanical properties as well as address in detail the mechanisms responsible for elastic and plastic deformation in nanoscale FCC single crystals.

We evaluated the nonlinear elasticity in <110> Pd NWs attributed to lattice anharmonicity characterized by the nonlinearity parameter $\delta$. This quantity, and likewise its strain-expanded counterpart $b$, show no size-dependence, while the apparent second- and third- order elastic moduli $E$ and $D$ vary with size. The changes in $E$ are attributed to large compressive strains along the axis of the core, which balance the tensile surface stresses. Consequently, the measured $E$ represents the instantaneous slope of the bulk
stress-strain curve for the corresponding applied strain, highlighting the importance of using higher-order (post-Hookean) elastic behavior when describing the effects of surface stresses. The measured correlation between $D$ and $E$ also suggests that the size-dependence of the third-order elastic modulus is also related to the nonlinear elastic response of the bulk-like core. Irrespective of the difference in length scales, the measured nonlinearity of Pd is in general agreement with both atomistic and experimental studies on bulk specimens of other FCC transition metals. These results provide a novel method for characterizing size-independent bulk properties, not accessible by conventional methods, via size-dependent elastic behavior in defect-free, high-strength nanostructures. The implications of our results extend beyond material elasticity, as the nature of interatomic bonding and dynamics affect mechanical, thermal, electronic, and physical properties of materials.

We have also investigated the dislocation nucleation-mediated plastic deformation for uniformly strained Pd NWs. The results of Chapter 4 provide new insight to a class of defects that affect material properties and device performance in a host of technological sectors and pave the way for rational operation and lifetime predictions. By systematically performing tensile testing at a range of temperatures, it was found that the plastic deformation is mediated by surface dislocation nucleation at ultrahigh stresses at the theoretical limit of strength and representing the highest ever measured in an FCC metal. The large scatter in nucleation strengths observed for different testing conditions is attributed to the stochastic nature of our thermally activated process. While no clear size or strain rate dependence is detectable beyond the observed scatter, the results
uncover strong temperature dependence well in excess of what is observed in bulk FCC metals. The presented model for extracting the energetic and kinetic parameters governing the observed nucleation process takes into account the temperature and stress dependence of the activation energy and volume. Finally, using parameters that capture the statistical distribution of temperature-dependent strengths, one can develop a full statistical model that captures both the mean nucleation strength and scatter measured across the entire tested temperature range. These results can ultimately be used to predict the nucleation behavior under extreme conditions and inform probabilistic models and device design strategies employing nanoscale materials.

This work has shown that the processes responsible for deformation in small volumes are distinct from bulk and even micron-sized specimens due to the absence of pre-existing carriers of plasticity and increasingly important surface contributions. Specifically the quantification of both the elastic and plastic behavior suggests that the their deviations from bulk response and size-dependent properties possess a common origin, which is not the case at larger length scales. There remain several open questions regarding the observed behavior. Some of these areas, such as the role of various types of defects including internal boundaries, are currently being addressed in atomistic simulations conducted by Professor Erik Bitzek at the University of Erlangen. Additionally, there are a number of experimental avenues which can provide further insight into the observed mechanical behavior of Pd NWs.

The elastic moduli and the yield strengths have both shown size-dependent behavior, which was partly addressed in section 5.3. Experiments probing the internal
strain state in the Pd nanowhiskers would provide extremely valuable information about relaxation in the NW interior. We expect the changes to the internal stress state of the bulk-like core to be more complicated than the model proposed in Chapter 3 due to transverse relaxations and edge contributions; moreover, the results of this study could also potentially inform on barriers to incipient plastic deformation. This information could be obtained using a high-resolution strain measurement methods such as coherent X-ray diffraction (CXRD) [260–263]. This method has previously been used to successfully study strain fields induced from substrates and surface coatings of crystalline structures with dimensions comparable to the current NW samples [262,264]. In addition, the sensitivity of this technique to crystal defects such as dislocations would enable potential use to observe plastic events [260,261]. Collaborating with researchers from the Institut Matériaux Microélectronique Nanosciences de Provence, we have been able to develop an in situ tensile testing setup for CXRD by employing CINT tensile stages that have been thru-etched below the sample. This will allow us to perform diffraction experiments in transmission mode to characterize the strain as the NW is being deformed.

We also plan to further investigate the influence of surface modification on the nucleation behavior in FCC metals from two different directions. The first direction involves directly controlling the surface chemistry of the Pd NWs by coating with a known material. This can be done with a method such as atomic layer deposition (ALD), which coats surfaces through layer-by-layer deposition of chemical precursors. Ideally, the deposition would be done shortly after NW growth to avoid possible contamination of
the surface upon exposure to air or humidity. Currently we have successfully developed a routine to deposit 5nm layers of Al$_2$O$_3$ on the surface of Pd NWs to simulate a stiffer surface, and we can readily extend our study to include other materials of known mechanical properties. By controllably modifying the surface to change the strength and stress-dependence of obstacles to dislocation nucleation, we can more thoroughly address the role of surface quality and surface flaws.

The second experimental direction to address the influence of surface coatings is to avoid carbon contamination altogether. Manipulation of Pd NWs would be performed outside of the SEM using a probe station and a UV-curable adhesive would be used in lieu of Pt-EBID for gripping specimens for testing. Ideally, the surface of the sample could be imaged in the TEM to verify surface quality immediately following fracture; hence, rather than use the MEMS-based testing stage, which would require post-mortem manipulation of the sample, samples are mounted to a PTP device for easy direct transfer. A first attempt has been successfully made in the manipulation of Pd NWs to a PTP device. Given the common presence of hydrocarbon contamination for similar sample manipulation and testing setups, results from this specific investigation would be of widespread importance for many other experimental studies.

Finally, while our experiments have been concerned with introducing dislocations into a defect-free crystal, it would be interesting to consider ways to remove defects following nucleation and returning the crystal to a defect-free state. This seems a natural extension to the many experiments in micro- and nanopillars as well as other structures with pre-existing defects have demonstrated dislocation starvation as a strengthening
mechanism [119,124,125,211,265]. From our tensile testing results on Pd NWs, we have observed that the introduction of dislocations usually leads rapidly to fracture, with very little chance of arresting the process to remove the nucleated defects. On the other hand, hydrogen loading, either via gas [179,180] or electrochemical means [266,267], could potentially be used to controllably introduce dislocations into NWs, after which they are removed by the application of strain. If this concept can be brought to fruition, it could have implications not only for Pd but for other materials whose properties deteriorate in the presence of hydrogen, such as Fe and Ni [268–270]. For Pd specifically, this could be useful for developing novel Pd membrane structures for hydrogen filtration [170,172] or sensing [271–273] that can be “healed” with strain.
7 APPENDIX

7.1 Error Calculation for Elastic Constants

The primary sources of error originate from the diameter of the Pd NW samples and the noise in the digital image correlation (DIC). The cross-section of the Pd NW is a prismatic Wulff shape approximated as a circle with a diameter \(d\). Several measurements (>10) were taken immediately after manipulation but before testing. The presented diameter values are averages and the associated error values are the standard deviations.

The accuracy of DIC is limited by the pixel resolution of the imaging technique. Tests performed in the optical microscope at a magnification of 1000x had a noise floor of 7 nm. Tests performed in the SEM at 40,000x magnification or higher had a noise floor of <2 nm. With a load cell compliance of 40 N/m, load noise floors are 300 and 80 nN for optical microscope and SEM tests, respectively (Figure 7-1). The noise in strain values is dependent on the gage length: for a typical 3 μm gage, the noise floors are \(2 \times 10^{-3}\) and \(7 \times 10^{-4}\) for optical microscope and SEM tests, respectively.
Figure 7-1 Sample load cell noise from optical microscope (above) and SEM (below) tests. The values $s$ represent standard deviation values for the noise.

The expressions for error propagation were derived from two general formulas. The first formula calculates the uncertainty on a quantity $q$ that is a product and quotient of other quantities, i.e. $q = \frac{r \times \ldots \times w}{t \times \ldots \times x}$:

$$
\frac{\Delta q}{q} = \sqrt{\left(\frac{\Delta r}{r}\right)^2 + \ldots + \left(\frac{\Delta w}{w}\right)^2 + \left(\frac{\Delta t}{t}\right)^2 + \ldots + \left(\frac{\Delta x}{x}\right)^2}
$$

Eq. 7-1

If $q$ is an arbitrary function of several variables and the associated errors are independent and random, then

$$
q = \sqrt{\left(\frac{\partial q}{\partial r} \Delta r\right)^2 + \ldots + \left(\frac{\partial q}{\partial w} \Delta w\right)^2 + \left(\frac{\partial q}{\partial t} \Delta t\right)^2 + \ldots + \left(\frac{\partial q}{\partial x} \Delta x\right)^2}
$$

Eq. 7-2
In the strain-expanded analysis, the data was least-squares fitted to \( \sigma = E\varepsilon + D\varepsilon^2 \), and the error values \( \Delta E \) were calculated through error propagation from the above sources:

\[
\frac{\Delta E}{E} = \sqrt{\left(\frac{\Delta \varepsilon}{\varepsilon}\right)^2 + \left(\frac{\Delta f}{f}\right)^2 + 2\left(\frac{\Delta d}{d}\right)^2}
\]

Eq. 7-3

\( \varepsilon \equiv \) strain

\( f \equiv \) force

\( d \equiv \) diameter

This form is valid in the low-strain limit where \( E = \sigma/\varepsilon = (1/\varepsilon) \frac{4f}{\pi d^2} \). The values used for \( \varepsilon \) and \( f \) are the midpoint values from the series of measured strain and force values for each given test. To determine \( \Delta D \), the error in \( D \), least-squares fitting was performed to the functional form \( \sigma = E^*\varepsilon + D^*\varepsilon^2 \) where \( E^* = E \pm \Delta E \). This will yield two values of \( D^* \), one above and the other below the previously solved value for \( D \), and the error \( \Delta D \) is the lower of the two difference values, i.e. from the best \( D^* \) given a fixed \( \Delta E \). To determine \( \Delta b \), the error in \( b \), uncertainties \( \Delta E \) and \( \Delta D \) were propagated according to Eq. 1a.

For calculating \( \delta \), the above \( E \) values were used in the expression \( \varepsilon = (\sigma/E) + \delta(\sigma/E)^2 \), since in the low-strain limit \( E \) should be identical. Accordingly, the previously calculated \( \Delta E \) values were used as well. The uncertainty \( \Delta \delta \) was calculated by averaging the resulting errors from both Eqs. Eq. 7-1 and Eq. 7-2, since neither alone sufficiently captures the relationship between the various sources of error \( \varepsilon \), \( \sigma \) (with uncertainties from \( f \) and \( d \)) and \( E \) and the resulting quantity \( \delta \) [274]. In particular, since Eq. 1b
assumes independent errors, to determine the partial derivatives of $\delta$, $E$ was assumed to be independent of $\varepsilon$ and $\sigma$:

$$
\Delta \delta = \sqrt{\left( \frac{\partial \delta}{\partial \varepsilon} \Delta \varepsilon \right)^2 + \left( \frac{\partial \delta}{\partial \sigma} \Delta \sigma \right)^2 + \left( \frac{\partial \delta}{\partial E} \Delta E \right)^2}
$$

Eq. 7-4

7.2 Plastic Response: Quasi-brittle Failure vs. Super-plastic-like Flow

The examined fracture morphologies of Pd NWs indicated not only dislocation-mediated plasticity, but deformation via partial dislocation nucleation resulting in stacking faults and twinning. While Pd has a high stacking fault energy of ($\sim 0.2$ mJ/m$^2$) [275,276], this behavior is not unusual in defect-free FCC crystals with comparable stacking fault energies [24,28,225]. In $<110>$-oriented crystals, the Schmid factor for the leading partial is 0.47, almost twice that of the trailing partial, making it highly likely that several partials would nucleate first prior to any appearance of a trailing partial [185]. Nonetheless, several other parameters can influence the subsequent response, including stacking fault energy, surface facet orientation and surface roughness. For example, MD simulations on $<110>$-oriented NWs in tension generally show twinning or partial slip [27], except in the case of Al due to its high stacking fault energy [13]. Weinberger and Cai developed a two-parameter criterion for evaluating the propensity of different FCC metals to deform twinning, partial dislocation slip, or full dislocation slip. By employing various features of GSF curve and the Schmid factors for leading and trailing partials, this model has been able to consistently represent much of the behavior observed in
atomistic simulations [27]. Additionally, surface influences can have a profound effect: simulations of <100>-oriented nanowires with \{100\} surfaces were found to deform via twinning under compression due to the reorientation of these surface to \{111\} type, thus exhibiting much different behavior from <100> nanowires with different faceting [277,278]; and surface roughness on real nanowire specimens can act as weak points for preferential nucleation [139,279], which can lead to different sequences and arrangements of partial dislocations.

Figure 7-2 Representative stress-strain response in specimens exhibiting plastic flow after yielding for samples #1-4. Flow at roughly constant load was sustained until fracture (black arrow). The reported nucleation strength is the yield point (orange arrow).

Based on the criterion developed by Weinberger and Cai and stacking fault energy values using the tight-binding method, <110>-Pd nanowires have a borderline propensity for twinning and partials slip, which is consistent with our observations. The vast majority of Pd NWs tested exhibited quasi-brittle stress-strain behavior, where fracture immediately followed nucleation; however, in less than 10% of all cases, the Pd
NW undergoes a plastic flow regime at roughly constant load (Table 7-1 List of Pd NWs which exhibited plastic flow after nucleation.), and the cause for this is not yet clear. For most of the specimens, the elastic-to-plastic transitions were demarcated by a clear yield point, and in cases #1-5 plastic flow proceeded at close to constant load to fracture (Figure 7-2); therefore, in this and similar cases, we report the yield strength as the nucleation strength. Our microstructural characterization of these specimens exhibiting plastic flow showed no significant differences from the remainder of the experiments; thus, in Chapter 4 we treated most of the specimens as nominally similar.

Figure 7-3 Specimen #5. (a) Fracture stress-strain curve and (b) fracture morphology

While not all the specimens could be re-manipulated for postmortem TEM imaging, most of the samples did not appear to exhibit very different fracture morphologies. For specimens #1-4, no distinctions in the fracture morphology compared to other samples could be discerned (#4 is actually sample (I) in Figure 4-2(a)). Samples
were tested with applied strain rates of $10^{-4}$ s$^{-1}$ or lower. Most of the NWs were tested in the SEM with the exception of specimen #5 (Figure 7-3), which was tested at high temperature in the cryostat. This would likely suggest that heating and/or electron beam interactions, although then it is not entirely clear why many other Pd NWs tested under these same conditions did not exhibit the same behavior.

<table>
<thead>
<tr>
<th>#</th>
<th>$T$ (K)</th>
<th>$\dot{\varepsilon}$ (s$^{-1}$)</th>
<th>$d$ (nm)</th>
<th>$l$ (μm)</th>
<th>$\sigma_{\text{nucl}}$ (GPa)</th>
<th>$\sigma_{\text{frac}}$ (GPa)</th>
<th>$\varepsilon_{\text{pl}}$</th>
<th>Re-oriented?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>295</td>
<td>5.5 x $10^{-5}$</td>
<td>63</td>
<td>3.00</td>
<td>4.841</td>
<td>4.780</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>295</td>
<td>3.4 x $10^{-4}$</td>
<td>33</td>
<td>3.03</td>
<td>7.087</td>
<td>7.533</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>295</td>
<td>1.8 x $10^{-4}$</td>
<td>46</td>
<td>3.34</td>
<td>3.666</td>
<td>3.914</td>
<td>0.008</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>295</td>
<td>4.2 x $10^{-5}$</td>
<td>40</td>
<td>3.33</td>
<td>4.399</td>
<td>4.497</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>447</td>
<td>1.0 x $10^{-4}$</td>
<td>95</td>
<td>3.87</td>
<td>3.036</td>
<td>3.202</td>
<td>0.014</td>
<td>Y</td>
</tr>
<tr>
<td>6</td>
<td>295</td>
<td>---</td>
<td>75</td>
<td>7.49</td>
<td>---</td>
<td>---</td>
<td>0.376</td>
<td>Y</td>
</tr>
</tbody>
</table>

The most anomalous tests were performed for specimen #6, which deformed via clear propagation of a boundary separating the original and new NW orientations. Figure 7-4 shows the load cell and actuator displacement curves for load-unload test01-04. Unlike previous tests, there is a jump in both the load cell and actuator as the displacements during the initiation of the re-oriented segment. The initiation of the re-oriented region occurs near the actuator, the boundary of which is marked in blue. Throughout test04, the boundary progressed towards the load side with at most a small rise in load at the apex corresponding to 123 MPa engineering stress. The NW did not fracture here but rather in test05, which is not shown in the displacement plot of Figure 7-4. Due to the limitations in actuation of the tensile testing stage, test05 was performed manually by using a Kleindiek nanomanipulator to push on the compliant load cell.
Fracture occurred on the actuator side (near the origin of boundary) most likely due to bending from misalignment (Figure 7-5(c)). In the end, the change in NW orientation along most of the original gage length is obvious and the total strain to fracture almost reaches 40%. This deformation behavior is not an anomaly among FCC metal nanowires. Seo et al. performed tensile test on Pd nanowires with \{111\} surfaces and found that these structures deformed via twinning up to strains as high as 41% [138], due to the re-orientation of the original [110] rhombus cross section to that of a square [100]\{010\} crystal via twinning. This has also been observed experimentally in Au [213,280] and for some FCC metals in atomistic simulations [13,277]. In all the above examples, however, it appears that the superplastic behavior is the rule and not the exception as it here.

**Figure 7-4** Load cell-actuator displacement curves for 4 load-unload tests on Sample 6. Arrows along the curves indicate the load-unload directions except for in test04, where the paths overlap. The simultaneous load drop and displacement shoot during test03 between points 1 and 2 correspond to a change in stress of 287 MPa and 0.02 strain, and corresponding micrographs of the re-orienting flow segment are provided on the right.
The blue arrow in image 2 indicates the first appearance of the propagating boundary. Upon loading during test04, the load remains very low, maxing at 123 MPa at the apex.

One feature that remained unclear in the first three tests is the behavior of the load cell during actuator unloading: in tests 01 and 02 it displaces positively, indicating higher load as the actuator moves back, and after the actuator has come to rest the load cell gradually moves back to its original position. Also likely due to the strange behavior of the load cell, it is difficult to tell when the NW first yields prior to the evident buckling by the end of test02 (Figure 7-5(b)).
Figure 7-5 Snapshots of Sample #6 (a) prior to testing, (b) buckled at the end of test02, and (c) after fracture.

Other experimental studies on deformation in FCC nanowhiskers have shown some similar characteristics to what has been observed here [39,138,213]. Sedlmayr et al. found two different classes of deformation behavior in Au nanowhiskers [139,213]. Class I involved elastic loading up to smooth yielding, which proceeded via slip nucleating at multiple locations, and the flow stresses remained at high levels. This stress-strain response resembles the cases of specimens #1-4, although plasticity in the Pd NWs remained mostly locally concentrated. While the stress-strain response of Pd NW
#5 also resembled more closely the Class I behavior, the fracture morphology is more consistent with Class II, where the second type involved localized twinning forming extended regions which initiated during precipitous load drops. Class II also captures the various elements observed for deformation in #6. In order to understand why such different behavior would result from the same material, the authors also conducted MD simulations and found that the different fracture morphologies could be reproduced in Au by introducing flaws into the NW: Class I deformation corresponded to the pristine NW; Class II limited twinning (e.g. #5) required pre-existing stacking faults; and complete twinning reorientation required surface roughening, although the twinning process proceeded via multiple fronts that coalesced rather than the single boundary movement exemplified in #6 [213]. Nonetheless, these results highlight the importance of the surface structure in providing a variety of deformation responses within the same material.
Dependence of Nucleation Stress on Experimentally Adjustable Parameters

We outline in this section the approach of Zhu et al. to predict the relative temperature, strain rate, and size dependences of the nucleation stress $\sigma_{\text{nucl}}$ [110]. This enabled us to develop predictions and therefore design our experiments in order to observe the greatest changes in measured strength beyond potential scatter.

For a tensile specimen held at constant stress $\sigma$ for time $t$, the probability distribution of samples nucleating at a given time $t$ is $P(t) = -\partial f(t)/\partial t$, where $f(t)$ is the cumulative survival probability representing the fraction of specimens that have not nucleated at $t$ [162]. $P(t)$ is also the product of the nucleation rate $\nu(t)$ (increases with $t$) and $f(t)$ (decreases with $t$), thus:

$$\frac{df(t)}{dt} = -\nu f(t) \quad \text{Eq. 7-5}$$

To translate time into a constant applied (elastic) strain rate, a change of variables is employed where $\sigma = E \dot{\varepsilon}$.

$$\frac{df(\sigma)}{d\sigma} = -\frac{\nu}{E \dot{\varepsilon}} f(\sigma) \quad \text{Eq. 7-6}$$

Here, $E$ is the Young’s modulus or small-strain elastic modulus (higher-order elasticity effects are ignored for simplicity).
The critical nucleation stress $\sigma_c$ corresponds to when $P(\sigma)$ is a maximum or

$$\frac{\partial^2 f}{\partial \sigma^2} = 0.$$ Inserting the expression for $\nu(\sigma) = N\nu_0 \exp \left( -\frac{\Delta G_{\text{act}}}{k_B T} \right)$ and $\Omega(\sigma, T) = \frac{\partial \Delta G_{\text{act}}}{\partial \sigma}$

(from section 4.4) the peak at $P(\sigma_c)$ corresponds to the following relationship for $\nu(\sigma_c)$:

$$\nu(\sigma_c) = \frac{\Omega \dot{\varepsilon}}{k_B T}$$  \hspace{1cm} \textbf{Eq. 7-7}

This further leads to the Gibbs free energy of activation for $\sigma_c$ at a given temperature and strain rate:

$$\frac{\Delta G_{\text{act}}(\sigma_c, T)}{k_B T} = \ln \left( \frac{k_B T N \nu_0}{E \dot{\varepsilon} \Omega(\sigma_c, T)} \right)$$  \hspace{1cm} \textbf{Eq. 7-8}

Now the task is to determine $\sigma_c$ directly as a function of experimentally tunable parameters $T$, $\dot{\varepsilon}$, and $N$. At finite temperature, the energy required to nucleate a dislocation in the absence of applied stress is $\Delta F_{\text{act}}(T)$. If the activation parameters at a reference finite stress $\sigma_{\text{ref}}$ is known and one assumes a mostly constant activation volume $\Omega_{\text{ref}}$ defined at $\sigma_{\text{ref}}$ (assume stress-dependence of $\Delta G_{\text{act}} \alpha \sim 1$), then $\Delta G_{\text{act}}(\sigma_{\text{ref}}) \approx \Delta F_{\text{act}} - \Omega_{\text{ref}} \sigma_{\text{ref}}$. This expression can then be used in combination with Eq. 7-8:

$$\frac{\Delta G_{\text{act}}(\sigma_c, T)}{k_B T} \approx \ln \left( \frac{k_B T N \nu_0}{E \dot{\varepsilon} \Omega_{\text{ref}}} \right) = \frac{1}{k_B T} \left( \Delta F_{\text{act}} - \sigma_c \Omega_{\text{ref}} \right)$$  \hspace{1cm} \textbf{Eq. 7-9}

Which then can be solved for $\sigma_c$:

$$\sigma_c = \frac{\Delta F_{\text{act}}}{\Omega_{\text{ref}}} - \frac{k_B T}{\Omega_{\text{ref}}} \ln \left( \frac{k_B T N \nu_0}{E \dot{\varepsilon} \Omega_{\text{ref}}} \right)$$  \hspace{1cm} \textbf{Eq. 7-10}
Assuming your reference is nucleation at the athermal strength, the first term in Eq. 7-10, \( \Delta F_{act}/\Omega_{ref} \) can be reduced to \( \Delta U_{act}/\Omega_{ref} \) or the athermal stress \( \sigma_{ath} \). In any case, Eq. 7-10 shows that with respect to a maximum reference stress, the most likely stress \( \sigma_c \) for a given set of testing parameters decreases with \( T\ln{T} \) and \( \ln{N} \) and increases with \( \ln{\dot{\varepsilon}} \). These general trends makes intuitive sense (see Chapter 4) and in particular highlight the strong, almost linear dependence on temperature, showing that \( T \) as the most experimentally feasible parameter to vary in order to measure changes in strength. The dependence on \( T \) and \( \dot{\varepsilon} \) is further illustrated in Figure 7-6.

\[
\Delta \sigma = \sigma_{ath} - \sigma_c \quad \text{for } <110>-\text{Pd}
\]

\( \Delta \sigma \) (GPa)

![Experimental range](image)

**Figure 7-6** Plot of Eq. 7-10 for <110>-oriented Pd NWs. Length and diameter were assumed to be 3\( \mu \)m and 50 nm, respectively. The shaded region represents schematically the experimental range we accessed in the experiments of Chapter 4 and show clearly the much greater change in strength expected due to variation in temperature than strain rate (as well as length via \( N \)).
7.4 Contributions to Scatter of Nucleation Strengths Due to Experimental Uncertainties

Given the intrinsic stochastic nature of surface dislocation nucleation, it is important to address the influence of other potential contributors of experimental scatter or error in the measurement of nucleation strengths prior to conducting our full statistical analysis. We consider five primary sources of uncertainty: error due to variation in applied strain rate; errors in measurement of the NW cross-section; load-bearing by the hydrocarbon-based coating; correlation between measured strength and fracture location; and correlation between measured strength and microstructure.

The error owing to variation in strain rate introduced in the benchmark stress measurement can manifest in two manners: the deterministic error from including a range of strain rates within the benchmark data \(1.0 \times 10^{-4} \text{ s}^{-1} < \dot{\varepsilon} < 9.9 \times 10^{-4} \text{ s}^{-1}\), and the experimental uncertainty for individual tests stemming from imaging and time resolution (time elapsed between image captures). These contributions can be calculated by using the approximated relationship between the critical nucleation stress and strain rate from Zhu et al. [110]. The influence of strain rate on the strength measurements benchmark conditions is \(\Delta \sigma = \left( \frac{k_B T}{\Omega} \right)^2 \frac{N V_0}{E \dot{\varepsilon}} \Delta \dot{\varepsilon} \). For the deterministic error contribution, using the parameters from the \(\alpha = 4\) case and a maximum difference from the average strain rate of \(\Delta \dot{\varepsilon} = 5.0 \times 10^{-4} \text{ s}^{-1}\), the upper bound for the increase in mean strength is 1.6 MPa. This
very small predicted change in the mean strength is consistent with the negligible strain rate dependence in Figure 4-4 in the main paper. For a given strength measurement the average uncertainty in the reported strain rate for the benchmark data is $\Delta \dot{\varepsilon} = 5.5 \times 10^{-5} \text{ s}^{-1}$. This yields an uncertainty in the strength measurement of 0.18 MPa, which is orders of magnitude lower than the observed scatter.

For many NW specimens, the cross-sectional shape can be examined after fracture by either using the nanomanipulator to bend up the fractured ends or to use focused ion beam to cross-section the NW at the EBID contact [203]. The cross-section of most Pd NW specimens is hexagonal (truncated rhombic) and consistent with Wulff shape predictions. To assess the error from assuming a circular-cross section based on measurements of the projected effective diameter, we calculated the difference in area between a circle and a regular hexagon. This circular approximation for area can underestimate the true area by 10% or overestimate by as much as 21%, depending on the azimuthal viewing angle. In some cases, a more oblong cross-section had been observed with an aspect ratio of about 2:1 and approximated as an ellipse. The error is bounded by the difference between an ellipse and a rectangle of the same dimensions, which is approximately 21%. For the average NW diameter of 60 nm or equivalent-area cross-section, this would result in an average deviation in measured strength of about 10%, which is comparable to the error from imaging resolution reflected in the current error bars.

Post-manipulation imaging of both postmortem and pristine (not tested) Pd NWs indicate the universal presence of a hydrocarbon-based contamination layer ranging
anywhere between 1-20 nm thick. Contamination of the pristine NW surfaces during electron microscopy imaging results from two primary sources: interaction of the electron beam with organic molecules in the chamber [249,250], and the organometallic gas precursor used to create the Pt-EBID contacts necessary for mechanical testing. The latter can occur from delocalization of the primary electron beam, decomposition of the precursor gas owing to secondary electron scattering events away from the primary beam, or diffusion of the deposited species along the NW. Based on stiffness measurements in unreinforced hydrocarbon deposition of 34-60 GPa [281], the coating volume fraction can be as high as 65% and the apparent load bearing of the NW would be predicted to increase as much as 80% for diameters as small as 30 nm. To evaluate the effect of load-bearing, we performed load-unload tests on samples with increasing amounts of coating and measured the apparent stiffness (load borne by NW cross-section only). For one sample, coating thickness volume fraction increased from 22% to 41% due to long dwell-time imaging in the SEM, where contaminants pre-existing in the chamber decomposed under the electron beam. In another case, we employed both long dwell-time imaging and imaging with the Pt-EBID source over the entire gage to mimic deposition conditions during manipulation, increasing the volume fraction from 26% to 34%. In both cases, we found no increase in apparent load borne by the NW beyond the uncertainty due to imaging noise (~0.08 μN or ~20 MPa). This suggests that even in the most extreme cases of the smallest NW diameters, the hydrocarbon-based coating does not significantly affect our strength measurements.
The uniaxial testing geometry and the high crystal quality of the Pd NWs we employ enable equal likelihood of nucleation at any site along the tested gage length. In practice (and in macroscopic testing), fracture towards the middle of the gage is most easily interpreted because this can be exclusively attributed to the response of the material. In contrast, fracture near the grips or “end fracture” may indicate geometric weakening owing to stress concentrations or misalignment-induced bending, resulting in lower measured strengths. In order to test a null hypothesis that $\sigma_{\text{nucl}}$ is not significantly correlated with fracture location, we have separated the benchmark data in two groups (Table 7-2). Within our “benchmark” data, there are 11 wires that fractured within the gage section and 6 that fractured at or near the grip (Figure 7-7) (this proportion of about 30% end fractures is also representative of the entire data set). The two groups were analyzed with basic statistical methods and results are shown below (Table 7-2 Statistical parameters for two groups representing different fracture locations.). Even though the average strength of wires fractured in the middle was higher by $\sim$1 GPa, a basic t-test shows the difference between these groups to be statistically insignificant (p-value of 0.09).
Figure 7-7 Experimental CDF distinguishing the fracture location for each specimen and its corresponding measured strength.

Table 7-2 Statistical parameters for two groups representing different fracture locations.

<table>
<thead>
<tr>
<th></th>
<th>Middle fracture</th>
<th>End fracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of samples</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Average $\sigma_{nucl}$ (GPa)</td>
<td>4.36</td>
<td>3.05</td>
</tr>
<tr>
<td>Standard deviation (GPa)</td>
<td>1.52</td>
<td>0.55</td>
</tr>
</tbody>
</table>

The tested Pd NWs were either completely free of defects or contained stacking faults aligned along the axis of the NW. While the stacking fault itself is not expected to be activated during tensile testing since there is no resolved shear stress along the fault, and indeed has been observed to remain in the NW after fracture, it could have an influence on the nucleation of a dislocation via a back stress or by intersecting with corner nucleation sites, creating an atomically modified corner geometry. No such
defects were observed in NW specimens harvested from the SrTiO$_3$ substrate, but about 50% of the NWs from Al$_2$O$_3$ investigated in the TEM possessed such defects. Among the benchmark data, 12 samples were from SrTiO$_3$ and the remaining 5 are from Al$_2$O$_3$ (Figure 7-8). Our t-test results indicate that the difference between the two groups is not statistically significant (p-value of 0.30). This suggests that any difference in strength related to the presence of the stacking fault defect is dwarfed by the thermal uncertainty of the nucleation process, which is the primary objective of this work.

Figure 7-8 Experimental CDF distinguishing growth substrate for each specimen and the respective nucleation strength.
The cumulative effect of these sources of experimental error is dominated by the uncertainty in the cross-section area. For most samples, this error is comparable to the uncertainties in diameter measurement and, consequently, in the resulting uncertainty in strength measurement displayed as error bars in Figure 4-3. Clearly the measured scatter at benchmark conditions alone surpasses the breadth of these uncertainties; therefore, we attribute the scatter primarily to the thermally activated nature of plastic deformation in these NWs.

### 7.5 Determining the Thermal Activation Parameters for Weak Stress Dependence of the Activation Energy (α = 1)

Previous experimental studies extracting the activation parameters for dislocation nucleation assume a linear stress dependence of the enthalpy of activation, i.e. $\Delta H_{act}(\sigma) = \Delta U_{act}(1 - \sigma/\sigma_{ath})$, where $\Delta U_{act}$ is the activation energy. (It should also be noted that $\Delta H_{act}$ in these earlier studies has been treated as temperature-independent, and we maintain this convention for the current analysis. Within the low temperature regime accessed in our study, we find that the $(1 - T/T_m)$ factor does not significantly affect the resulting fit.) This results in a stress-independent activation volume $\Omega = \Delta H_{act}/\sigma_{ath}$, which is in
contradiction to results found in many theoretical studies. Aside from its mathematical simplicity and application in other experimental studies [149,223], it represents the weaker limit of stress-dependence that has been identified in theoretical studies in literature [282]. We have been able to apply this model to our data successfully, enabling us to compare both extreme cases of weak ($\alpha = 1$) and strong ($\alpha = 4$) temperature dependence.

For a given strain rate and temperature, the spread of measured yield strengths provides a cumulative distribution function to which an assumed analytical model can be applied. From transition state theory (TST), the rate of dislocation nucleation $\nu$ can be expressed as:

$$
\nu = \begin{cases} 
N\nu_0 \exp\left(-\frac{\Delta U_{act}}{k_B T}\right) \exp\left(\frac{E\dot{\varepsilon}\Omega}{k_B T}\right) & \text{for } 0 \leq \sigma \leq \sigma_{\text{ath}} \\
N\nu_0 & \text{for } \sigma > \sigma_{\text{ath}} 
\end{cases}
$$

where we assume $\sigma = E\dot{\varepsilon}$ and $E$, the Young’s modulus is stress-independent. This formulation takes into account that even in the absence of an energy barrier, nucleation is limited by the kinetics of the system. Plugging this into the following expression for the cumulative distribution function (CDF) [222]

$$
F(t) = 1 - \exp\left(-\int \nu(t) dt\right)
$$

yields the final expression:
When fitting the first part of Eq. S2b to the experimental cumulative distribution function, we can solve for the relevant parameters \( \Omega \), \( N_{b_0} \), and \( \Delta U_{act} \). For the activation volume, we obtain a value of \( 0.23b^3 \), where \( b \) is the full Burger’s vector in Pd. Similar to the \( \alpha = 4 \) case, this fitted value for \( \Omega \) is much lower than the range of 1-10\( b^3 \), which has been theoretically predicted for heterogeneous nucleation [110]. On the other hand, for the fitting of the rate prefactor \( N_{b_0} \) to the experimental we obtain 0.47 s\(^{-1} \), orders of magnitude lower than theoretical predictions based on the Debye frequency (as discussed in the main text). However, this prefactor is also consistent with the expectation time provided in the load-hold test in the main paper, yielding an expectation time of 150 s at 3.8 GPa.

From Eq. 7-13 it is also possible to extract values for \( \Delta U_{act} \) from the room temperature CDF. While the value for \( \Delta U_{act} \) (and thereby the athermal strength) should be determined by temperature-dependent behavior, this fit provides an initial estimate of 0.18 eV. To comprehensively evaluate the temperature-dependent behavior and extract \( \Delta U_{act} \), Eq. S2b is solved for stress as a function of temperature:
$$
\sigma(T) = \begin{cases} 
\frac{k_B T}{\Omega} \ln \left( \exp \left( - \frac{\Delta U_{\text{act}}}{k_B T} \right) - \frac{E \dot{\varepsilon} \Omega}{k_B T N \nu_0} \ln(1 - F(\sigma)) \right) + \frac{\Delta U_{\text{act}}}{\Omega} & \text{for } 0 \leq \sigma \leq \sigma_{\text{th}} \\
\frac{k_B T}{\Omega} \left( \exp \left( - \frac{\Delta U_{\text{act}}}{k_B T} \right) - 1 \right) - \frac{E \dot{\varepsilon}}{N \nu_0} \log(1 - F(\sigma)) + \frac{\Delta U_{\text{act}}}{\Omega} & \text{for } \sigma > \sigma_{\text{th}}
\end{cases}
$$

This yields $\Delta U_{\text{act}} = 0.23$ eV, which agrees very well with the fit derived from the room-temperature CDF alone of 0.18 eV. At room temperature, $\sigma_c$ is then 5.85 GPa, leading to a $\Delta H_{\text{act}} = \Delta U_{\text{act}} - \Omega \sigma$ of 0.047 eV, which is still lower than predictions from NEB calculations for partial dislocation nucleation in single-crystal Cu NWs (0.1 and 0.6 eV) [110]. Nonetheless, the current value for $\Delta U_{\text{act}}$ yields an athermal strength in Pd NWs of 7.46 GPa, which is comparable to the highest strengths measured at low temperatures.
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