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Abstract
Data provenance, a record of the origin and transformation of data, explains how output data is derived from input data. This dissertation focuses on exploring the connection between provenance and uncertainty in two main directions: (1) how a succinct representation of provenance can help infer uncertainty in the input or the output, and (2) how introducing uncertainty can facilitate publishing provenance information while hiding associated private information.

A significant fraction of the data found in practice is imprecise, unreliable, and incomplete, and therefore uncertain. The level of uncertainty in the data must be measured and recorded in order to estimate the confidence in the results and find potential sources of error. In probabilistic databases, uncertainty in the input is recorded as a probability distribution, and the goal is to efficiently compute the induced probability distribution on the outputs. In general, this problem is computationally hard, and we seek to expand the class of inputs for which efficient evaluation is possible by exploiting provenance structure.

In some scenarios, the output data is directly examined for errors and is labeled accordingly. We need to trace back the errors in the output to the input so that the input can be refined for future processing. Because of incomplete labeling of the output and complexity of the processes generating it, the sources of error may be uncertain. We formalize the problem of source refinement, and propose models and solutions using provenance that can handle incomplete labeling. We also evaluate our solutions empirically for an application of source refinement in information extraction.

Data provenance is extensively used to help understand and debug scientific experiments that often involve proprietary and sensitive information. In this dissertation, we consider privacy of proprietary and commercial modules when they belong to a workflow and interact with other modules. We propose a model for module privacy that makes the exact functionality of the modules uncertain by selectively hiding provenance information. We also study the optimization problem of minimizing the information hidden while guaranteeing a desired level of privacy.
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ABSTRACT

PROVENANCE AND UNCERTAINTY

Sudeepa Roy
Susan B. Davidson
Sanjeev Khanna

Data provenance, a record of the origin and transformation of data, explains how output data is derived from input data. This dissertation focuses on exploring the connection between provenance and uncertainty in two main directions: (1) how a succinct representation of provenance can help infer uncertainty in the input or the output, and (2) how introducing uncertainty can facilitate publishing provenance information while hiding associated private information.

A significant fraction of the data found in practice is imprecise, unreliable, and incomplete, and therefore uncertain. The level of uncertainty in the data must be measured and recorded in order to estimate the confidence in the results and find potential sources of error. In probabilistic databases, uncertainty in the input is recorded as a probability distribution, and the goal is to efficiently compute the induced probability distribution on the outputs. In general, this problem is computationally hard, and we seek to expand the class of inputs for which efficient evaluation is possible by exploiting provenance structure.

In some scenarios, the output data is directly examined for errors and is labeled accordingly. We need to trace back the errors in the output to the input so that the input can be refined for future processing. Because of incomplete labeling of the output and complexity of the processes generating it, the sources of error may be uncertain. We formalize the problem of source refinement, and propose models and solutions using provenance that can handle incomplete labeling. We also evaluate our solutions empirically for an application of source refinement in information extraction.

Data provenance is extensively used to help understand and debug scientific experiments that often involve proprietary and sensitive information. In this dissertation, we consider privacy of proprietary and commercial modules when they belong to a work-
flow and interact with other modules. We propose a model for module privacy that makes the exact functionality of the modules uncertain by selectively hiding provenance information. We also study the optimization problem of minimizing the information hidden while guaranteeing a desired level of privacy.
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Chapter 1

Introduction

Data provenance (also known as lineage or pedigree) is a record of origin and transformation of data [33]. Data provenance, which explains how the output data is derived from the input data in an experiment, simulation, or query evaluation, has been extensively studied over the last decade. Its applications include data cleaning, sharing, and integration [46, 99, 166], data warehousing [51], transport of annotations between data sources and views [34], view update and maintenance [18, 34, 44, 81, 87, 88, 173], verifiability and debugging in scientific workflows [19, 24, 27, 128, 158] and business processes [53, 69], and so on. Various tools and frameworks have been proposed to support provenance in these applications [32, 99, 175].

The central focus of this dissertation is to explore the connection between provenance and uncertainty. A significant fraction of data found in practice is imprecise, unreliable, and incomplete, which leads to uncertainty in data. For example, RFID sensor data in wireless sensor networks is often noisy due to environmental interference, inherent measurement noise, and sensor failures. Similarly, data collected by surveys or crowd-sourced platforms like Amazon Mechanical Turk [1] is uncertain because of variations in taste, opinion, and the level of effort put in by the crowd in generating the data. In addition, some information may be lost or introduced when data undergoes multiple transformations and is stored in different formats.

In any practical application, it is important to measure and record the level of uncertainty in the data in order to estimate the confidence in the results obtained, or find
potential sources of errors. Uncertainty can be recorded either in the source or in the output. In applications like sensor networks, it is well-known that RFID sensors often record inaccurate values. Therefore, multiple sensors are usually deployed for the same task, e.g., recording the temperature of a room. Based on the values these sensors record, we obtain a probability distribution over a range of temperatures. This is an example of recording uncertainty in the source. Further processing of the recorded temperatures (e.g., finding whether the room temperature was greater than a certain threshold at any time of a day) induces a probability distribution on the possible outputs.

In some scenarios, we do not have a prior measure of confidence on the source data, whereas the output data can be directly examined for errors and is labeled accordingly. For instance, in the above example, an independent observer may certify that the room temperature was always lower than the given threshold, whereas the sensors recorded otherwise. In this case, the sensor recordings are labeled as incorrect. It is important that this (often incompletely) labeled output data is now used to identify the faulty sensors for rectification or removal.

The above examples motivate the first part of this dissertation. Here we study applications of provenance, i.e. how the output was generated from the input, in inferring uncertainty in the input or the output data. The framework of projecting uncertainty in the input, specified as probability distributions, to the output has been widely studied in the field of probabilistic databases [161]. Here the main challenge is to compute the probability distribution on the possible output values as efficiently as possible for a large input data set. We use a certain form of provenance, that we call Boolean provenance, to efficiently compute the exact or approximate probabilities of the outputs. It has been shown in the literature that there is a class of “hard” positive relational queries (involving SELECT-PROJECT-JOIN-UNION operators) that are not amenable to efficient computation of output probabilities on some instances. Our first contribution is to efficiently identify a natural class of query-database instance pairs that allow efficient computation of the output probabilities even if the query is hard. Our second contribution is to initiate the study of queries that involve the set difference operator (EXCEPT or MINUS in SQL), which adds substantial complexity to the class of positive queries.
Conversely, for tracing uncertainty in the output back to the input, we also use Boolean provenance. The goal is to refine the source, i.e. find and remove inputs that are responsible for producing many incorrect outputs. However, the same input might produce a combination of correct and incorrect outputs. So we must ensure that refining the inputs does not delete a significant number of correct outputs. We formalize the problem of balancing incorrect outputs retained and correct outputs deleted by the process of source refinement, and propose efficient algorithmic solutions for this problem. We also address the problem of incomplete labeling of the output by proposing a statistical model that helps predict the missing labels using techniques from machine learning. Our approach of source refinement is discussed via an important application in information extraction where we also evaluate our solutions empirically on a real-life information extraction system [114].

In general, data provenance helps understand and debug an experiment, transaction, or query evaluation in scientific, medical, or pharmaceutical research and business processes [19, 24, 27, 53, 69, 128, 158]. Workflows, which capture processes and data flows in these domains, constitute a critical component of experiments like genome sequencing, protein folding, phylogenetic tree construction, clinical trials, drug design and synthesis, etc. Due to substantial investments in developing a workflow and its components, which also often includes proprietary or sensitive elements (e.g., medical information, proprietary algorithms, etc), organizations may wish to keep certain details private while publishing the provenance information.

The second part of this dissertation focuses on module privacy for proprietary and commercial modules when they combine with other modules in a workflow in order to complete a task. Unlike the first part of the dissertation where we use provenance to infer uncertainty in the input or the output, we intentionally introduce uncertainty in provenance to protect functionality of the private modules. Arbitrary network structure and interaction with other modules in a workflow make it difficult to guarantee desired privacy levels for proprietary modules. Here we show that we can find private solutions locally for individual modules and combine them to ensure privacy of modules in a workflow irrespective of its structure. Naturally, there is a tension between publishing accurate
provenance information and privacy of modules. So our algorithms aim to minimize the provenance information hidden while ensuring a required privacy level. We also argue that the guarantees provided by our algorithms are essentially the best possible.

In view of the above discussion, we now describe two main directions in this dissertation connecting provenance and uncertainty: (i) how a succinct representation of provenance can help infer uncertainty in the input or the output (Section 1.1), and (ii) how uncertainty can facilitate privacy-aware provenance (Section 1.2). In these sections, we briefly review the relevant previous approaches, discuss how we use provenance to address the underlying challenges, and summarize our technical contributions.

1.1 Provenance for Inferring Uncertainty in Input or Output

We consider the relational setting. For inferring uncertainty in the input or the output, where a relational algebra query runs on an input (relational) database to compute the output view. Both projecting uncertainty in the input to the output and tracing uncertainty in the output back to the input require the knowledge of how-provenance of the outputs, which encodes how each output tuple is generated from the input tuples. Specifically, we can encode the how-provenance of an output tuple as a polynomial in variables annotating the source tuples (see Figure 1.1). Then joint use of source tuples by the JOIN operator is captured by Boolean AND (·), alternative ways of generating an output tuple by the PROJECT and UNION operators are captured by Boolean OR (+), and SELECT operator maps potential output tuples to True or False. We call these polynomials Boolean provenance (also known as event expressions or lineage) ImielinskiL84, GreenKT07. Figure 1.1 shows an example of Boolean provenance annotating output tuples. The provenance of tuple $b_2$ is $u_2 \cdot v_3 \cdot w_3$, which says that the tuple $b_2$ is generated in the output by joining the source tuples $R(b_1, c_3), S(c_2, a_3)$ and $T(a_3)$. On the other hand, it follows from the provenance of $b_1$ that it can be generated by joining three different combinations of source tuples. Next, we discuss the specific use of Boolean provenance in inferring uncertainty in the input and the output.

---

1We discuss the other forms of provenance in Chapter 2
Figure 1.1: A database instance $I$ with three relations $R, S,$ and $T,$ query $q,$ and Boolean provenance of the output tuples.

### 1.1.1 Projecting Input Uncertainty to the Output

Unreliable data sources, noisy data collectors (like sensor data), and multiple transformations and revisions inject uncertainty in data. Probabilistic databases enable us to capture, model, and process uncertain data assuming a probability distribution on the possible instances of the database. Query evaluation on probabilistic databases results in a probability distribution on possible outputs instead of a deterministic answer.

**Boolean provenance in probabilistic databases.** A standard and fundamental model is to assume *tuple-independent* probabilistic databases. Here each source tuple realizes in a random instance of the database with some probability independent of the other source tuples. The Boolean variable annotating a source tuple correspond to the *event* that the source tuple realizes, e.g. $R(b_1,c_1)$ exists in a random instance of the database if and only if $u_1 =$ TRUE, and this event has a certain probability $Pr[u_1]$. It can be easily seen that an output tuple appears as a result of query evaluation on a random database instance if and only if its Boolean provenance evaluates to TRUE. Therefore, in tuple-independent probabilistic databases, the probability of an output tuple equals the probability of its Boolean provenance, e.g. $Pr[b_1$ appears in $q(I)] = Pr[u_1 \cdot v_1 \cdot w_1 + u_1 \cdot v_2 \cdot w_2 + u_3 \cdot v_4 \cdot w_2].$

There are several reasons to use Boolean provenance for query evaluation in probabilistic databases. First, the number of random instances of the input database can be exponential in the number of source tuples with non-zero probability. Using Boolean provenance saves the effort of dealing with all possible database instances, i.e. evaluating the query on each such instance and summing up the probabilities of the instances that
gives the intended output tuple². Second, evaluating the probability of a Boolean expression from the probabilities of its constituent variables has been extensively studied in the literature, and is closely related to computing the number of satisfying assignments of a Boolean expression. This enables us to have a better understanding of the difficulties in probability computation. Moreover, the Boolean provenance of the output tuples can be computed without much overhead when a query is evaluated on an annotated source database. The challenge in computing the probability distributions using Boolean provenance appears in the next step. The problem of computing the probability of an arbitrary Boolean expression from that of its constituent variables is directly related to counting the number of satisfying assignments of the expression which is known to be computationally hard (#P-hard). Further, these hard expressions may be generated by very simple queries. Therefore, the key challenge in probabilistic databases is to be able to efficiently compute the probability distribution on the outputs for a large class of inputs.

Previous approaches. Dalvi et. al. have studied efficient computability of probability distribution on the outputs, and have given important dichotomy results for positive relational algebra queries [54–57]. These results show that the set of such queries can be divided into (i) the queries for which poly-time computation of output probability distribution is possible on all instances (called safe queries); and (ii) the queries for which such computation is hard (called unsafe queries). There has been interesting progress in other directions in probabilistic databases as well. Several systems for query processing on probabilistic databases have been developed, including MistiQ [25], Trio [17, 174], and MayBMS [10]. Significant work has been done on top-k queries [117, 144, 159] and aggregate queries [146] on probabilistic databases. The relation between Boolean provenance generated by safe queries and several knowledge compilation techniques has also been explained [101, 137]. Frameworks have been proposed for exact and approximate evaluation of the answers that work well in practice (but may not run in time polynomial in the size of input database) [77, 100, 140]. A completely different approach models correlations between tuples, compiles queries and databases into probabilistic graphical models and then performs inference on these [149, 154, 155]. Another line of work has focused

²For some queries, explicit computation of the Boolean provenance is not needed and the probabilities of the outputs can be directly computed while evaluating the query [54, 55].
on exploring more expressible query languages for probabilistic databases and their computability. For instance, [68] considers datalog, fixpoint and “while” queries, where either the state of the database changes after each evaluation of the query, or new results are added to the answer set; [109] studies compositional use of confidence parameters in the query such as selection based on marginal and conditional probabilities.

**Our contributions.** In view of the above state of the art, this dissertation considers two simple yet fundamental questions. In Chapter 3, we extend the class of inputs (query-database pairs) for which poly-time exact computation is possible, while in Chapter 4, we enrich the class of queries studied in the literature by including the *difference operations*. Here we give a technical summary of our contributions in these two chapters.

- **Query Evaluation in Probabilistic Databases using Read-Once Functions**

  Chapter 3 is based on the results published in [152] (joint work with Vittorio Perduca and Val Tannen). As mentioned earlier, safe queries are amenable to poly-time computation for all input databases. However, the class of unsafe queries includes very simple queries like $q() : -R(x), S(x, y), T(y)$ and are unavoidable in practice. Our observation is that, even for unsafe queries, there may be classes of “easy” data inputs where the answer probabilities can be computed in polynomial time in the size of the database: this we call the *instance-by-instance* approach. In particular, our goal is efficiently identify the input query-database pairs where Boolean provenance of an output is *read-once*.

  A Boolean expression is in *read-once form* if each of its variables appears exactly once, e.g. $x(y + z)^3$. The significance of a read-once expression is that its probability can be computed in linear-time in the number of variables when the variables are mutually independent (repeatedly use $Pr[xy] = Pr[x] Pr[y]$ and $Pr[x + y] = 1 - (1 - Pr[x])(1 - Pr[y])$). However, there are expressions that are not in read-once form, but are read-once, i.e. such an expression has an equivalent read-once form (e.g. $xy + xz$). Indeed, there are non-read-once expressions as well (e.g. $xy + yz + z$ or $xy + yz + zw$). In Figure 1.1 the provenance of $b_2$ (i.e. $u_2v_2w_3$) is read-once and also in read-once form, while the provenance of $b_1$ (i.e. $u_1v_1w_1 + u_1v_2w_2 + u_3v_4w_2$) is not read-once. Our

---

3From now on, we will omit “·” to denote AND operation in Boolean expression for brevity.
goal in this chapter is to decide whether a Boolean provenance is read-once (and if yes, to compute the read-once form) as efficiently as possible.

When the Boolean formula is given in “irredundant” disjunctive normal form (DNF) (i.e. none of the disjuncts can be omitted using absorption like \( x + xy = x \)), there is a fast algorithm by Golumbic et. al. [85] to decide whether a Boolean expression is read-once. This algorithm is based upon a characterization given by Gurvich [91]. For positive relational queries, the size of the irredundant DNF for a Boolean provenance is polynomial in the size of the table, but can be exponential in the size of the query. On the other hand, often optimized query plans produce more compact expressions, motivating the study of approaches that can avoid the explicit computation of these DNFs. However, DNF computation seems unavoidable for arbitrary Boolean expressions. Hellerstein and Karpinski[97] have shown that given a monotone Boolean formula defining a read-once function, the equivalent read-once form cannot be computed in poly-time in the size of the formula unless \( NP = RP \).

In [152], we exploit special structures of Boolean provenance to avoid expanding the expression into DNF. We show that for a large and important class of queries, conjunctive queries without self-join, the existing characterization and algorithms can be used to decide read-once-ness of arbitrary Boolean provenance (not necessarily in irredundant DNF) by recording some additional information when the query is evaluated. Moreover, using the properties of conjunctive queries without self-join, we propose a simpler and asymptotically faster algorithm that also introduces a novel characterization of the read-once Boolean provenance for this class of queries.

- **Queries with Difference on Probabilistic Databases**

Chapter 4 presents our results published in [106] (joint work with Sanjeev Khanna and Val Tannen). Difference operations (e.g. EXCEPT, MINUS in SQL) are frequently found in real-life queries, but the complexity of query evaluation with these operations had not been studied previously for probabilistic databases. The concept

---

\footnote{The complexity class \( RP \) (Randomized Polynomial time) consists of the languages \( L \) having a polynomial-time randomized algorithm that rejects all inputs not in \( L \) with probability 1, and accepts all inputs in \( L \) with probability \( \geq 1/2 \).}
of Boolean provenance naturally extends to difference (see Chapter 4). However, there are some new and considerable difficulties with such queries. For any positive query without difference operations, even if the exact computation is hard, the well-known DNF-counting algorithm given by Karp and Luby \[104\] can be adapted to approximate the probabilities up to any desired level of accuracy. But, for queries with difference, the DNF of Boolean provenance is no longer monotone, and may be exponential in the size of the database. This precludes using both the read-once testing algorithm of [85], and also the approximation algorithm given by Karp and Luby. In recent and independent work [77], Fink et al. proposed a framework to compute exact and approximate probabilities for answers of arbitrary relational algebra queries that allow difference operations. However, there is no guarantee of polynomial running time.

In this work, we study the complexity of computing the probability for queries with difference on tuple-independent databases. (1) We exhibit two Boolean queries \(q_1\) and \(q_2\), both of which independently have nice structures, namely they are safe conjunctive queries without self-joins \(\text{i.e. allow poly-time computation on all instances}\), but such that computing the probability of \(q_1 - q_2\) is \#P-hard. This hardness of exact computation result suggests that any class of interesting queries with difference which are safe in the spirit of [54–56] would have to be severely restricted\(^5\)

(2) In view of this lower bound for exact computation, we give a Fully Polynomial Randomized Approximation Scheme (FPRAS) for approximating probabilities for a class of queries with difference. In particular, a corollary of our result applies to queries of the form \(q_1 - q_2\), where \(q_1\) is an arbitrary positive query while \(q_2\) is a safe positive query without self-join. Our algorithm uses a new application of the Karp-Luby framework \[104\] that goes well beyond DNF counting, and also works for the instance-by-instance approach in the spirit of Chapter 3. (3) We show that the latter restriction stated above is important: computing the probability of “True – \(q\)” is inapproximable (no FPRAS exists) where True is the Boolean query that is always true while \(q\) is the Boolean conjunctive query \(q() := S(x), R(x,y), S(y)\).

\(^5\)There is always the easy and uninteresting case when the events associated with \(q_1\) and with \(q_2\) are independent of each other because, for example, they operate on separate parts of the input database.
<table>
<thead>
<tr>
<th></th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>Exact</th>
<th>Approximate</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCQ</td>
<td>safe CQ without self-join</td>
<td>$\Pr[q_1 - q_2]$</td>
<td>#P-hard</td>
<td>FPRAS</td>
</tr>
<tr>
<td>UCQ</td>
<td>UCQ</td>
<td></td>
<td>Inapproximable</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Complexity of exact and approximate computation of probability for difference of two positive queries (CQ = conjunctive query, UCQ = Union of conjunctive query).

summarizes the three results for differences of positive queries. This work is a first step to explore the complexity of queries with difference operation; an important future direction in this area is to obtain a complete classification of these queries (and Boolean provenance) in terms of their complexity.

1.1.2 Tracing Output Uncertainty back to the Input

In applications like information extraction (e.g., finding all instances of person names from a document), database administration (e.g., curating source data in order to satisfy certain requirements on one or more views), and business reorganization (e.g., reorganizing connections between employees and customers) the outputs are often identified as correct (as expected), or incorrect (spurious). In other words, an output of these systems can be labeled as a true positive or false positive by an expert or user of the system. A natural goal related to these applications is to use this (potentially incomplete) labeling to improve the quality of the output of the system by refining potential erroneous inputs.

Previous approaches. In this regard, there have been two main directions of work in the literature: deletion propagation [35, 107, 108] and causality [124, 125]. The goal of deletion propagation, as studied in [35, 107, 108], is to delete a single incorrect answer tuple of a positive relational query while minimizing the source-side-effect (the number of source tuples needed to be deleted) or view-side-effect (the number of other output tuples deleted). Clearly, a more general version of the deletion propagation problem can be defined which can handle deletion of multiple tuples in the output. On the other hand, the goal of the causality framework is to compute the responsibility of every source tuple. The responsibility is computed in terms of the minimum number of modifications needed.
to the other source tuples (in addition to the current source tuple) that gives the desired set of outputs (if possible). The notion of causality can be considered as propagation of undesired tuple deletion and missing tuple insertion with a minimal source-side-effect.

In the presence of only incorrect tuples (i.e. no missing tuples), both deletion propagation and causality approaches attempt to delete all false positives in the output: while the former primarily aims to minimize the number of true positives deleted, the latter aims to minimize the modifications in source data that also preserves all true positives. However, these approach have shortcomings for many practical purposes. For instance, deleting a false positive may require deleting many other true positives. Figure 1.2 shows an example mentioned in [35, 50, 107, 108]. Here there are two source tables, UserGroup (allocation of users to groups) and GroupAccess (files that a group has access to). The output view UserAccess computed as

\[ \text{UserAccess}(u, f) = \text{UserGroup}(u, g) \Join \text{GroupAccess}(g, f) \]

As depicted in the figure, the output tuple \((John, f1)\) is incorrect (e.g., the user \(John\) does not want to work on the file \(f1\)) and is desired to be removed. To delete \((John, f1)\), either \((John, sale)\) or \((sale, f1)\) has to be deleted in the source. Whichever source tuple is chosen to be deleted, two other correct output tuples are deleted as well (either \((John, f2)\) and \((John, f3)\), or \((Lisa, f1)\) and \((Joe, f1)\)). Though either of these two solutions are optimum for the deletion propagation approach in [35, 50, 107, 108]⁶, depending on the application and importance of the correct output tuples being deleted as a side effect, simply retaining the single incorrect tuple \((John, f1)\) may be a better option. To formalize the above intuition, we need to quantify and optimize the “balance” between true positives removed and false positives retained in the answer. In Chapter 5, we will see an important application of this approach in improving the output quality of an information extraction system.

To balance the precision (minimize false positives) and recall (avoid discarding true positives) in the output, our goal in Chapter 5 is to maximize the \(F\)-score (the harmonic mean of precision and recall) [171]. We study this optimization problem under two natural con-

---

⁶The causality approach computes responsibility of every source tuple as zero since no transformation on the source tuples can keep all correct tuples while deleting the single incorrect tuple.
Figure 1.2: Input relations UserGroup, GroupAccess, and output relation UserAccess with correct/incorrect labeling on the output tuples.

Boolean provenance in source refinement. Boolean provenance of the output tuples in terms of the input tuples help the objective of source refinement. First, an output tuple gets deleted if and only if its Boolean provenance becomes FALSE. This is an efficient way to check if an output tuple survives, and thus to measure the F-score of the output after refinement. Second, Boolean provenance also helps when the labeling on the output is incomplete. In practice, only a small amount of labeled data is available since manually labeling a large output data is an expensive and time consuming task. We assume that an output tuple is correct if and only if its Boolean provenance evaluates to TRUE given TRUE and FALSE values of the source tuples in the provenance (denoting whether or not the source tuples are correct for this output tuple). Given the labeled output tuples, the probability of the correctness of the source tuples can be estimated. These probabilities are then used to compute the probability of an unlabeled output tuple being correct. This approach helps to estimate and maximize the F-score when the labeling is incomplete.
and avoid over-fitting the small labeled data.

Although the focus of Chapter 5 is on rule-based information extraction system, this work generalizes to any application where (i) the inputs can be modeled as source tuples in relational databases, (ii) the query can be abstracted as a positive relational query, and (iii) the output tuples can be marked as correct (true positive) or incorrect (false positive). In particular, the application in information extraction (extraction of structured data from unstructured text) involves operations dealing with text data (e.g., finding occurrences of person names in the text using lists or dictionaries of such names, merging two occurrences of first and last names which are close to each other to get a candidate person name, etc.). These operations can be abstracted using relational algebra operators like selection and join. We defer all the details specific to information extraction systems to Chapters 2 and 5.

Our contributions. Chapter 5 is based on [151] (joint work with Laura Chiticariu, Vitaly Feldman, Frederick R. Reiss and Huaiyu Zhu), where we systematically study the source refinement problem when the labeling is incomplete. We summarize our results abstracted in terms of positive relational algebra queries on relational databases; the actual results in Chapter 5 are presented in the context of improving the quality of an information extraction system.

• Provenance-based Approach for Dictionary Refinement in Information Extraction

In Chapter 5, we divide the refinement problem into two sub-problems: (a) Label estimation copes with incomplete labeled data and estimates the “fractional” labels for the unlabeled outputs assuming a statistical model. (b) Refinement optimization takes the (exact or estimated) labels of the output tuples as input. It selects a set of source tuples to remove that maximizes the resulting F-score under size constraint (at most $k$ entries are removed) or recall constraint (the recall after refinement is above a threshold).

(1) For label estimation, we give a method based on the well-known Expectation-Maximization (EM) algorithm [67]. Our algorithm takes Boolean provenance of the labeled outputs as input and estimates labels of the unlabeled outputs. Under certain independence assumptions, we show that our application has a closed-form
expression for the update rules in EM which can be efficiently evaluated.

(2) For refinement optimization, we show that the problem is \textit{NP-hard} under both size and recall constraint, even for a simple query like \( q_1(x, y) : -R(x), T(x, y), S(y) \) where the relations \( R \) and \( S \) are potential sources of errors and \( T \) is trusted. Under recall constraint, this problem remains NP-hard for a simpler query like \( q_2(x) : -R(x), T(x) \) where only the relation \( R \) is a potential source of errors\(^7\). However, for queries like \( q_2 \), which is of independent interest in information extraction, we give an optimal poly-time algorithm under size-constraint.

(3) We conduct a comprehensive set of experiments on a variety of real-world information extraction rule-sets and competition datasets that demonstrate the effectiveness of our techniques in the context of information extraction systems.

\section{1.2 Introducing Uncertainty for Privacy-aware Provenance}

This section gives an overview of our contributions in the second part of this dissertation: how introducing uncertainty in provenance can protect privacy of proprietary modules when they belong to a \textit{workflow}. In the previous section, we discussed applications of Boolean provenance in inferring uncertainty in the input or the output. Boolean provenance is a form of \textit{fine-grained data provenance} that captures low-level operations when a relational algebra query is evaluated on an input (relational) database. However, in the experiments in scientific research, the researchers need to handle more complex inputs than tuples (files with data in different formats) and more complicated processes than the SELECT-PROJECT-JOIN-UNION operations (e.g. gene sequencing algorithms). To understand and debug these experiments, the researchers are often interested in \textit{coarse-grained data provenance} (also known as \textit{workflow provenance}), which is a record of the involved processes and intermediate data values responsible for producing a result. Coarse-grained provenance can handle arbitrary inputs and processes, but it treats individual processes (called \textit{modules}) as black box hiding their finer details. It also does not have a well-

\(^7\)The provenance of the answers under \( q_1 \) is of the form \( x \cdot y \), whereas for \( q_2 \), they are simply of the form \( x \). Here \( x \) and \( y \) denote variables annotating source tuples
defined semantics like fine-grained Boolean provenance like equivalence under equivalent queries.

Workflows, which graphically capture systematic execution of a set of modules connected via data paths, constitute a key component in many modern scientific experiments and business processes. Provenance support in workflows ensures repeatability and verifiability of experimental results, facilitates debugging, and helps validate the quality of the output, which is frequently considered to be as important as the result itself in scientific experiments. There are some obvious challenges related to using workflow provenance, like efficient processing of provenance queries, managing the potentially overwhelming amount of provenance data, and extracting useful knowledge from the provenance data. However, we study an almost unexplored but highly important challenge, privacy concerns in provenance, that restrains people from providing and using provenance information. We identified and illustrated important privacy concerns in workflow provenance in several workshop and vision papers that include privacy of sensitive data, behavior of proprietary modules, or important decision processes involved in an execution of a workflow. Previous work proposes solutions to enforce access control in a workflow given a set of access permissions. But, the privacy notions are somewhat informal and no guarantees on the quality of the solution are provided both in terms of privacy and utility.

Module privacy by uncertainty. In the second part of this dissertation (Chapters 6 and 7), we initiate the study of module privacy in workflow provenance. A module can be abstracted as a function $f$ that maps the inputs $x$ to the outputs $f(x)$. Our goal is to hide this mapping from $x$ to $f(x)$ when $f$ is a commercial or proprietary module (called a private module), which interacts with other modules in a workflow. Publishing accurate provenance information, i.e. the data values in an execution, reveals the exact value of $f(x)$ for one or multiple inputs $x$ to $f$. Our approach is to selectively hide provenance information, so that the exact value of $f(x)$ is not revealed with probability more than $\gamma$, where $\gamma$ is the desired level of privacy. We show that selectively hiding provenance information makes a

\footnote{In fact, our work in this area has considered two approaches to address this issue: compact user-views that reduce provenance overload but preserve relevant information [20]; and compact and efficient reachability labeling scheme to answer dependency queries among data items [14]. Other work includes [15, 16, 96] etc.}
private module indistinguishable from many other modules (called *possible worlds*), even when the private module interacts with other modules in a workflow, and when there are *public modules* in the workflow with known functionality (like reformatting modules). Moreover, each input $x$ is mapped to a large number of outputs by these possible worlds (there are more than $1/\gamma$ different possible values of $f(x)$).

**Our contributions.** Our first contribution is to formalize the notion of $\Gamma$-privacy of a private module given a “privacy requirement” $\Gamma (= 1/\gamma)$, when it is a standalone entity ($\Gamma$-standalone privacy) as well as when it is a component of a workflow ($\Gamma$-workflow privacy). We extend the notion of $\ell$-diversity [121]$^9$ to our workflow setting to define $\Gamma$-privacy. Our other contributions in these two chapters are summarized below.

- **Provenance Views for Module Privacy**

  Chapter 6 presents the results in [63] (joint work with Susan B. Davidson, Sanjeev Khanna, Tova Milo and Debmalya Panigrahi). (1) We start with *standalone modules*, *i.e.* a simple workflow with a single module. We analyze the computational and communication complexity of obtaining a minimal cost set of input/output data items to hide such that the remaining, visible attributes guarantee $\Gamma$-standalone-privacy. In addition to being the simplest special case, the solutions for $\Gamma$-standalone-privacy serve as building blocks for $\Gamma$-workflow-privacy.

  (2) Then we consider workflows in which all modules are *private*, *i.e.* modules for which the user has no a priori knowledge and whose behavior must be hidden. The privacy of a module within a workflow is inherently linked to the workflow topology and the functionality of the other modules. Nevertheless, we show that guaranteeing workflow-privacy in this setting essentially reduces to implementing the standalone-privacy requirements for each module. For such *all-private workflows*, we also analyze the complexity of minimizing the cost of hidden attributes by assembling the standalone-private solutions optimally. We show that the minimization problem is NP-hard, even in a very restricted case. Therefore, we give poly-time approximation algorithms and matching hardness results for different

---

$^9$In $\ell$-diversity, the values of non-sensitive attributes in a relation are generalized so that, for every such generalization, there are at least $\ell$ different values of sensitive attributes.
variants of inputs (based on how standalone solutions are provided). We also show that a much better approximation can be achieved when data sharing, i.e., using the same data as input by multiple modules, is limited.

(3) However, as expected, ensuring privacy of private modules is much more difficult when public modules with known functionality are present in the same workflow. In particular, the standalone-private solutions no more compose to give a workflow-private solution. To solve this problem, we make some of the public modules private (privatization) and prove that this ensures workflow-privacy of the private modules. We study the revised optimization problem assuming a cost associated with privatization; the optimization problem now has much worse approximation in all the scenarios.

- **Propagation Model for Module Privacy in Public/Private Workflows**

Chapter 7 is based on [66] (joint work with Susan B. Davidson and Tova Milo), where we take a closer look at module privacy in workflows having both public and private modules. Although the approach in Chapter 6 (privatization) is reasonable in some cases, there are many practical scenarios where it cannot be employed. For example, privatization does not work when the workflow specification (the module names and connections) is known to the users, or when the identity of the privatized public module can be discovered through the structure of the workflow and the names or types of its inputs/outputs.

To overcome this problem we propose an alternative novel solution, based on propagation of data hiding through public modules. Suppose a private module $m_1$ is embedded in a chain workflow $m_1 \rightarrow m_2$, where $m_2$ is a public equality modules (e.g., a formatting module). In the propagation model, if the output from $m_1$ is hidden, then the output from $m_2$ would also be hidden, although the user would still know that $m_1$ is the equality function (in privatization, the “name” of $m_2$ is hidden so that no one knows it is an equality module).

We show that for a special class of workflows, that includes common tree and chain workflows, propagating data hiding downstream along the paths comprising entirely of public modules (which we call public closure) is sufficient. This is facili-
tated by a different composability property between standalone-private solutions of private modules and “safe” solutions for public modules. We also argue why the assumptions of downward propagation (instead of propagating both upward and downward) and the properties of this special class of workflows are necessary. However, we also provide solutions to handle general workflows, where the data hiding may have to propagated beyond the public-closure of a private module.

Then we consider the optimization problem of minimizing the cost of the hidden data. We study the complexity of finding “safe” subsets of public modules, and show that for chain and tree workflows an optimal assembly is possible in polynomial time, whereas for general DAG workflows the problem becomes NP-hard.

1.3 Roadmap

The rest of the dissertation is organized as follows. In Chapter 2, we discuss preliminaries and review related work that will be frequently used in this dissertation. The first part of the dissertation, the results on inferring input and output uncertainty using Boolean provenance, is discussed in Chapters 3 to 5. Chapter 3 discusses query evaluation in probabilistic databases using read-once functions, Chapter 4 discusses evaluation of queries with difference operations in probabilistic databases, and Chapter 5 discusses tracing errors in the output back to the input in the context of information extraction. Then we present the second part of this dissertation, introducing uncertainty to ensure module privacy, in Chapters 6 and 7. Chapter 6 introduces the notion of module privacy and studies the problem with a focus on workflows with all private modules. Chapter 7 describes the propagation model to handle workflows with both private and public modules. We conclude in Section 8 by discussing future directions.
Chapter 2

Background

This chapter presents some preliminary notions that are relevant to the rest of the dissertation. As mentioned in Chapter 1, this dissertation considers both Boolean provenance (used in Chapters 3 to 5), and workflow provenance (used in Chapters 6 and 7); here we discuss these two notions in more detail. First in Section 2.1, we review the background and related work for fine-grained data provenance, which generalizes Boolean provenance, in the context of both projecting input uncertainty to the output in probabilistic databases and tracing errors in the output back to the input in information extraction. Then in Section 2.2, we present our model for coarse-grained workflow provenance. Finally, Section 2.3 describes several complexity classes and notions of approximation and hardness used in this dissertation.

2.1 Data Provenance

The fine-grained data provenance describes the derivation of a particular data item in a dataset [33, 36, 43]. In recent years, several forms of provenance for database queries have been proposed to explain the origin of an output and its relation with source data (see the surveys [43, 165]). Cui et. al. formalized the notion lineage of output tuples [51], where each output tuple is associated with the source tuples that contributed to that output tuple. However, this form of provenance does not explain whether two source tuples have to co-exist, or, whether there are more than one possible way to produce an
output tuple. Subsequently, Buneman et. al. proposed the notion of *why-provenance* that captures different *witnesses* for an output tuple [33]. They showed that a certain notion of “minimal” witnesses (a set of source tuples that is sufficient to ensure existence of an output tuple) exhibits equivalent why-provenance under equivalent queries. Buneman et. al. [33] also introduced another notion of provenance called *where-provenance*, which describes the relation between the source and output locations. Here the location refers to a *cell* in the table, *i.e.* the column name in addition to the identity of a tuple. However, why-provenance and where-provenance fail to capture some information about “how” an output tuple is derived. For instance, in the case of queries with self-joins, why-provenance does not reflect whether or not a source tuple joins with itself to produce an output tuple.

This is addressed in the notion of *how-provenance*, which has been formalized using *provenance semirings* by Green et. al. [87]. Intuitively, the provenance of an output tuple is represented as a polynomial (using semiring operations) with integer coefficients in terms of variables annotating the source tuples. These polynomials can reflect not only the result of the query, but also how the query has been evaluated on the source tuples to produce the output tuples using the specific *query plan*. Nevertheless, equivalent queries always produce equivalent provenance polynomials. Moreover, provenance semirings generalize any other semiring that can be used to annotate the output tuples in terms of the source tuples. Examples include set and bag semantics, event tables by Fuhr-Rölleke and Zimanyi [79, 178], Imielinski-Lipski algebra on c-tables [98], and also why-provenance. The semiring approach captures where-provenance as well when each location in the source relations (*i.e.* each attribute of each source tuple) is annotated with a variable [165]. In addition, provenance semirings exhibit a commutativity property for this mapping (homomorphism) to another semiring: first applying the mapping and then evaluating the query yields the same result as first evaluating the query and then applying the mapping.

In Chapters 3, 4 and 5 we will use a certain form of how-provenance (same as *event expressions* in [79, 178]), where the output tuples are annotated with Boolean polynomials in variables annotating the source tuples. This particular semiring has been called...
PosBool[\mathcal{X}] in [87], that eliminates the integer coefficients of monomials and exponents of variables by the idempotence property of Boolean algebra (e.g., \(2x^2 \equiv x\)); we call this Boolean provenance. Next we discuss its connection with projecting input uncertainty to the output in probabilistic databases, and tracing errors in the output back to the input in the context of information extraction in Sections 2.1.1 and 2.1.2 respectively.

2.1.1 Boolean provenance in Probabilistic Databases

Continuing the discussion of Section 1.1, here we detail relevant previous work as well as the connection between query evaluation and Boolean provenance in probabilistic databases. In both Chapters 3 and 4, we work with the widely studied and fundamental model of tuple-independent probabilistic databases [41, 54–57, 79, 86, 178]. Tuple-independent databases are defined by tables such as those in Figure 2.1, where each tuple \(t_i\) is associated with a probability \(p_i \in [0,1]\). We annotate each tuple \(t_i\) by a distinct Boolean variable \(u_i\) which can be thought of as a notation for the event that \(t_i\) appears in a random instance of the database independent of the other tuples. Then \(p_i = \Pr[u_i]\). We call the \(u_i\)'s tuple variables. For example in Figure 2.1, the tuple variable \(u_1\) denotes the event that the tuple \(R(b_1,c_1)\) appears in a random instance defined by \(I\) and the fraction 0.7 inside parentheses is the probability of that event (i.e. \(\Pr[u_1] = 0.7\)).

<table>
<thead>
<tr>
<th></th>
<th>(R)</th>
<th>(u_1(0.7))</th>
<th>(S)</th>
<th>(v_1(0.1))</th>
<th>(T)</th>
<th>(w_1(0.3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>b_1</td>
<td>c_1</td>
<td></td>
<td>c_1</td>
<td>a_1</td>
<td>a_1</td>
<td></td>
</tr>
<tr>
<td>b_2</td>
<td>c_2</td>
<td></td>
<td>c_1</td>
<td>a_2</td>
<td>a_2</td>
<td></td>
</tr>
<tr>
<td>b_1</td>
<td>c_3</td>
<td></td>
<td>c_2</td>
<td>a_3</td>
<td>a_3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c_3</td>
<td>a_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b_1</td>
<td>c_2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b_2</td>
<td>c_3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b_1</td>
<td>c_3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.1: A tuple-independent probabilistic database \(I\) with three input relations \(R,S,T\), where the tuples are annotated with tuple variables and probabilities.

**Boolean provenance in probabilistic databases.** Explicitly manipulating all possible instances is expensive (the number of such instances can be exponential in the size of the database), so techniques have been developed for obtaining the query answers from the much smaller representation tables [10, 17, 79, 116, 178]. Then query evaluation on
tuple-independent probabilistic databases reduces to the computation of probability of the Boolean provenance of the output tuples given the probabilities of the source tuples (see Section 1.1).

For all queries $q$, given a probabilistic database $I$, the computation of the probabilities for the tuples in the answer $q(I)$ can be presented in two stages [79, 178]. In the first stage we compute the Boolean provenance for each tuple in the answer $q(I)$. This first stage is not a source of computational hardness, provided we are concerned, as is the case in this dissertation, only with data complexity $^{10}$ (i.e., we assume that the size of the query is a constant). Indeed, every Boolean provenance $^1$ in $q(I)$ is of polynomial size and can be computed in polynomial time in the size of $I$.

$$q(x) : -R(x,y), S(y,z)$$

$$\begin{array}{c}
q(I) \\
b_1 \\
b_2
\end{array}$$

$$u_1(v_1 + v_2) + u_3v_4$$

$$u_2v_3$$

Figure 2.2: A safe query $q$ and Boolean provenance of the output tuples in $q(I)$.

In the second stage, the probability of each Boolean provenance is computed from the probabilities that the model associates with the tuples in $I$, i.e., with the tuple variables using the standard laws. For example, in Figure 2.2 the event that the output tuple $b_2$ appears in $q(I)$ for a random instance described by $I$ is described by its Boolean provenance $u_2v_3$. By the independence assumptions it has probability $\Pr[u_2v_3] = \Pr[u_2]\Pr[v_3] = 0.4 \times 0.2 = 0.08$.

This break into two stages using the Boolean provenance is called intensional semantics by Fuhr and Rölleke [79], and they observe that with this method computing the query answer probabilities requires exponentially many steps in general. Indeed, the data complexity of query evaluation on probabilistic databases is related to counting the number of its satisfying assignments which leads to $\#\text{SAT}$, Valiant’s first $\#P$-complete problem [169]. This problem has shown to be $\#P$-hard, even for conjunctive queries [86], in fact even for quite simple Boolean queries like $q() : -R(x), S(x,y), T(z) \ [55]$.

$^{10}$In this dissertation, the data input consists of the representation tables [55, 86] (possible source tuples and probabilities) rather than the collection of possible worlds.
Safe and Unsafe queries. Fuhr and Rölleke also observe that certain event independences can be taken advantage of, when present, to compute answer probabilities in PTIME, with a procedure called extensional semantics. The idea behind the extensional approach is the starting point for the important dichotomy results of Dalvi et. al. [54–57]. In a series of seminal papers they showed that the positive queries can be decidably and elegantly separated into those whose data complexity is \#P-hard (called unsafe queries) and those for whom a safe plan taking the extensional approach can be found to compute the answer probabilities in poly-time (called safe queries). Figures 2.3 and 2.2 respectively show examples of safe and unsafe queries.

\[ q'(x) : \neg R(x,y), S(y,z), T(z) \]

<table>
<thead>
<tr>
<th>b_1</th>
<th>u_1v_1w_1 + u_1v_2w_2 + u_3v_4w_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>b_2</td>
<td>u_2v_3w_3</td>
</tr>
</tbody>
</table>

Figure 2.3: An unsafe query \( q' \) and Boolean provenance of the output tuples in \( q'(I) \).

However, even for safe queries the separate study of the Boolean provenance is beneficial. Olteanu and Huang have shown that if a conjunctive query without self-join is safe then for any database instance \( I \) the Boolean provenance of any output tuple in \( q(I) \) is read-once [137]. A Boolean expression is in read-once form if each of its variables appears exactly once, and is read-once if it is equivalent to a Boolean expression in read-once form. It is easy to see that the probability of an expression whose variables denote independent events can be computed in linear time if the expression is in read-once form (basic trick: \( \Pr[\varphi \lor \psi] = 1 - (1 - \Pr[\varphi])(1 - \Pr[\psi]) \), because \( \varphi \) and \( \psi \) have disjoint sets of variables and hence are independent). With hindsight, the quest in [55] for plans for safe queries that on all inputs compute probability in poly-time can be seen as a quest for plans that compute Boolean provenance directly in read-once form. In Figure 2.2, the Boolean provenance of both the output tuples produced by the safe query \( q \) are already in read-once form, and are computed in this form by the safe plan \( \Pi_x(R \bowtie \Pi_y S) \) found through the algorithm given in [55]. On the other hand, for the unsafe query \( q' \) in Figure 2.3, the Boolean provenance of the tuple \( q'(b_1) \) is not read-once (there is no equivalent read-once form). Using knowledge compilation techniques such as BDDs and d-DNNFs [60], the study of
Boolean provenance also enables poly-time computation of probabilities for classes of queries larger than safe conjunctive queries without self-join \([101, 137]\).

What of unsafe positive queries? As we saw from the example above, they can be quite common and cannot be ignored. One observation relevant for both Chapters 3 and 4 is that an unsafe query \(q\) can produce Boolean provenance that are amenable to poly-time computation on some instances of database. For instance, modify our example in Figure 2.1 by deleting the tuple \(S(c_3, a_2)\). To obtain the modified Boolean provenance just set the corresponding tuple variable \(v_4\) to 0 in Figure 2.3. The query \(q'\) is unsafe, but on this modified instance the Boolean provenance of the output tuple \(b_1\) is read-once because 
\[
    u_1 v_1 w_1 + u_1 v_2 w_2 = u_1 (v_1 w_1 + v_2 w_2);
\]
therefore the efficient way of computing probabilities applies. This leads to an “instance-by-instance” approach (discussed in Chapter 3, and also in Chapter 4) that considers both query and the database instead of only classifying the input query as safe or unsafe.

Another observation relevant for this dissertation is that giving up on the exact computation of the probabilities solves the problem for unsafe positive queries. This is because the equivalent disjunctive normal form (DNF) of a Boolean provenance from a positive query is of polynomial size in the size of the database. Therefore, as shown in [55] (see also [144]), an FPRAS (Fully Polynomial Randomized Approximation Scheme) can be obtained by slightly adapting the well-known algorithm for DNF counting given by Karp and Luby \([104]\). In this dissertation, however, for positive conjunctive queries without self-join, we consider the problem of exactly evaluating the probabilities (Chapter 3). On the other hand, for queries with difference operations, we focus on approximating the probabilities (Chapter 4). Here we show that the exact computation is hard for very simple queries, and there are queries for which even any non-trivial approximation may not be possible.

### 2.1.2 Boolean Provenance in Information Extraction

We discussed applications of Boolean provenance for source refinement in Section 1.1, where it is used to trace uncertainty in the output back to the input. In Section 1.1, we gave an example of view maintenance where a relational query is evaluated on an
input (relational) database to produce the output view. In this section we show another interesting application of source refinement in information extraction, which can also be abstracted using relational setting.

Information extraction systems aim to extract structured data like entities (e.g. Person, Organization, Location) and relations between entities (e.g. Person’s birth date or phone number) from unstructured text. The major components for most (rule-based) information extraction systems are a set of dictionaries of entries (like names of people, organization, location etc.) and a set of extraction rules. In Chapter 5, our goal is to improve the quality of an information extraction system by refining the dictionaries used in the system. Here we discuss the rule language, its abstraction using relational algebra operators, and Boolean provenance of the output tuples in terms of the input dictionary entries. The motivation behind dictionary refinement will be discussed in detail in Chapter 5.

Figure 2.4 illustrates a toy example of Person extractor. The inputs to an information extraction system are a set of documents (“Input Document” in the figure), a set of dictionaries (e.g. first_names.dict, last_names.dict, etc.), and a set of rules (R1 to R5). The output
is a set of extracted entities or relations (Person in the figure).

**Rule Language:** We use the SELECT - PROJECT - JOIN - UNION (SPJU) operations from positive relational algebra queries, enriched with a number of basic extraction primitives handling the input text. This subset expresses a core set of functionality underlying most rule languages in common use today [12, 52, 114, 148, 157], and therefore our work can be easily applied to the other rule languages. Specifically, we augment SQL with some basic information extraction primitives like span, FollowsTok, Right(Left)ContextTok, Merge and MatchesRegex. We explain these primitives using the example Person extractor given in Figure 2.4.

To model data values extracted from the input document we add a new atomic data type called span. A span is an ordered pair \(\langle \text{begin}, \text{end} \rangle\) that identifies the region of an input document between the begin and end offsets. We model the input document as a table called Document with a single attribute of type span named text. For clarity, we may sometimes identify a span using its string value and drop the offsets when they are clear from the context. For example, to identify the region starting at offset 5 and ending at offset 10 in the document in Figure 2.4 we may use \(\langle 5, 10 \rangle\), or \(\langle 5, 10 \rangle\): “April”, or simply, “April”.

The extractor in Figure 2.4 consists of individual rules, labeled \(R_1\) through \(R_5\). Rules \(R_1\) through \(R_4\) define logical views, while rule \(R_5\) materializes a table of extraction results. In our subsequent discussion, we refer to tuples in the output of an extractor such as those generated by \(R_5\) as output tuples, or extraction results, or simply occurrences, to distinguish them from intermediate tuples, or intermediate results, generated by remaining extraction rules (e.g., \(R_1\) to \(R_4\)).

Rules \(R_1\), \(R_2\) and \(R_3\) illustrate one of our text extraction additions to SQL: the Dictionary table function, which identifies all occurrences of a given set of terms specified as entries in a dictionary file. The dictionary files used in \(R_1\) to \(R_3\) contain a list of common first names, a list of common last names, and respectively a list of common full names. The three rules define three single-column views FirstName, LastName and FullName containing one intermediate tuple for each dictionary match in the document. Since each dictionary entry may have multiple matches in a document, we use \(w_i\) to denote individ-
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ual dictionary entries in order to distinguish them from their matches in a document. For example, the dictionary entry $w_1$ generates the intermediate tuples $t_2$ and $t_4$.

Rule $R_4$ identifies pairs of first and last names that are 0 tokens apart in the input document. The view definition uses two of the scalar functions that we add to SQL: $\text{FollowsTok}$ and $\text{Merge}$. The $\text{FollowsTok}$ function is used as a JOIN predicate: it takes two spans as arguments, along with a minimum and maximum character distance, and returns $true$ if the spans are within the specified distance of each other in the text. The $\text{Merge}$ function takes as input a pair of spans and returns the shortest span that completely covers both input spans. ($\text{Merge}$ is sensitive to the order of its input spans: if the second span appears before the first, the result of is undefined.) The $\text{select}$ clause of $R_4$ uses $\text{Merge}$ to define a span that extends from the beginning of each first name to the end of the last name.

Finally, rule $R_5$ materializes the table $\text{Person}$, which constitutes the output of our extractor. It uses a $\text{union}$ clause to union together candidate name spans identified by rules $R_3$ and $R_4$, as well as candidates identified by $R_1$ that are not immediately followed by a capitalized word. Note the $\text{where}$ clause of the last union operand of $R_5$ which uses two other additions to SQL: the $\text{RightContextTok}$ function returns the span of a given length measured in tokens to the right of the input span, while the $\text{MatchesRegex}$ predicate returns true if the text of the input span matches the given regular expression. In this case, the regular expression ‘[ ]*[^A-Z].*’ identifies a sequence of zero or more whitespaces, followed by an upper-case letter, followed by zero or more occurrences of any character.

**Provenance of the output tuples:** In Chapter 5, our goal is to improve the quality of an information extraction system by refining the noisy dictionaries used in the system. Therefore, we model the dictionaries as input relations, where each entry in each dictionary is annotated with a unique variable. The input text document is considered as a trusted relation comprising the words, therefore, this relation is not annotated. Now to relate to the notion of Boolean provenance, we assume a canonical algebraic representation of extraction rules as trees of operators. For the SPJU subset of the rule language, the canonical representation is essentially the same as the representation of corresponding SQL statements in terms of the relational operators. In addition, the other opera-
tions handling text are modeled as one of these relational operations. Extracting spans from the text matching a dictionary entry (the \textit{Dictionary} operation) is treated as \textit{SELECT}, whereas “merging” two spans combined by operators like \textit{FollowsTok} is considered as \textit{JOIN}. Here we give an example. \( \text{Prov}(t_{10}) = t_6 + t_7 = t_6 + t_3 \cdot t_5 \), since \( \text{Prov}(t_7) = t_3 \cdot t_5 \). 

We regard individual dictionary entries as the source of intermediate tuples generated by the \textit{Dictionary} operator and express the provenance of an output tuple directly in terms of the dictionary entries that are responsible for generating that output tuple. For example, we have that \( \text{Prov}(t_3) = w_3 \), \( \text{Prov}(t_5) = w_4 \) and \( \text{Prov}(t_6) = w_5 \), and hence \( \text{Prov}(t_{10}) = w_5 + w_3 \cdot w_4 \).

\subsection{Workflow Provenance}

In this section, we discuss some preliminary notions of workflows and provenance in workflows that will be used in Chapters 6 and 7. The coarse-grained \textit{workflow provenance} simply records the sequence of steps taken corresponding to the derivation of a dataset as a whole \cite{24, 62, 158}. This is unlike the fine-grained data provenance discussed in the previous section, which considers derivation of each data item in a dataset from the source data and captures all low level operations used in the derivation. Data provenance has primarily been studied in the relational setting where the input and output data values are stored as tuples in relational databases, or can be abstracted as relational databases (see Section 2.1.1). However, in applications like scientific experiments, the scientists need to handle more complex data than tuples (\textit{e.g.} files) and more complicated processes than relational algebra operations (\textit{e.g.}, algorithms in biological experiments). Workflow provenance, that simply records the processes and data values involved in the generation of a result, plays an important role in understanding and debugging scientific experiments. Workflow provenance does not exhibit a well-defined semantics like data provenance (\textit{e.g.} equivalence under equivalent queries). Nevertheless, it facilitates understanding an experiment that uses complex data and processes by treating each data value as a unit, and each process as a black-box.

In recent years, the importance of workflow provenance has been recognized by the development of several influential workflow management systems, \textit{e.g.}, myGrid/Taverna
[136], Kepler [26], and VisTrails [78], that capture and store provenance in scientific workflows. A standard for provenance representation called the Open Provenance Model (OPM) [129] has been designed, and is used in several of the aforementioned systems. Similarly, for business processes, tools have been developed for tracking, capturing, and processing large volumes of provenance data in order to monitor and analyze executions of business operations [53, 153].

Abstracting the notion of workflows in the existing literature, in Section 2.2.1 we describe our workflow model as a graphical structure connecting nodes or modules by data flow. Then in Section 2.2 we describe how provenance information of a set of executions of the workflow can be stored using a provenance relation.

2.2.1 Workflows

A workflow comprises a set of processes, called modules, connected by edges indicating potential data flow between modules. There are also initial input data to the workflow and final output data from the workflow. Figure 2.5c shows an example workflow with three modules $m_1, m_2, m_3$. Here $a_1, a_2$ are initial inputs, $a_6, a_7$ are final output, and $a_3, a_4, a_5$ are intermediate data that connect the modules. Note that we allow data sharing, i.e., output of a module can be fed as input to more than one modules. In Figure 2.5c, $a_4$ is input to both $m_2$ and $m_3$.

Note that the modules are connected in a DAG (Directed Acyclic Graph) structure in Figure 2.5c. This is the case under the assumption that the workflows are static and all modules in the workflow are executed exactly once in any execution or run of the workflow. In other words, the workflows do not involve any dynamic operations like loops (repeated serial executions of a module), forks (repeated parallel executions of a module), recursion, or decision processes (if-then-else). Although workflows may contain these operations in practice, standard workflow repositories [2] show that most of the real-life workflows have static structures. Moreover, static workflows form a simple and fundamental, yet non-trivial class of workflows for publishing provenance information while guaranteeing privacy.

\footnote{We can assume that all initial inputs originate from a dummy “source node” and all final outputs are collected by a dummy “sink node” to complete the DAG structure.}
2.2.2 Provenance Relations

In every execution of the workflow, given a set of initial data values, a set of data values for intermediate and final data items are computed. We record the executions in a relation with functional dependencies, that we call the provenance relation.

Figure 2.5: An example workflow, and module and workflow executions as provenance relations

**Provenance Relations for Module Executions.** We start with relation for a single module, that constitutes a workflow with simplest possible structure and also serves as a building block for a more complicated workflow. Let $m$ be a module with a set $I$ of input data items and a set $O$ of (computed) output data items. We model executions of $m$ as a relation $R$ over a set of attributes $A = I \cup O$ that satisfies the functional dependency $I \rightarrow O$. In other words, $I$ serves as a (not necessarily minimal) key for $R$. We assume that $I \cap O = \emptyset$, since each data item has a unique name. We will refer to $I$ as the input attributes of $R$ and to $O$ as its output attributes.

We assume that the values of each attribute $a \in A$ come from a finite but arbitrarily large domain $\Delta_a$, and let $\text{Dom} = \prod_{a \in I} \Delta_a$ and $\text{Range} = \prod_{a \in O} \Delta_a$ denote the domain and range of the module $m$ respectively. The relation $R$ thus represents the (possibly partial) function $m : \text{Dom} \rightarrow \text{Range}$ and tuples in $R$ describe executions of $m$, namely for every $t \in R$, $\pi_O(t) = m(\pi_I(t))$. We overload the standard notation for projection, $\pi_A(R)$, and
use it for a tuple $t \in R$. Thus $\pi_A(t)$, for a set $A$ of attributes, denotes the projection of $t$ to the attributes in $A$.

**Example 2.1.** Figure 2.5 shows a simple workflow involving three modules $m_1, m_2, m_3$ with Boolean input and output attributes; we will return to it shortly and focus for now on the top module $m_1$. Module $m_1$ takes as input two data items, $a_1$ and $a_2$, and computes $a_3 = a_1 \lor a_2$, $a_4 = \neg(a_1 \land a_2)$ and $a_5 = \neg(a_1 \oplus a_2)$. (The symbol $\oplus$ denotes XOR). The relational representation (functionality) of module $m_1$ is shown in Figure 2.5b as relation $R_1$, with the functional dependency $a_1 a_2 \rightarrow a_3 a_4 a_5$. For clarity, we have added $I$ (input) and $O$ (output) above the attribute names to indicate their role.

**Provenance Relations for Workflow Executions.** A workflow $W$ consists of a set of modules $m_1, \cdots, m_n$, connected as a DAG (see, for instance, the workflow in Figure 2.5). Each module $m_i$ has a set $I_i$ of input attributes and a set $O_i$ of output attributes. We assume that (1) for each module, its input and output attributes are disjoint, i.e. $I_i \cap O_i = \emptyset$, (2) the output attributes of distinct modules are disjoint, namely $O_i \cap O_j = \emptyset$, for $i \neq j$ (since each data item is produced by a unique module), and (3) whenever an output of a module $m_i$ is fed as input to a module $m_j$ the corresponding output and input attributes of $m_i$ and $m_j$ are the same. The DAG shape of the workflow guarantees that these requirements are not contradictory. Note that, it is possible that $I_i \cap I_j \neq \emptyset$ for $i \neq j$ since we allow data sharing.

We model executions of $W$ as a provenance relation $R$ over the set of attributes $A = \bigcup_{i=1}^n (I_i \cup O_i)$, satisfying the set of functional dependencies $F = \{I_i \rightarrow O_i : i \in [1,n]\}$. Equivalently, the provenance relation $R$ for all possible executions of $W$ can be formed by joining the individual relations for the modules $m_1, \cdots, m_n$. Each tuple in $R$ describes an execution of the workflow $W$. In particular, for every $t \in R$, and every $i \in [1,n]$, $\pi_{O_i}(t) = m_i(\pi_{I_i}(t))$.

**Example 2.2.** Returning to the sample workflow in Figure 2.5, let module $m_2$ compute $a_6 = a_3 \oplus a_4$ and the module $m_3$ compute $a_7 = \neg(a_4 + a_5)$. The relation $R$ in Figure 2.5c shows all possible executions of the workflow. The input and output attributes of modules $m_1, m_2, m_3$ respectively are (i) $I_1 = \{a_1, a_2\}, O_1 = \{a_3, a_4, a_5\}$, (ii) $I_2 = \{a_3, a_4\}, O_2 = \{a_6\}$ and (iii) $I_3 = \{a_4, a_5\}, O_3 = \{a_7\}$. The underlying functional dependencies in $R$ reflect the keys...
of the constituent modules, e.g. from $m_1$ we have $a_1a_2 \rightarrow a_3a_4a_5$, from $m_2$ we have $a_3a_4 \rightarrow a_6$, and from $m_3$ we have $a_4a_5 \rightarrow a_7$.

Note that since the modules in the workflow are static, the provenance relation $R$ contains the entire provenance information for any run of the workflow (all modules and values of the other data items that have been used in the generation of an output data item can be known). The preliminary notions related to module privacy will be discussed in Chapters 6 and 7.

2.3 Complexity Classes and Approximation

In addition to the more standard notion of optimality, NP-hardness and polynomial running time, we will use some other complexity classes, approximation algorithms, and hardness of approximation in this dissertation.

In Chapter 3 and 4, we will frequently use the terms #P-hardness, FPRAS, and inapproximability. The complexity class #P captures the class of function problems of the form “compute $f(x)$”, where $f$ is the number of accepting paths of a non-deterministic turing machine. A problem is #P-hard if every problem in #P can be reduced to it by a polynomial-time counting reduction. The canonical first #P-hard (also #P-complete) problem defined by Valiant is #SAT [169], which counts the number of satisfying assignments of a Boolean formula.

An FPRAS (fully polynomial randomized approximation scheme) is a randomized algorithm that runs in time polynomial in the input size and $1/\epsilon$ ($\epsilon$ is the accuracy parameter) and produces a result that is correct to within relative error $(1 \pm \epsilon)$ with probability $\geq 3/4$. The specific value of 3/4 is not important; the success probability can be boosted to $1 - \delta$ for any given confidence parameter $\delta$ by repeating the experiment $\log(1/\delta)$ times and then taking the median of the values. On the other hand, a counting problem is inapproximable, if it has no FPRAS under standard complexity assumptions.

We will use the following standard notions of approximation: an algorithm is said to be a $\mu(n)$-approximation algorithm for a given optimization problem, for some non-decreasing function $\mu(n) : \mathbb{N}^+ \rightarrow \mathbb{R}^+$, if for every input of size $n$ it outputs a solution of value at most a multiplicative factor of $\mu(n)$ away from the optimum.
An optimization problem is said to be $\mu(n)$-hard to approximate if a poly-time $\mu(n)$-approximation algorithm for the problem does not exist under standard complexity assumptions. In Chapter 6, we will use standard complexity assumptions of the form $NP \not\subseteq DTIME(n^{f(n)})$, where $f(n)$ is a poly-logarithmic or sub-logarithmic function of $n$ and $DTIME$ represents deterministic time. If a problem is $\Omega(\mu(n))$-hard to approximate unless $NP \not\subseteq DTIME(n^{f(n)})$, then there cannot be a $o(\mu(n))$-approximation algorithm unless all problems in $NP$ have $O(n^{f(n)})$-time deterministic exact algorithms.

In Chapter 6, we also use APX-hardness. An optimization problem is said to be APX-hard if there exists a constant $\epsilon > 0$ such that a $(1+\epsilon)$-approximation in polynomial time would imply $P = NP$. If a problem is APX-hard, then the problem cannot have a PTAS, i.e, a $(1+\epsilon)$-approximation algorithm which runs in poly-time for all constant $\epsilon > 0$, unless $P = NP$. This chapter also discusses communication complexity of some problems, which tries to quantify the amount of communication required to compute a given function, ignoring the complexity of computation discussed so far.
Chapter 3

Query Evaluation in Probabilistic Databases using Read-Once Functions

In this chapter, we present our first work to efficiently compute the uncertainty in the output from uncertain inputs. Here we evaluate probabilities of the output tuples in probabilistic databases using read-once Boolean provenance (see Sections 1.1.1 and 2.1.1 for a discussion on the query evaluation in probabilistic databases).

3.1 Overview

For tuple-independent probabilistic databases, Dalvi and Suciu showed an elegant dichotomy result to divide the class of conjunctive queries into those whose data complexity is #P-hard and those for whom a safe plan can be found to compute the answer probabilities in poly-time [54–56]. Our starting point in this work is the observation that even when the data complexity of a query is #P-hard (i.e. the query is unsafe [55]), there may be classes of data inputs for which the computation can be done in poly-time. We illustrate with a simple example.

Example 3.2. Consider the tuple-independent probabilistic database in Figure 3.1 and the conjunctive query \(q() : \neg R(x), S(x,y), T(y)\). The Boolean provenance annotating the an-
Figure 3.1: A tuple-independent probabilistic database where the tuples are annotated with tuple variables and probabilities.

swers True is\(^{12}\)

\[ f = w_1v_1u_1 + w_2v_2u_1 + w_3v_3u_2 + w_3v_4u_3 \] (3.1)

This can be obtained with the standard plan \(\pi_0((R \bowtie S) \bowtie T)\). However, it is equivalent to

\[ (w_1v_1 + w_2v_2)u_1 + w_3(v_3u_2 + v_4u_3) \] (3.2)

which has the property that each variable occurs exactly once.

The independence of source tuples allows us to use \(\text{Pr}(xy) = \text{Pr}(x)\text{Pr}(y)\) and \(\text{Pr}(x + y) = 1 - (1 - \text{Pr}(x))(1 - \text{Pr}(y))\). Therefore, the probability of the answer (3.2) can be computed as: \(P(f) = P((w_1v_1 + w_2v_2)u_1 + w_3(v_3u_2 + v_4u_3)) = 1 - [1 - P(w_1v_1 + w_2v_2)P(u_1)] [1 - P(w_3)P(v_3u_2 + v_4u_3)],\) where \(P(w_1v_1 + w_2v_2) = 1 - [1 - P(w_1)P(v_1)][1 - P(w_2)P(v_2)]\) and \(P(v_3u_2 + v_4u_3) = 1 - [1 - P(v_3)P(u_2)][1 - P(v_4)P(u_3)]\).

It can be verified that there is no relational algebra plan that directly yields (3.2) above. We can extend this example to an entire class of representation tables of unbounded size.

Boolean expressions where each variable appears exactly once have read-once forms, and the expressions that are equivalent to read-once forms are called read-once\(^{13}\). Of course, not all Boolean expressions are read-once, e.g., \(xy + yz + zx\) or \(xy + yz + zu\) are not.

In this work, we consider only Boolean conjunctive queries. We can do this without loss of generality because we can associate to a non-Boolean conjunctive query \(q\) and an

\(^{12}\)To reduce the size of expressions and following established tradition we use + for \(\lor\) and \(\cdot\) for \(\land\), and we even omit the latter in most terms.

\(^{13}\)Read-once expressions have been called by various names, e.g., separable, fanout-free [95], repetition-free [90], \(\mu\)-expressions [170], non-repeating [141], but since the late 80’s [97] the terminology seems to have converged on read-once.
instance $I$ a set of Boolean queries in the usual manner: for each tuple $t$ in the answer relation $q(I)$, consider the Boolean conjunctive query $Q_t$ which is obtained from $q$ by replacing the head variables with the corresponding values in $t$. We will also use $q(I)$ to denote the Boolean expression generated by evaluating the query $q$ on instance $I$, which may have different (but equivalent) forms based on the query plan.

Moreover, we consider only queries without self-join. Therefore our queries have the form $q() = -R_1(x_1), \ldots, R_k(x_k)$ where $R_1, \ldots, R_k$ are all distinct table names while the $x_i$’s are tuples of first order (FO) variables or constants, possibly with repetitions, matching the arities of the tables. If the database has tables that do not appear in the query, they are of no interest, so we will always assume that our queries feature all the table names in the database schema $R$.

Therefore the goal of the work is as follows: Given a tuple-independent database $I$ and a Boolean conjunctive query without self join $q$, when is $q(I)$ read-once and if so, can its read-once form be computed efficiently?

For this class of queries, we only need to work with monotone Boolean formulas (all literals are positive, only disjunction and conjunction operations). Every such formula is equivalent to (many) disjunctive normal forms (DNFs) which are disjunctions of conjunctions of variables. These conjunctions are called implicants for the DNF. By idempotence we can take the variables in an implicant to be distinct and the implicants of a DNF to be distinct from each other. A prime implicant of a formula $f$ is one with a minimal set of variables among all that can appear in DNFs equivalent to $f$. By absorption, we can retain only the prime implicants in a DNF. The result is called the irredundant DNF (IDNF) of $f$, as it is uniquely determined by $f$ (modulo associativity and commutativity). We usually denote it by $f_{\text{IDNF}}$. Note that in particular the set of prime implicants is uniquely determined by $f$.

Golumbic et. al.[85] gave a fast algorithm to check read-onceness of a Boolean expression and compute the equivalent read-once form (if possible). However, the Boolean expression has to be specified in IDNF. The algorithm is based upon a characterization in

---

14"First-order” is to emphasize the distinction between the variables in the query subgoals and the variables in the Boolean expressions.
terms of the formula’s co-occurrence graph by Gurvich [91] which we explain in Section 3.2. However, for positive relational queries (even for conjunctive queries without self-join), the size of the IDNF of Boolean provenance is polynomial in the size of the table, but often (and necessarily) exponential in the size of the query. This is a good reason for avoiding the explicit computation of the IDNFs, and in particular for not relying on the algorithm in [85]. In a recent and independent work, Sen et al. [156] proved that for the Boolean expressions that arise out of the evaluation of conjunctive queries without self-joins the characterization in [91] can be simplified. However, it is also stated [156] that even for conjunctive queries without self-joins computing co-occurrence graphs likely requires obtaining the IDNF of the Boolean expressions.

In this context, we summarize our contributions in this chapter below.

1. We show that an excursion through the IDNF is in fact not necessary because the co-occurrence graphs can be computed directly from the provenance graph [88, 105] that captures the computation of the query on a table. Provenance graphs are DAG representations of the Boolean provenance in such a way that most common subexpressions for the entire table (rather than just each tuple) are not replicated. The smaller size of the provenance graphs likely provides practical speedups in the computations (compared for example with the provenance trees of [156]). Moreover, our approach may be applicable to other kinds of queries, as long as their provenance graphs satisfy a simple criterion that we identify. To give more context to our results, we also note that Hellerstein and Karpinski[97] have shown that if $RP \neq NP$ then deciding whether an arbitrary monotone Boolean formula is read-once cannot be done in PTIME in the size of the formula.

2. The restriction to conjunctive queries without self-joins further allows us to contribute improvements even over an approach that composes our efficient computation of co-occurrence graphs with one of the linear-time algorithms to check the desired property of these graphs [29, 49, 92]. Indeed, we show that only a certain subgraph of the co-occurrence graph (we call it the co-table graph) is relevant for our stated problem. The co-table graph can be asymptotically smaller than the co-occurrence graph for some classes of queries and instances. To enable the use of
only part of the co-occurrence graph we contribute a novel algorithm that computes (when they exist) the read-once forms, using two new ideas: *row decomposition* and *table decomposition*. Using just connectivity tests (eg., DFS), our algorithm is simpler to implement than the cograph recognition algorithms in [29, 49, 92] and it has the potential of affecting the implementation of probabilistic databases.

The proof of completeness for our algorithm does not use the cograph characterization on which [156] relies. As such, the algorithm itself provides an alternative new characterization of read-once expressions generated by conjunctive queries without self-joins. This may provide useful insights into extending the approach to handle larger classes of queries. We compare the time complexity of our algorithm with the previous approaches in detail.

It is also important to note that neither the results of this work, nor those of [156] provide complexity dichotomies as does, eg. [55]. It is easy to give a family of probabilistic databases for which the query in Figure 3.1 (c) generates event expressions of the form: $x_1x_2 + x_2x_3 + \cdots + x_{n-1}x_n + x_nx_{n+1}$. These formulas are not read-once, but with a simple memoization (dynamic programming) technique we can compute their probability in time linear in $n$ (see Section A.1.1 in the appendix). In general, Jha and Suciu have studied classes of queries that allow poly-time computation using other knowledge compilation techniques beyond read-onceness of Boolean provenance[101].

**Organization.** In Section 3.2 we explain how to compute provenance DAGs for SELECT-PROJECT-JOIN (SPJ) queries and compare the sizes of the co-occurrence and co-table graphs. Section 3.3 presents a characterization of the co-occurrence graphs for conjunctive queries without self-joins. The characterization uses the provenance DAG. With this characterization we give an efficient algorithm for computing the co-table (and co-occurrence) graph. In Section 3.4 we give an efficient algorithm that, using the co-table graph, checks if the result of the query is read-once, and if so computes its read-once form. Putting together these two algorithms we obtain an efficient query-answering algorithm that is *complete* for Boolean conjunctive queries without self-joins and tuple-independent databases that yield read-once event expressions. In Section 3.5 we compare the time complexity of this algorithm with that of Sen et al. [156], and other approaches that take advantage of
past work in the read-once and cograph literature. Related work, conclusions and ideas for further work ensue.

3.2 Preliminaries

In this section we explain some notions that will be used later in this chapter.

3.2.1 Provenance Graphs

We start with provenance graphs (PG). The concept that we define here is a small variation on the provenance graphs defined in [88, 105] where conjunctive queries (part of mapping specifications) are treated as a black box. It is important for the provenance graphs used in this work to reflect the structure of different SPJ query plans that compute the same conjunctive query.

A provenance graph is a directed acyclic graph (DAG) \( H \) such that the nodes \( V(H) \) of \( H \) are labeled by variables or by the operation symbols \( \cdot \) and \( + \). As we show below, each node corresponds to a tuple in an event table that represents the set of possible worlds of either the input database or some intermediate database computed by the query plan. An edge \( u \rightarrow v \) is in \( E(H) \) if the tuple corresponding to \( u \) is computed using the tuple corresponding to \( v \) in either a join (in which case \( u \) is labeled with \( \cdot \)) or a projection (in which case \( u \) is labeled with \( + \)). The nodes with no outgoing edges are those labeled with variables and are called leaves while the nodes with no incoming edges are called roots (and can be labeled with either operation symbol). Provenance graphs (PGs) are closely related to the lineage trees of [156]. In fact, the lineage trees are tree representations of the Boolean event expressions, while PGs are more economical: they represent the same expressions but without the multiplicity of common subexpressions. Thus, they are associated with an entire table rather than with each tuple separately, each root of the graph corresponding to a tuple in the table. \(^{15}\)

We explain how the SPJ algebra works on tables with PGs. If tables \( R_1 \) and \( R_2 \) have PGs \( H_1 \) and \( H_2 \) then the PG for \( R_1 \bowtie R_2 \) is constructed as follows. Take the disjoint union

\(^{15}\)Note that to facilitate the comparison with the lineage trees the edge direction here is the opposite of the direction in [88, 105].
Figure 3.2: Provenance graph for $R \bowtie S$.

Figure 3.3: Provenance graph for $\pi_{\{\}}((R \bowtie S) \bowtie T)$.

$H$ of $H_1$ and $H_2$. For every $t_1 \in R_1$ and $t_2 \in R_2$ that do join, add a new root labeled with $\cdot$ and make the root of $H_1$ corresponding to $t_1$ and that of $H_2$ corresponding to $t_2$ children of this new root. Afterwards, delete (recursively) any remaining roots from $H_1$ and $H_2$. For example, referring again to Figure 3.1, the PG associated with the table computed by $R \bowtie S$ is shown in Figure 3.2.

For selection, delete (recursively) the roots that correspond to the tuples that do not satisfy the selection predicate. For projection, consider a table $T$ with PG $H$ and $X$ a subset of its attributes. The PG for $\pi_X R$ is constructed as follows. For each $t \in \pi_X R$, let $t_1, \ldots, t_m$ be all the tuples in $R$ that $X$-project to $t$. Add to $H$ a new root labeled with $+$ and make the roots in $H$ corresponding to $t_1, \ldots, t_m$ the children of this new root. Referring again to Figure 3.1, the PG associated with the result of the query plan $\pi_{\{\}}((R \bowtie S) \bowtie T)$ is shown in Figure 3.3. Since the query is Boolean, this PG has just one root.

The Boolean provenance that annotate tuples in the event tables built in the intensional approach can be read off the provenance graphs. Indeed, if $t$ occurs in an (initial, intermediate, or final) table $T$ whose PG is $H$, then, starting at the root $u$ of $H$ corresponding to $t$, traverse the subgraph induced by all the nodes reachable from $u$ and build the Boolean expression recursively using parent labels as operation symbols and the subexpressions corresponding to the children as operands. For example, we read $(((w_1 \cdot v_1) \cdot u_1) + (u_1 \cdot (w_2 \cdot v_2)) + (u_2 \cdot (v_3 \cdot w_3)) + ((w_3 \cdot v_4) \cdot u_3))$ off the PG in Figure 3.3.
3.2.2 Co-occurrence Graphs vs. Co-table Graphs

Gurvich [91] gave a characterization of the read-once Boolean expressions in terms of their co-occurrence graphs which is defined as follows:

**Definition 3.3.** The co-occurrence graph, notation $G_{co}$, of a Boolean formula $f$ is an undirected graph whose set of vertices $V(G_{co})$ is the set $\forall x \in (f)$ of variables of $f$ and whose set $E(G_{co})$ of edges is defined as follows: there is an edge between $x$ and $y$ iff they both occur in the same prime implicant of $f$.

Therefore, $G_{co}$ is uniquely determined by $f$ and it can be constructed from $f_{IDNF}$. This construction is quadratic in the size of $f_{IDNF}$ but of course $f_{IDNF}$ can be exponentially larger than $f$. Figure 3.4 shows the co-occurrence graph for the Boolean expression $f$ in equation (3.1) of Example 3.2. As this figure shows, the co-occurrence graphs for expressions generated by conjunctive queries without self join are always $k$-partite graphs on tuple variables from $k$ different tables.

![Co-occurrence graph $G_{co}$ for the Boolean provenance $f$ in Example 3.2.](image)

Figure 3.4: Co-occurrence graph $G_{co}$ for the Boolean provenance $f$ in Example 3.2.

We are interested in the co-occurrence graph $G_{co}$ of a Boolean formula $f$ because it plays a crucial role in $f$ being read-once. [91] has shown that a monotone $f$ is read-once iff (1) it is “normal” and (2) its $G_{co}$ is a “cograph”. We don’t need to discuss normality because [156] has shown that for Boolean provenance that arise from conjunctive queries without self-joins it follows from the cograph property. We will also avoid defining what a cograph is (see [47, 49]) except to note that cograph recognition can be done in linear time [29, 49, 92] and that when applied to the co-occurrence graph of $f$ the recognition

\[16\text{A graph } (V_1 \cup \cdots \cup V_k, E) \text{ is } k\text{-partite, if for any edge } (u, v) \in E \text{ where } u \in V_i \text{ and } v \in V_j, i \neq j.\]
algorithms also produce, in effect, the read-once form of \( f \), when it exists.

Although the co-occurrence graph of \( f \) is defined in terms of \( f_{\text{IDNF}} \), we show in Section 3.3 that when \( f \) is the Boolean provenance produced by a Boolean conjunctive query without self-joins then we can efficiently compute the \( G_{co} \) of \( f \) from the provenance graph \( H \) of any plan for the query. Combining this with any of the cograph recognition algorithms we just cited, this yields one algorithm for the goal of this work, which we will call a **cograph-help algorithm**.

Because it uses the more general-purpose step of cograph recognition a cograph-help algorithm will not fully take advantage of the restriction to conjunctive queries without self-joins. Intuitively, with this restriction there may be lots of edges in \( G_{co} \) that are irrelevant because they link tuples that are not joined by the query. This leads us to the notion of co-table graph defined below.

Toward the definition of the co-table graph we also need that of table-adjacency graph, denoted by \( G_T \), as follows:

**Definition 3.4.** Given a Boolean query without self-joins \( q() : -R_1(x_1), \ldots, R_k(x_k) \), the vertex set \( V(G_T) \) of its table-adjacency graph \( G_T \) is the set of \( k \) table names \( R_1, \ldots, R_k \). We will say that \( R_i \) and \( R_j \) are adjacent iff \( x_i \) and \( x_j \) have at least one FO variable in common i.e., \( R_i \) and \( R_j \) are joined by the query. The set of edges \( E(G_T) \) consists of the pairs of adjacent table names.

\[ R \quad S \quad T \]

**Figure 3.5:** Table-adjacency graph \( G_T \) for the relations in Example 3.2.

The table-adjacency graph \( G_T \) for the query in Example 3.2 is depicted in Figure 3.5. This graph helps us remove edges irrelevant to a query from the graph \( G_{co} \). For example, if there is an edge between \( x \in R_i \) and \( x' \in R_j \) in \( G_{co} \), but there is no edge between \( R_i \) and \( R_j \) in \( G_T \), then (i) either there is no path connecting \( R_i \) to \( R_j \) in \( G_T \) (so all tuples in \( R_i \) pair with all tuples in \( R_j \)), or, (ii) \( x \) and \( x' \) are connected in \( G_{co} \) via a set of tuples \( x_1, \ldots, x_\ell \), such that the tables containing these tuples are connected by a path in \( G_T \). Our algorithm in Section 3.4 shows that all such edges \((x, x')\) can be safely deleted from \( G_{co} \) for the evaluation of the query that yielded \( G_T \). Next we define a co-table graph.
Definition 3.5. The co-table graph $G_C$ is the subgraph of $G_{co}$ with $V(G_C) = V(G_{co})$ and such that given two tuples $x \in R_i$ and $x' \in R_j$ there is an edge $(x, x') \in E(G_C)$ iff $(x, x') \in E(G_{co})$ and $R_i$ and $R_j$ are adjacent in $G_T$.

Figure 3.6 shows the co-table graph $G_C$ generated by the example in Figure 3.1.

Co-occurrence graph vs. co-table graph. The advantage of using the co-table graph instead of the co-occurrence graph is most dramatic in the following example:

Example 3.6. Consider $q() : \neg R_1(x_1), R_2(x_2)$ where $x_1$ and $x_2$ have no common FO variable. Assuming that each of the tables $R_1$ and $R_2$ has $n$ tuples, $G_{co}$ has $n^2$ edges while $G_C$ has none. A cograph-help algorithm must spend $\Omega(n^2)$ time even if it only reads $G_{co}$.  

On the other hand, $G_C$ can be as big as $G_{co}$. In fact, when $G_T$ is a complete graph (see next example), $G_C = G_{co}$.

Example 3.7. Consider $q() : \neg R_1(x_1,y), \ldots, R_k(x_k,y)$ where $x_i$ and $x_j$ have no common FO variable if $i \neq j$. Here $G_T$ is the complete graph on $R_1, \ldots, R_k$ and $G_C = G_{co}$.

However, it can be verified that both our algorithm and the cograph-help algorithm have the same time complexity on the above example.

3.3 Computing the Co-Table Graph

In this section we show that given as input the provenance DAG $H$ of a Boolean conjunctive query plan without self-joins $Q$ on a table-independent database representation $I$, the co-table graph $G_C$ and the co-occurrence graph $G_{co}$ of the Boolean formula $Q(I)$ (see definitions in section 3.2) can be computed in poly-time in the sizes of $H, I$ and $Q$. 
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It turns out that $G_C$ and $G_{co}$ are computed by similar algorithms, one being a minor modification of the other. As discussed in section 3.1, the co-occurrence graph $G_{co}$ can then be used in conjunction with cograph recognition algorithms (eg., [29, 49, 92]), to find the read-once form of $Q(I)$ if it exists. On the other hand, the smaller co-table graph $G_C$ is used by our algorithm described in section 3.4 for the same purpose.

We use $\text{Var}(f)$ to denote the sets of variables in a monotone Boolean expression $f$. Recall that the provenance DAG $H$ is a layered graph where every layer corresponds to a select, project or join operation in the query plan. We define the width of $H$ as the maximum number of nodes at any layer of the DAG $H$ and denote it by $\beta_H$. The main result in this section is summarized by the following theorem.

**Theorem 3.8.** Let $f = Q(I)$ be the Boolean expression computed by the query plan $Q$ on the table representation $I$ ($f$ can also be read off the provenance graph of $Q$ on $I$, $H$), $n = |\text{Var}(f)|$ be the number of variables in $f$, $m_H = |E(H)|$ be the number of edges of $H$, $\beta_H$ be the width of $H$, and $m_{co} = |E(G_{co})|$ be the number of edges of $G_{co}$, the co-occurrence graph of $f$.

1. $G_{co}$ can be computed in time $O(nm_H + \beta_H m_{co})$.

2. Further, the co-table graph $G_C$ of $f$ can be computed in time $O(nm_H + \beta_H m_{co} + k^2 \alpha \log \alpha)$

where $k$ is the number of tables in $Q$, and $\alpha$ is the maximum arity (width) of the tables in $Q$.

### 3.3.1 LCA-Based Characterization of the Co-Occurrence Graph

Here we give a characterization of the presence of an edge $(x,y)$ in $G_{co}$ based on the least common ancestors of $x$ and $y$ in the graph $H$.

Again, let $f = Q(I)$ be the Boolean expression computed by the query plan $Q$ on the table representation $I$. As explained in section 3.2 $f$ can also be read off the provenance graph $H$ of $Q$ and $I$ since $H$ is the representation of $f$ without duplication of common subexpressions.

The absence of self-joins in $Q$ implies the following.

**Lemma 3.9.** The DNF generated by expanding $f$ (or $H$) using only the distributivity rule is in fact the IDNF of $f$ up to idempotency (i.e. repetition of the same prime implicant is allowed).
Proof. Let $g$ be the DNF generated from $f$ by applying distributivity repeatedly. Due to the absence of self-joins $g$ every implicant in $g$ will have exactly one tuple from every table. Therefore, for any two implicants in $g$ the set of variables in one is not a strict subset of the set of variables in the other and further absorption (e.g., $xy + xyz = xy$) does not apply. (At worst, two implicants can be the same and the idempotence rule reduces one.) Therefore, $g$ is also irredundant and hence the IDNF of $f$ (up to commutativity and associativity).

Denote by $f_{IDNF}$ the IDNF of $f$, which, as we have seen, can be computed from $f$ just by applying distributivity.

As with any DAG, we can talk about the nodes of $H$ in terms of successors, predecessors, ancestors, and descendants, and finally about the least common ancestors of two nodes, denoted $\text{lca}(x,y)$. Because $H$ has a root $\text{lca}(x,y)$ is never empty. When $H$ is a tree, $\text{lca}(x,y)$ consists of a single node. For a node $u \in V(H)$, we denote the set of leaf variables which are descendants of $u$ by $\text{var}(u)$ (overloaded notation warning!); in other words, a variable $x$ belongs to $\text{var}(u)$, $u \in V(H)$, if and only if $x$ is reachable from $u$ in $H$. Now we prove the key lemma of this section:

**Lemma 3.10.** Two variables $x, y \in \text{var}(f)$ belong together to a (prime) implicant of $f_{IDNF}$ if and only if the set $\text{lca}(x,y)$ contains a $\cdot$-node.

Proof. (if) Suppose $\text{lca}(x,y)$ contains a $\cdot$-node $u$, i.e., $x, y$ are both descendants of two distinct successors $v_1, v_2$ of $u$. Since the $\cdot$ operation multiplies all variables in $\text{var}(v_1)$ with all variables in $\text{var}(v_2)$, $x$ and $y$ will appear together in some implicant in $f_{IDNF}$ which will not be absorbed by other implicants by Lemma 3.9.

(only if) Suppose that $x, y$ appear together in an implicant of $f_{IDNF}$ and $\text{lca}(x,y)$ contains no $\cdot$-node. Then no $\cdot$-node in $V(H)$ has $x, y$ in $\text{var}(v_1), \text{var}(v_2)$, where $v_1, v_2$ are its two distinct successors (note that any $\cdot$-node in a provenance DAG $H$ can have exactly two successors). This implies that $x$ and $y$ can never be multiplied, contradiction.

Since there are exactly $k$ tables in the query plan, every implicant in $f_{IDNF}$ will be of size $k$. Therefore:
Lemma 3.11. For every variable $x \in \text{var}(f)$ and $\neg$-node $u \in V(H)$, if $x \in \text{var}(u)$, then $x \in \text{var}(v)$ for exactly one successor $v$ of $u$.

Proof. If $x \in \text{var}(f)$ belongs to $\text{var}(v_1), \text{var}(v_2)$ for two distinct successors $v_1, v_2$ of $u$, then some implicant in $f_{\text{IDNF}}$ will have $< k$ variables since $x \cdot x = x$ by idempotence.

The statement of Lemma 3.10 provides a criterion for computing $G_{\text{co}}$ using the computation of least common ancestors in the provenance graph, which is in often more efficient than computing the entire IDNF. We have shown that this criterion is satisfied in the case of conjunctive queries without self-joins. But it may also be satisfied by other kinds of queries, which opens a path to identifying other cases in which such an approach would work.

3.3.2 Computing the Table-Adjacency Graph

It is easier to describe the computation of $G_T$ if we use the query in rule form $Q() : ¬R_1(x_1), \ldots, R_k(x_k)$.

The rule form can be computed in linear time from the SPJ query plan. Now the vertex set $V(G_T)$ is the set of table names $R_1, \ldots, R_k$, and an edge exists between $R_i, R_j$ iff $x_i$ and $x_j$ have at least one FO variable in common i.e., $R_i$ and $R_j$ are joined. Whether or not such an edge should be added can be decided in time $O(\alpha \log \alpha)$ by sorting and intersecting $x_i$ and $x_j$. Here $\alpha$ is the maximum arity (width) of the tables $R_1, \ldots, R_k$. Hence $G_T$ can be computed in time $O(k^2 \alpha \log \alpha)$.

3.3.3 Computing the Co-Table Graph

Recall that co-table graph $G_C$ is a subgraph of the co-occurrence graph $G_{\text{co}}$ where we add an edge between two variables $x, y$, only if the tables containing these two tuples are adjacent in the table-adjacency graph $G_T$. Algorithm 1 ComPCoTable constructs the co-table graph $G_C$ by a single bottom-up pass over the graph $H$.

It is easy to see that a minor modification of the same algorithm can be used to compute the co-occurrence graph $G_{\text{co}}$: in Step 11 we simply skip the check whether the tables containing the two tuples are adjacent in $G_T$. Since this is the only place where
Algorithm 1 Algorithm CompCoTable

Input: Query plan DAG $H$ and table-adjacency graph $G_T$

Output: Co-table graph $G_C$.

1: – Initialize $V(G_C) = \text{var}(f)$, $E(G_C) = \phi$.
2: – For all variables $x \in \text{var}(f)$, set $\text{var}(x) = \{x\}$.
3: – Do a topological sort on $H$ and reverse the sorted order.
4: for every node $u \in V(H)$ in this order do
5:    /* Update $\text{var}(u)$ set for both $+$-node and $-$-node $u$*/
6:    – Set $\text{var}(u) = \bigcup_v \text{var}(v)$, where the union is over all successors $v$ of $u$.
7:    if $u \in V(H)$ is a $-$-node then
8:       /* Add edges to $G_C$ only for a $-$-node*/
9:       – Let $v_1, v_2$ be its two successors.
10:      for every two variables $x \in \text{var}(v_1)$ and $y \in \text{var}(v_2)$ do
11:         if (i) the tables containing $x, y$ are adjacent in $G_T$ and (ii) the edge $(x, y)$ does not exist in $E(G_C)$ yet then
12:             – Add an edge between $x$ and $y$ in $E(G_C)$.
13:         end if
14:      end for
15:    end if
16: end for

$G_T$ is used, the time for the computation of $G_C$ does not include the time related to computing/checking $G_T$.

Correctness. By a simple induction, it can be shown that the set $\text{var}(u)$ is correctly computed at every step, i.e., it contains the set of all nodes which are reachable from $u$ in $H$ (since the nodes are processed in reverse topological order and $\text{var}(u)$ is union of $\text{var}(v)$ for over all successors $v$ of $u$). Next lemma shows that algorithm CompCoTable correctly builds the co-table graph $G_C$ (proof is in Appendix A.1.2).

Lemma 3.12. Algorithm CompCoTable adds an edge $(x, y)$ to $G_C$ if and only if $x, y$ together appear in some implicant in $f_{\text{IDNF}}$ and the tables containing $x, y$ are adjacent in $G_T$.

Time Complexity. Here we give a sketch of the time complexity analysis, details
can be found in the appendix (Section A.1.3). Computation of the table adjacency graph takes \( O(k^2\alpha \log \alpha) \) time as shown in Section 3.3.2. The total time complexity of algorithm CompCoTable as given in Theorem 3.8 is mainly due to two operations: (i) computation of the \( \text{Var}(u) \) set at every internal node \( u \in V(H) \), and (ii) to perform the test for pairs \( x, y \) at two distinct children of a \( -\)node, whether the edge \((x, y)\) already exists in \( G_C \), and if not, to add the edge.

We show that the total time needed for the first operation is \( O(nm_H) \) in total: for every internal node \( u \in V(H) \) we can scan the variables sets of all its immediate successor in \( O(nd_u) \) time to compute \( \text{Var}(u) \), where \( d_u \) is the outdegree of node \( u \) in \( H \). This gives total \( O(nm_H) \) time. On the other hand, for adding edges \((x, y)\) in \( G_C \), it takes total \( O(m_{co}\beta_H) \) time during the execution of the algorithm, where \( m_{co} \) is the number of edges in the co-occurrence graph (and not in the co-table graph, even if we compute the co-table graph \( G_C \) and \( \beta_H \) is the width of the graph \( H \). To show this, we show that two variables \( x, y \) are considered by the algorithm at Step 10 if and only if the edge \((x, y)\) already exists in the co-occurrence graph \( G_{co} \), however, the edge may not be added to the co-table graph \( G_C \) if the corresponding tables are not adjacent in the table adjacency graph \( G_T \). We also show that any such edge \((x, y)\) will be considered at a unique level of the DAG \( H \). In addition to these operations, the algorithm does initialization and a topological sort on the vertices which take \( O(m_H + n_H) \) time \( (n_H = |V(H)|) \) and are dominated by the these two operations.

### 3.4 Computing the Read-Once Form

Our algorithm CompRO (for Compute Read-Once) takes an instance \( I \) of the schema \( R = R_1, \cdots, R_k \), a query \( Q() : = R_1(x_1), R_2(x_2), \cdots, R_k(x_k) \) along with the table adjacency graph \( G_T \) and co-table graph \( G_C \) computed in the previous section as input, and outputs whether \( Q(I) \) is read-once. (if so it computes its unique read-once form).

**Theorem 3.13.** Suppose we are given a query \( Q \), a table-independent database representation \( I \), the co-table graph \( G_C \) and the table-adjacency graph \( G_T \) for \( Q \) on \( I \) as inputs. Then

1. Algorithm CompRO decides correctly whether the expression generated by evaluating \( Q \) on
I is read-once, and if yes, it returns the unique read-once form of the expression, and,

2. Algorithm CompRO runs in time $O(m_T \alpha \log \alpha + (m_C + n) \min(k, \sqrt{n}))$,

where $m_T = |E(G_T)|$ is the number of edges in $G_T$, $m_C = |E(G_C)|$ is the number of edges in $G_C$, $n$ is the total number of tuples in $I$, $k$ is the number of tables, and $\alpha$ is the maximum size of any subgoal.

### 3.4.1 Algorithm CompRO

In addition to the probabilistic database with tables $R_1, \ldots, R_k$ and input query $Q$, our algorithm also takes the table-adjacency graph $G_T$ and the co-table graph $G_C$ computed in the first phase as discussed in Section 3.3. The co-table graph $G_C$ also helps us to remove unused tuples from all the tables which do not appear in the final expression – every unused tuple won’t have a corresponding node in $G_C$. So from now on we can assume wlog. that every tuple in every table appears in the final expression $f$.

The algorithm CompRO uses two decomposition operations: Row decomposition is a horizontal decomposition operation which partitions the rows or tuples in every table into the same number of groups and forms a set of sub-tables from every table. On the other hand, Table decomposition is a vertical decomposition operation. It partitions the set of tables into groups and a modified sub-query is evaluated in every group. For convenience, we will represent the instance $I$ as $R_1[T_1], \ldots, R_k[T_k]$, where $T_i$ is the set of tuples in table $R_i$. Similarly, for a subset of tuples $T'_i \subseteq T_i$, $R_i[T'_i]$ will denote the instance of relation $R_i$ containing exactly the tuples in $T'_i$. The algorithm CompRO is given in Algorithm 2.

**Row Decomposition.** The row decomposition operation partitions the tuples variables in every table into $\ell$ disjoint groups. In addition, it decomposes the co-table graph $G_C$ into $\ell \geq 2$ disjoint induced subgraphs\(^{17}\) corresponding to the above groups. For every pair of distinct groups $j, j'$, and for every pair of distinct tables $R_j, R_{j'}$, no tuple in group $j$ of $R_i$ ever joins with a tuple in group $j'$ of $R_{j'}$ (recall that the query does not have any self-join operation). The procedure for row decomposition is given in Algorithm 3. It should be

\(^{17}\)A subgraph $H$ of $G$ is an induced subgraph, if for any two vertices $u, v \in V(H)$, if $(u, v) \in E(G)$, then $(u, v) \in E(H)$. 
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Algorithm 2 \textsc{CompRO}(Q, I = ⟨R_1[T_1], \ldots, R_k[T_k]⟩, G_C, G_T, \text{FLAG})

\begin{algorithmic}
\State \textbf{Input:} Query \(Q\), tables \(R_1[T_1], \ldots, R_k[T_k]\), co-table graph \(G_C\), table-adjacency graph \(G_T\), and a Boolean parameter \text{Flag} which is true if and only if row decomposition is performed at the current step.
\State \textbf{Output:} If successful, the unique read-once form \(f^*\) of the expression for \(Q(I)\)
\end{algorithmic}

\begin{algorithmic}[1]
\Function{CompRO}{Q, I = ⟨R_1[T_1], \ldots, R_k[T_k]⟩, G_C, G_T, \text{FLAG}}
\State \textbf{if } k = 1 \textbf{ then}
\State \hspace{1em} \Return \sum_{x \in T_1} x \text{ with success. (/* all unused tuples are already removed */)}
\State \textbf{end if}
\State \textbf{if } \text{Flag} = \text{TRUE} \textbf{ then} /* Row decomposition */
\State \hspace{1em} \text{– Perform RD}(⟨R_1[T_1], \ldots, R_k[T_k]⟩, G_C).
\State \hspace{1em} \textbf{if } row decomposition returns with success \textbf{ then} /* RD partitions every table and \(G_C\) into \(\ell \geq 2\) disjoint groups*/
\State \hspace{2em} \text{– Let the groups returned be } ⟨⟨T_{1j}, \ldots, T_{kj}⟩, G_{C,j}⟩, j \in [1, \ell].
\State \hspace{2em} \textbf{– }∀j \in [1, \ell], \text{let } f_j = \text{CompRO}(Q, ⟨R_1[T_{1j}], \ldots, R_k[T_{kj}]⟩, G_{C,j}, G_T, \text{FALSE}).
\State \hspace{2em} \Return f^* = f_1 + \cdots + f_\ell \text{ with success.}
\State \textbf{end if}
\State \textbf{else} /* Table decomposition */
\State \hspace{1em} \text{– Perform TD}(⟨R_1[T_1], \ldots, R_k[T_k]⟩, Q, G_T, G_C).
\State \hspace{1em} \textbf{if } table decomposition returns with success \textbf{ then} /* TD partitions \(I, G_C\) and \(G_T\) into \(\ell \geq 2\) disjoint groups, } \sum_{j=1}^{\ell} k_j = k^* /
\State \hspace{2em} Let the groups returned be } ⟨⟨R_{j1}, \ldots, R_{jk_j}⟩, \hat{Q}_j, G_{C,j}, G_{T,j}⟩, j \in [1, \ell].
\State \hspace{2em} \textbf{– }∀j \in [1, \ell], f_j = \text{CompRO}(\hat{Q}_j, ⟨R_1[T_{1j}], \ldots, R_k[T_{kj}]⟩, G_{C,j}, G_{T,j}, \text{TRUE}).
\State \hspace{2em} \Return f^* = f_1 \cdot \cdots \cdot f_\ell \text{ with success.}
\State \textbf{end if}
\State \textbf{end if}
\State \textbf{if } the current operation is not successful \textbf{ then} /* Current row or table decomposition is not successful and } k > 1^*/
\State \hspace{1em} \Return \text{with failure: } \text{“}Q(I)\text{ is not read-once”}.
\State \textbf{end if}
\EndFunction
\end{algorithmic}
noted that the row decomposition procedure may be called on $R_i[T_{i'}_1, \ldots, R_i[T_{i'}_p]$ and $G'_C$, where $R_i, \ldots, R_p$ is a subset of the relations from $R_1, \ldots, R_k$, $T_{i'}_1, \ldots, T_{i'}_p$ are subsets of the respective set of tuples $T_{i'}_1, \ldots, T_{i'}_p$, and $G'_C$ is the induced subgraph of $G_C$ on $T_{i'}_1, \ldots, T_{i'}_p$. For simplicity in notations, we use $R_1[T_1], \ldots, R_k[T_k]$. This holds for table decomposition as well.

**Algorithm 3** RD($[R_1[T_1], \ldots, R_k[T_k]], G'_C$)

**Input:** Tables $R_1[T_1], \ldots, R_k[T_k]$ and induced subgraph $G'_C$ of $G_C$ on $\bigcup_{i=1}^k T_i$.

**Output:** If successful, the partition of $G'_C$ and tuple variables of every input tables into $\ell \geq 2$ connected components: $\langle\langle T_1,j, \ldots, T_k,j, G'_C,j\rangle, j \in [1, \ell]$

1. Run BFS or DFS to find the connected components in $G'_C$.

2. Let $\ell$ be the number of connected components.

3. **if** $\ell = 1$ **then** {/* there is only one connected component */}

4. **return** with failure: “Row decomposition is not possible”.

5. **else**

6. Let the tuples (vertices) of table $R_i$ in the $j$-th connected component $j$ of $G'_C$ be $T_{i,j}$

7. Let the induced subgraph for connected component $j$ be $G_{C,j}$.

8. **return** $\langle\langle T_1,1, \ldots, T_k,1, G'_C,1\rangle, \ldots, \langle T_1,\ell, \ldots, T_k,\ell, G'_C,\ell\rangle$ with success.

9. **end if**

**Table Decomposition.** On the other hand, the table decomposition operation partitions the set of tables $R = R_1, \ldots, R_k$ into $\ell \geq 2$ disjoint groups $R_1, \ldots, R_\ell$. It also decomposes the table-adjacency graph $G_T$ and co-table graph $G_C$ into $\ell$ disjoint induced subgraphs $G_T,1, \ldots, G_T,\ell$, and $G_C,1, \ldots, G_C,\ell$ respectively corresponding to the above groups. The groups are selected in such a way that all tuples in the tables in one group join with all tuples in the tables in another group. This procedure also modifies the sub-query to be evaluated on every group by making the subqueries of different groups mutually independent by introducing free variables, i.e., they do not share any common variables after a successful table decomposition. Algorithm 4 describes the table decomposition operation. Since the table decomposition procedure changes the input query $Q$ to $\hat{Q} = \hat{Q}_1, \ldots, \hat{Q}_\ell$, it is crucial to ensure that changing the query to be evaluated does not change
the answer to the final expression (see Lemma A.5 in Appendix A.1.4).

The following lemma shows that if row-decomposition is successful, then table decomposition cannot be successful and vice versa. However, both of them may be unsuccessful when the Boolean provenance is not read-once (proof is in Appendix A.1.4).

**Lemma 3.14.** At any step of the recursion, if row decomposition is successful then table decomposition is unsuccessful and vice versa.

Therefore, in the top-most level of the recursive procedure, we can verify which operation can be performed – if both of them fail, then the final expression is not read-once which follows from the correctness of our algorithm. If the top-most recursive call performs a successful row decomposition initially the algorithm ComPRO is called as ComPRO(Q, ⟨R₁[T₁], ···, Rₖ[Tₖ]⟩, G₃, G₄, True). The last Boolean argument is True if and only if row decomposition is performed at the current level of the recursion tree. If in the first step table decomposition is successful, then the value of the last Boolean variable in the initial call will be False.

**Correctness.** The following two lemmas respectively show the soundness and completeness of the algorithm ComPRO (proofs are in Appendix A.1.4).

**Lemma 3.15.** *(Soundness)* If the algorithm returns with success, then the expression f* returned by the algorithm ComPRO is equivalent to the expression Q(I) generated by evaluation of query Q on instance I. Further, the output expression f* is in read-once form.

**Lemma 3.16.** *(Completeness)* If the expression Q(I) is read-once, then the algorithm ComPRO returns the unique read-once form f* of the expression.

For completeness, it suffices to show that if Q(I) is read-once, then the algorithm does not exit with error. Indeed, if the algorithm returns with success, as showed in the soundness lemma, the algorithm returns an expression f* in read-once form which is the unique read-once form of Q(I) [85],[47].

**Time Complexity.** Consider the recursion tree of the algorithm ComPRO. Lemma 3.14 shows that at any level of the recursion tree, either all recursive calls use the row decomposition procedure, or all recursive calls use the column decomposition procedure. The time complexity of ComPRO given in Theorem 3.13 is analyzed in the following steps. If
Algorithm 4 TD((R₁[T₁],...,Rₖ[Tₖ]), (Qₗ):=R₁(x₁),...,Rₖ(xₖ)), G',G'_C

Input: Tables R₁[T₁],...,Rₖ[Tₖ] query Qₗ:=-R₁(x₁),...,Rₖ(xₖ) induced subgraph G'ₗ of Gₗ on ∪ᵢ=₁^ₖ Rᵢ, induced subgraph G'_C of G_C on ∪ᵢ=₁^ₖ Tᵢ

Output: If successful, a partition of input tables, G'ₗ, G'_C into ℓ groups, and an updated sub-query for every group

1:   for all edges e = (Rᵢ, Rⱼ) in G'ₗ do
2:     - Annotate the edge e with common variables C_e in the vectors xᵢ, xⱼ.
3:     - Mark the edge e with a “+” if for every pair of tuple variables x ∈ Tᵢ and y ∈ Tⱼ, the edge (x,y) exists in G'_C. Otherwise mark the edge with a “−”.
4:   end for
5:   - Run BFS or DFS to find the ℓ connected components in Gₗ w.r.t “−” edges
6:   if ℓ = 1 then {/* there is only one connected component */}
7:     return with “Failure: Table decomposition is not possible”.
8:   else
9:     - Let G'ₗ,₁,...,G'ₗ,ᵢ be the induced subgraphs of ℓ connected components of G'ₗ and G'_C,₁,...,G'_C,ᵢ be the corresponding induced subgraph for G'_C.
10:    - Let Rₚ = (Rₚ,₁,...,Rₚ,kₚ) be the tables in the p-th component of G'ₗ, p ∈ [1,ℓ].
11:    for every component p do {/* Compute a new query for every component */}
12:       for every table Rᵢ in this component p do
13:         - Let Cᵢ = ∪ᵢ Cₑ be the union of common variables Cₑ over all edges e from Rᵢ to tables in different components of Gₗ (all such edges are marked with ‘+’)
14:         - For every common variable z ∈ Cᵢ, generate a new (free) variable zᵢ', and replace all occurrences of z in vector xᵢ by z'. Let xᵢ be the new vector.
15:         - Change the query subgoal for Rᵢ from Rᵢ(xᵢ) to Rᵢ(GridColumn).
16:       end for
17:       Let Qₚₗ:=-Rₚ,₁(xₚ,₁),...,Rₚ,kₚ(xₚ,kₚ) be the new query for component p.
18:     end for
19:    return (⟨Rₚ,₁,...,Rₚ,kₚ⟩, Qₚₗ, Gₗ,p, Gₗ,p, p ∈ [1,ℓ]) with success.
20: end if
$n' = \text{the total number of input tuples at the current recursive call and } m'_C = \text{the number of edges in the induced subgraph of } G'_C \text{ on these } n' \text{ vertices, we show that row decomposition takes } O(m'_C + n') \text{ time and, not considering the time needed to compute the modified queries } \widehat{Q}_j \text{ (Step 11 in Algorithm 4), the table decompositions procedure takes } O(m'_C + n') \text{ time. Then we consider the time needed to compute the modified queries and show that these steps over all recursive calls of the algorithm take } O(m_T \alpha \log \alpha) \text{ time in total, where } \alpha \text{ is the maximum size of a subgoal in the query } Q. \text{ Finally, we give a bound of } O(\min(k, \sqrt{n})) \text{ on the height of the recursive tree for the algorithm CompRO. However, note that at every step, for row or table decomposition, every tuple in } G'_C \text{ goes to exactly one of the recursive calls, and every edge in } G'_C \text{ goes to at most one of the recursive calls. So for both row and table decomposition at every level of the recursion tree the total time is } O(m_C + n). \text{ Combining all these observations, the total time complexity of the algorithm is } O(m_T \alpha \log \alpha + (m_C + n) \min(k, \sqrt{n})) \text{ as stated in Theorem 3.13. The details can be found in Appendix A.1.5.}

**Example.** Here we illustrate our algorithm. Consider the query $Q$ and instance $I$ from Example 3.2 in the introduction. The input query is $Q() : -R(x)S(x,y)T(y)$. In the first phase, the table-adjacency graph $G_T$ and the co-table graph $G_C$ are computed. These graphs are depicted in Fig. 3.5 and Fig. 3.6 respectively.

Now we apply CompRO. There is a successful row decomposition at the top-most recursive call that decomposes $G_C$ into the two subgraphs $G_{C,1}, G_{C,2}$ shown in Fig. 3.7. So the final expression $f^*$ annotating the answer $Q(I)$ will be the sum of the expressions $f_1, f_2$ annotating the answers of $Q$ applied to the relations corresponding to $G_{C,1}$ and $G_{C,2}$ respectively.

![Figure 3.7: $G_{C,1}$ and $G_{C,2}$](image)

The relations corresponding to $G_{C,1}$ are

$$
R = \begin{bmatrix}
a_1 & w_1 \\
b_1 & w_2
\end{bmatrix} \quad S = \begin{bmatrix}
a_1 & c_1 & v_1 \\
b_1 & c_1 & v_2
\end{bmatrix} \quad T = \begin{bmatrix}
c_1 & u_1
\end{bmatrix}
$$
and, the relations corresponding to $G_{C,2}$ are

$$
R = \begin{bmatrix} a_2 & w_3 \end{bmatrix} \\
S = \begin{bmatrix} a_2 & c_2 & v_3 \\
a_2 & d_2 & v_4 \end{bmatrix} \\
T = \begin{bmatrix} c_2 & u_2 \\
d_2 & u_3 \end{bmatrix}
$$

Now we focus on the first recursive call at the second level of recursion tree with input co-table subgraph $G_{C,1}$. Note that the table-adjacency graph for this call is the same as $G_T$. At this level the table decomposition procedure is invoked and the edges of the table-adjacency graph are marked with $+$ and $-$ signs, see Fig. 3.8. In this figure the common variable set for $R, S$ on the edge $(R, S)$ is $\{x\}$, and for $S, T$ on the edge $(S, T)$ is $\{y\}$. Further, the edge $(S, T)$ is marked with a "$+$" because there are all possible edges between the tuples in $S$ (in this case tuples $v_1, v_2$) and the tuples in $T$ (in this case $u_1$). However, tuples in $R$ (here $w_1, w_2$) and tuples in $S$ (here $v_1, v_2$) do not have all possible edges between them so the edge $(R, S)$ is marked with a "$-$".

Table decomposition procedure performs a connected component decomposition using "$-$"-edges, that decomposes $G_T$ in two components $\{R, S\}$ and $\{T\}$. The subset $C$ of common variables collected from the "$+$"-edges across different components will be the variables on the single edge $(S, T)$, $C = \{y\}$. This variable $y$ is replaced by new free variables in all subgoals containing it, which are $S$ and $T$ in our case. So the modified queries for disjoint components returned by the table decomposition procedure are $\widehat{Q}_1() : -R(x)S(x, y_1)$ and $\widehat{Q}_2() : -T(y_2)$. The input graph $G_{C,1}$ is decomposed further into $G_{C,1,1}$ and $G_{C,1,2}$, where $G_{C,1,1}$ will have the edges $(w_1, v_1)$ and $(w_2, v_2)$, whereas $G_{C,1,2}$ will have no edges and a single vertex $u_1$. Moreover, the expression $f_1$ is the product of $f_{11}$ and $f_{12}$ generated by these two queries respectively. Since the number of tables for $\widehat{Q}_2$ is only one, and $T$ has a single tuple, by the base step (Step 2) of CompRO, $f_{12} = u_1$.

For expression $f_{11}$ from $\widehat{Q}_1$, now the graph $G_{C,1,1}$ can be decomposed using a row decomposition to two connected components with single edges each $(w_1, v_1)$ and $(w_2, v_2)$ respectively. There will be recursive subcalls on these two components and each one of them will perform a table decomposition (one tuple in every table, so the single edges in both calls will be marked with "$+$"). Hence $f_{11}$ will be evaluated to $f_{11} = w_1v_1 + w_2v_2$. So $f_1 = f_{11} \cdot f_{12} = (w_1v_1 + w_2v_2)u_1$.

By a similar analysis as above, it can be shown that the same query $Q$ evaluated on the
tables $R, S, T$ given in the above tables give $f_2 = w_3(v_3v_4 + u_2u_3)$. So the overall algorithm is successful and outputs the read-once form $f^* = f_1 + f_2 = (w_1v_1 + w_2v_2)u_1 + w_3(v_3u_2 + v_4u_3)$.

3.5 Discussion

To evaluate our approach, we discuss the time complexity of the entire query-answering algorithm and compare it with the time complexity of the previous algorithms. Putting together our results from Sections 3.3 and 3.4, we propose the following algorithm for answering Boolean conjunctive queries without self-joins on tuple-independent probabilistic databases.

- Phase 0 (Compute provenance DAG)
  
  Input: query $q$, event table rep $I$
  Output: provenance DAG $H$
  Complexity: $O((\frac{ne}{k})^k)$ (see below)

- Phase 1 (Compute co-table graph)
  
  Input: $H, q$
  Output: table-adjacency graph $G_T$, co-table graph $G_C$
  Complexity: $O(nm_H + \beta_H m_c + k^2\alpha \log \alpha)$ (Thm. 3.8)

- Phase 2 (Compute read-once form)
  
  Input: event table rep $I, q, G_T, G_C$
  Output: read-once form $f^*$ or FAIL
  Complexity: $O(m_T \alpha \log \alpha + (m_C + n)\min(k, \sqrt{n}))$ (Thm. 3.13)

**Size of the provenance DAG $H$.** Let $f$ be the Boolean provenance generated by some query plan for $q$ on the database $I$. The number of edges $m_H$ in the DAG $H$ represents
the size of the expression \( f \). Since there are exactly \( k \) subgoals in the input query \( q \), one for every table, every prime implicant of \( f_{\text{IDNF}} \) will have exactly \( k \) variables, so the size of \( f_{\text{IDNF}} \) is at most \( \left( \frac{n}{k} \right)^k \). Further, the size of the input expression \( f \) is maximum when \( f \) is already in IDNF. So size of the DAG \( H \) is upper bounded by \( m_{H} \leq \left( \frac{n}{e} \right)^k \). Again, the “leaves” of the DAG \( H \) are exactly the \( n \) variables in \( f \). So \( m_{H} \geq n - 1 \), where the lower bound is achieved when the DAG \( H \) is a tree (every node in \( H \) has a unique predecessor); in that case \( f \) must be read-once and \( H \) is the unique read-once tree of \( f \).

Therefore \( n - 1 \leq m_{H} \leq \left( \frac{ne}{k} \right)^k \). Although the upper bound is quite high, it is our contention that for practical query plans the size of the provenance graph is much smaller than the size of the corresponding IDNF.

**Data complexity.** The complexity dichotomy of [55] is for data complexity, i.e., the size of the query is bounded by a constant. This means that our \( k \) and \( \alpha \) are \( O(1) \). Hence the time complexities of the Phase 1 and Phase 2 are \( O(nm_{H} + \beta_{H}m_{co}) \) and \( O(m_{C} + n) \) respectively. Since the co-occurrence graph is at least as large as the co-table graph \( m_{co} \geq m_{C} \), and therefore the first phase always dominates asymptotically.

In any case, we take the same position as [156] that for unsafe queries [55] the competition comes from the approach that does not try to detect whether the formulas are read-once and instead uses probabilistic inference [111] which is in general EXPTIME. In contrast, our algorithm runs in PTIME, and works for a larger class of queries than the safe queries [55] (but of course, not on all instances).

**Comparisons with other algorithms.** Here we do not restrict ourselves to data complexity, instead taking the various parameters of the problem into consideration.

First consider the general read-once detection algorithm. This consists of choosing some plan for the query, computing the answer Boolean provenance \( f \), computing its IDNF, and then using the (so far, best) algorithm [85] to check if \( f \) is read-once and if so to compute its read-once form. The problem with this approach is that the read-once check is indeed done in time a low polynomial, but *in the size of \( f_{\text{IDNF}} \)*. For example, consider a Boolean query like the one in Example 3.6. This is a query that admits a plan (the safe plan!) that would generate the Boolean provenance \((x_1 + y_1) \cdots (x_n + y_n)\) on an instance in which each \( R_i \) has two tuples \( x_i \) and \( y_i \). This is a read-once expression easily
detected by our algorithm, which avoids the computation of the IDNF.

Next consider the co-graph-help algorithm that we have already mentioned and justified in Section 3.2. This consists of our Phase 0 and a slightly modified Phase 1 that computes the co-occurrence graph $G_{co}$, followed by checking if $G_{co}$ is a cograph using one of the linear-time algorithms given in [29, 49, 92] which also outputs the read-once form if possible. Since Phase 0 and Phase 1 are common we only need to compare the last phases.

The co-graph recognition algorithms will all run in time $O(m_{co} + n)$. Our Phase 2 complexity is better than this when $m_C \min(k, \sqrt{n}) = o(m_{co})$ (for instance, when we consider data complexity assuming that the query size is much smaller than the size of the data). Although in the worst case this algorithm performs at least as well as our algorithm (when $m_C$ is $\theta(m_{co})$ and we consider combined complexity including both the data and the query size), (i) almost always the query will be of much smaller size than the data, and therefore the time required in first phases will dominate, so the asymptotic running time of both these algorithms will be comparable, (ii) as we have shown earlier, the ratio $m_{co} / m_C$ can be as large as $\Omega(n^2)$, and the benefit of this could be significantly exploited by caching co-table graphs computed for other queries (see discussions in Section 3.7), and (iii) these linear time algorithms use complicated data structures, whereas we use simple graphs given as adjacency lists and connectivity-based algorithms, so our algorithms are simpler to implement and may run faster in practice.

Finally we compare our algorithm against that given in [156]. Let us call it the lineage-tree algorithm since they take the lineage tree of the result as input as opposed to the provenance DAG as we do. Although [156] does not give a complete running time analysis of the lineage tree algorithm, for the brief discussion we have, we can make, to the best of our understanding, the following observations.

Every join node in the lineage tree has two children, and every project node can have arbitrary number of children. When the recursive algorithm computes the read-once trees of every child of a project node, every pair of such read-once trees are merged which may take $O(n^2 k^2)$ time for every single merge (since the variables in the read-once trees to be merged are repeated). Without counting the time to construct the lineage tree this
algorithm may take $O(Nn^2k^2)$ time in the worst case, where $N$ is the number of nodes in the lineage tree.

Since [156] does not discuss constructing the lineage tree we will also ignore our Phase 0. We are left with comparing $N$ with $m_H$. It is easy to see that the number of edges in the provenance DAG $H$, $m_H = \theta(N)$, where $N$ is the number of nodes in the lineage tree, when both originate from the same query plan. Since the lineage-tree algorithm takes $O(Nn^2k^2)$ time in the worst case, and we use $O(nm_H + \beta_H n_k + k^2\alpha \log \alpha) + O((m_C + n) \min(k, \sqrt{n})) = O(nN + \beta_H n^2 + k^2\alpha \log \alpha + n^{3/2})$. The width $\beta_H$ of the DAG $H$ in the worst case can be the number of nodes in $H$. So our algorithm always gives an $O(k^2)$ improvement in time complexity over the lineage-tree algorithm given in [156] whereas the benefit can often be more.

3.6 Related Work

The beautiful complexity dichotomy result of [55] classifying conjunctive queries without self-joins on tuple-independent databases into “safe” and “unsafe” has spurred and intensified interest in probabilistic databases. Some papers have extended the class of safe relational queries [54, 56, 137, 138]. Others have addressed the question of efficient query answering for unsafe queries on some probabilistic databases. This includes mixing the intensional and extensional approaches, in effect finding subplans that yield read-once subexpressions in the Boolean provenance [100]. The technique identifies “offending” tuples that violate functional dependencies on which finding safe plans relies and deals with them intensionally. It is not clear that this approach would find the read-once forms that our algorithm finds. The OBDD-based approach in [137] works also for some unsafe queries on some databases. The SPROUT secondary-storage operator [139] can handle efficiently some unsafe queries on databases satisfying certain functional dependencies.

Exactly like us, [156] looks to decide efficiently when the extensional approach is applicable given a conjunctive query without self-joins and a tuple-independent database. We have made comparisons between the two papers in various places, especially in Sec-

---

18If we “unfold” provenance DAG $H$ to create the lineage tree, the tree will have exactly $m_H$ edges, and the number of nodes in the tree will be $N = m_H + 1$. 
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tion 3.5. Here we only add that that our algorithm deals with different query plans uniformly, while the lineage tree algorithm needs to do more work for non-deep plans. The graph structures used in our approach bear some resemblance to the graph-based synopses for relational selectivity estimation in [160].

The read-once property has been studied for some time, albeit under various names [90, 91, 95, 97, 103, 141, 170]. It was shown [97] that if \( \text{RP} \neq \text{NP} \) then read-once cannot be checked in PTIME for arbitrary monotone Boolean formulas, but for formulas in IDNF (as input) read-once can be checked in PTIME [85]. Our result here sheds new light on another class of formulas for which such an efficient check can be done.

### 3.7 Conclusions

We have investigated the problem of efficiently deciding when a conjunctive query without self-joins applied to a tuple-independent probabilistic database representation yields result representations featuring read-once Boolean provenance (and, of course, efficiently computing their read-once forms when they exist). We have given a complete and simple to implement algorithm of low polynomial data complexity for this problem, and we have compared our results with those of other approaches.

As explained in the introduction, the results of this work do not constitute complexity dichotomies. However, there is some hope that the novel proof of completeness that we give for our algorithm may be of help for complexity dichotomy results in the space coordinated by the type of queries and the type of databases we have studied.

Of independent interest may be that we have also implicitly performed a study of an interesting class of monotone Boolean formulas, those that can be represented by the provenance graphs of conjunctive queries without self-joins (characterizations of this class of formulas that do not mention the query or the database can be easily given). We have shown that for this class of formulas the read-once property is decidable in low PTIME (the problem for arbitrary formulas is unlikely to be in PTIME, unless \( \text{RP} = \text{NP} \)). Along the way we have also given an efficient algorithm for computing the co-occurrence graph of such formulas (in all the other papers we have examined, computing the co-occurrence graph entails an excursion through computing a DNF; this, of course, may be the best one
can do for arbitrary formulas, if $\text{RP} \neq \text{NP}$). It is likely that nicely tractable class of Boolean formulas may occur in other database applications, to be discovered.

For further work one obvious direction is to extend our study to larger classes of queries and probabilistic databases [54, 56]. Recall from the discussion in the introduction however, that the class of queries considered should not be able to generate arbitrary monotone Boolean expressions. Thus, SPJU queries are too much (but it seems that our approach might be immediately useful in tackling unions of conjunctive queries without self-joins, provided the plans do the unions last).

On the more practical side, work needs to be done to apply our approach to non-Boolean queries, i.e., they return actual tables. Essentially, one would work with the provenance graph associated with each table (initial, intermediate, and final) computing simultaneously the co-table graphs of the Boolean provenance on the graph’s roots. It is likely that these co-table graphs can be represented together, with ensuing economy.

However we believe that the most practical impact would have the caching of co-table graphs at the level of the system, over batches of queries on the same database, since the more expensive step in our algorithm is almost always the computation of the co-table graph (see discussion in Section 3.5).

This would work as follows, for a fixed database $I$. When a (let’s say Boolean for simplicity) conjunctive query $Q_1$ is processed, consider also the query $\bar{Q}_1$ which is obtained from $Q_1$ by replacing each occurrence of constants with a distinct fresh FO variable. Moreover if an FO variable $x$ occurs several times in a subgoal $R_i(x_i)$ of $q$ but does not occur in any of the other subgoals (i.e., $x$ causes selections but not joins), replace also each occurrence of $x$ with a distinct fresh FO variable. In other words, $Q_1$ is doing what $\bar{Q}_1$ is doing, but it first applies some selections on the various tables of $I$. We can say that $\bar{Q}_1$ is the “join pattern” behind $Q_1$. Next, compute the co-table graph for $\bar{Q}_1$ on $I$ and cache it together with $\bar{Q}_1$. It is not hard to see that the co-table graph for $Q_1$ can be efficiently computed from that of $\bar{Q}_1$ by a “clean-up” of those parts related to tuples of $I$ that do not satisfy the select conditions of $Q_1$.

When another query $Q_2$ is processed, check if its join-pattern $\bar{Q}_2$ matches any of the join-patterns previously cached (if not, we further cache its join-pattern and co-table
graph). Let’s say it matches $\overline{Q}_1$. Without defining precisely what “matches” means, its salient property is that the co-table graph of $\overline{Q}_2$ can be efficiently obtained from that of $\overline{Q}_2$ by another clean-up, just of edges, guided by the table-adjacency graph of $\overline{Q}_2$ (which is the same as that of $Q_2$). It can be shown that these clean-up phases add only an $O(n\alpha)$ to the running time.

There are two practical challenges in this approach. The first one is efficiently finding in the cache some join-pattern that matches that of an incoming query. Storing the join-patterns together into some clever data structure might help. The second one is storing largish numbers of cached co-table graphs. Here we observe that they can all be stored with the same set of nodes and each edge would have a list of the co-table graph it which it appears. Even these lists can be large, in fact the number of all possible joint-patterns is exponential in the size of the schema. More ideas are needed and ultimately the viability of this caching technique can only be determined experimentally.
Chapter 4

Queries with Difference on Probabilistic Databases

This chapter presents our second work in efficiently computing the uncertainty in the output from uncertain inputs in probabilistic databases. We considered positive conjunctive queries in the previous chapter. In this chapter, we initiate the study of queries with difference operations in probabilistic databases. Computing the probabilities of the outputs becomes harder in the presence of difference operations. We explore properties of queries with difference and Boolean provenance from these queries that allow efficient computation of the probabilities of the outputs.

4.1 Overview

We have reviewed previous work in probabilistic databases for positive queries in Sections 1.1.1 and 2.1.1. However, queries with relational difference operations are also important for both theoretical and practical purposes. Practical SQL queries make use of difference not just explicitly (the EXCEPT construct) but also implicitly as when SELECT subqueries are nested within WHERE clauses with logically complex conditions. The concept of boolean provenance and the intensional semantics extend to difference. This was essentially shown in an early seminal paper by Imielinski and Lipski, and sets of tuples annotated by boolean provenance form particular cases of their $c$-tables [98].
Here is an example. Consider a relation \(R = R_1 - R_2\) where the tuples in \(R_1, R_2\) are annotated with boolean provenance. For a tuple \(t\) to appear in \(R\), \(t\) must appear in \(R_1\), let’s say with boolean provenance \(\phi\). If \(t\) does not appear in \(R_2\), then the boolean provenance of \(t\) in \(R\) will be also \(\phi\); on the other hand if \(t\) appears in \(R_2\), let’s say with boolean provenance \(\psi\), then the boolean provenance of \(t\) in \(R\) will be \(\phi \land \psi\). Figure 4.1 shows the boolean provenance for the difference query \(q' - q\) on the tuple independent probabilistic database in Figure 2.1 where \(q, q'\) are the queries given in Figures 2.2 and 2.3.

\[
\begin{align*}
  b_1 & = (u_1 v_1 w_1 + u_1 v_2 w_2 + u_3 v_4 w_2) \cdot (u_1 (v_1 + v_2) + u_3 v_4) \\
  b_2 & = (u_2 v_3 w_3) \cdot (u_2 v_3)
\end{align*}
\]

Figure 4.1: Boolean provenance for the query \(q - q'\).

However, there are some new and considerable difficulties with such queries. The following proposition holds for positive queries.

**Proposition 4.1.** For any positive (UCQ/SPJU) query \(q\) and for any probabilistic database \(I\) where \(|I| = n\), the DNF \(^{19}\) of the boolean provenance of the tuples in \(q(I)\) can be computed in time polynomial in \(n\) (and so it also has poly size).

When difference is added, Proposition 4.1 fails. To see this consider the simple difference query \(q() : \neg \text{TRUE} - R(x, y), S(y, z)\), which is true if and only if no two tuples in \(R\) and \(S\) join. Suppose in the database instance \(I\), the tuples in \(R\) are \(R(a_i, b_i)\), annotated by the variables \(x_i\), \(i = 1\) to \(m\), and the tuples in \(S\) are \(S(b_i, c_i)\), annotated by the variables \(y_i\), \(i = 1\) to \(m\). Then the total number of tuples in \(I\) is \(n = 2m\). In this case the boolean provenance of the answer “\(\text{TRUE}\)” in \(q(I)\) is

\[
(x_1 \cdot y_1) + \ldots + (x_m \cdot y_m) = (x_1 + \overline{y_1}) \cdot \ldots \cdot (x_m + \overline{y_m})
\]

If we expand this boolean provenance into IDNF, then its size will be \(2^m = 2^{n/2}\), exponential in \(n = |I|\). This precludes using either the read-onceness testing algorithm of [85]

\(^{19}\)Through this chapter we use DNF for IDNF or Irredundant Disjunctive Normal Form of an expression, i.e., a disjunction of minterms that cannot be further shrunk by idempotence or absorption.

\(^{20}\)However, this is an “easy” scenario and there is a simple poly-time algorithm that can compute the answer probability using the read-onceness of the resulting boolean provenance.
and the FPRAS for DNF counting in [104]. The latter is already observed by Koch [110] who also discusses techniques for avoiding the difference operation in some practical applications.

In a recent and independent work [77], Fink et. al. proposed a framework to compute exact and approximate probabilities for answers of arbitrary relational algebra queries that allow difference operations. They extended their approach in [140] that computes a d-tree given a DNF expression by repeated use of independent AND, independent OR and Shannon’s expansion, and showed that the Boolean provenance of the answer is not required to be converted to DNF for queries with difference. Though this approach always returns an exact or approximate probability of the answer, the size of the d-tree is not guaranteed to be of poly-size in the input expression and therefore the running time may not be polynomial in the worse case. In fact, in this work we show that it is not possible to get any non-trivial poly-time approximation of the answer probability for very simple queries with difference under standard complexity assumptions.

In [106], we study the complexity of computing the probability of relational queries with difference on tuple-independent databases in detail. Here is a summary of our contributions:

1. Our first result is negative, and a somewhat surprising one. We exhibit two Boolean queries $q_1$ and $q_2$, both of which are very nice by themselves, namely they are safe CQ-s, but such that computing the probability of $q_1 - q_2$ is $\#P$-hard. The proof is complex, involving reductions from counting independent sets in 3-regular bipartite graphs to counting edge covers in another special class of bipartite graphs to counting satisfying assignments of certain configurations of Boolean expressions. This hardness of exact computation result suggests that any class of interesting queries with difference which are safe in the spirit of [54–56] would have to be severely restricted.

---

21It has recently been brought to our attention that this result also follows from a hardness result in [54]. However, our proof uses completely different ideas and also shows $\#P$-hardness of some natural graph problems which may be of independent interest.

22There is always the obvious easy case when the events associated with $q_1$ and with $q_2$ are independent of each other because, for example, they operate on separate parts of the input database. We consider this
2. In view of the above lower bound for exact computation we turn to approximate computation of the probabilities. Our second result gives an FPRAS for computing probabilities for large classes of queries with difference. In particular, a corollary of our result applies to queries of the form \( q_1 - q_2 \) where \( q_1 \) is an arbitrary positive query (UCQ/SPJU) while \( q_2 \) is a safe query in \( CQ^- \).

In fact, our full FPRAS result is not restricted to a single differences of positive queries. In particular, it gives an FPRAS for any relational algebra query \( q \) with multiple uses of difference as long as they are restricted as follows: (a) If \( q_1 \bowtie q_2 \) is a subquery of \( q \) then at least one of \( q_1,q_2 \) must be positive, (b) If \( q_1 - q_2 \) is a subquery of \( q \) then \( q_1 \) must be positive and \( q_2 \) must be a safe query in \( CQ^- \).

Following the motivation in Chapter 3, we also study the instance-by-instance approach, \textit{i.e.}, even if the query \( q \) does not follow the above restrictions, whether we can exploit the structure of the Boolean provenance of the answers in \( q(I) \). In this scenario, the requirement (b) above can be relaxed to \( q_2(I) \) having read-once boolean provenance on a given \( I \). To allow for instance-by-instance approaches in our analysis, we state our full FPRAS result in terms of requirements on the boolean provenance of the queries, using combinations of DNFs and d-DNNFs. The proof uses a new application of the Karp-Luby framework [104] that goes well beyond DNF counting.

3. For difference of two positive queries, like \( q = q_1 - q_2 \), the restriction of \( q_2 \) being a safe query is important for our approximation result stated above, because our third result shows the inapproximability of computing the probability of “\( \text{True} - q \)” where \( \text{True} \) is the Boolean query that is always true while \( q \) is the Boolean CQ \( q() : \neg S(x), R(x,y), S(y) \) which has a self-join. The three results give a simple summary of the situation for differences of positive queries, see Table 1.1.

\textbf{Organization.} In Section 4.2 we introduce the notion of difference rank, review some knowledge compilation techniques like read-onceness and d-DNNFs, and describe the connection between graph configurations (such as cliques or independent sets) and truth case uninteresting.
assignments that satisfy the boolean provenance of certain queries. In Section 4.3 we give our \#P-hardness result for exact computation of probability of tuples produced by difference queries \( q_1 - q_2 \), where both \( q_1, q_2 \) are safe for UCQ. Section 4.4 gives our inapproximability results for general SPJUD queries with difference rank 1, as well as an FPRAS when the boolean provenance are in a special form. We also discuss classes of queries that produce this special form. In Section 4.5 we review some of the related work. Finally we conclude in Section 4.6 with directions for future work.

4.2 Preliminaries

In this section, we give some definitions and review existing knowledge compilation techniques. We will discuss some applications of queries with difference to count graph configurations.

4.2.1 Difference Rank

As we have seen, for queries with difference the DNF of the boolean provenance can have exponential size. Thus, it is natural to study queries in which difference is used in restricted ways. The first step toward this is to limit the amount of “nesting” involving difference in a relational algebra expression. We do it through the following definition.

**Definition 4.2.** The difference rank of a relational algebra expression is a function \( \delta : RA \rightarrow \mathbb{N} \) defined inductively as:

- (Base relation) \( \delta(R) = 0 \),
- (Project) \( \delta(\Pi q) = \delta(q) \),
- (Select) \( \delta(\sigma q) = \delta(q) \),
- (Join) \( \delta(q_1 \Join q_2) = \delta(q_1) + \delta(q_2) \),
- (Union) \( \delta(q_1 \cup q_2) = \max(\delta(q_1), \delta(q_2)) \),
- (Difference) \( \delta(q_1 - q_2) = \delta(q_1) + \delta(q_2) + 1 \).
The queries of difference rank 0 are exactly the positive (SPJU) queries. The positive results in this work will be for queries of difference rank 1, subject to further restrictions. There are natural queries of difference rank 2 however (see subsection 4.2.3). Proposition 4.3 below is an extension of Proposition 4.1 and it justifies our focus on queries of difference rank 1. It shows that their boolean provenance has a certain structure that is potentially more manageable, and indeed, we will exploit this structure in designing approximation algorithms (Section 4.4).

**Proposition 4.3.** For any relational algebra query q such that $\delta(q) \leq 1$, and for any probabilistic database I where $|I| = n$, the boolean provenance of any tuple $t \in q(I)$ can be computed in poly-time in $n$ in the form

$$a_0 + \sum_{i=1}^{r} a_i \overline{b_i}$$

where each of $a_0, \ldots, a_r$ and $b_1, \ldots, b_r$ is a monotone DNF in poly-size in $n$ while $r$ is also polynomial in $n$; moreover, if $\delta(q) = 0$, then $r = 0$ (we have a single DNF $a_0$).

We prove the above proposition in Section A.2.1 in the appendix.

### 4.2.2 Read-Once and d-DNNF

A Boolean expression $\phi$ is said to be in read-once form if every variable $x \in \text{Var}(\phi)$ appears exactly once, where $\text{Var}(\phi)$ denotes the set of variables in $\phi$. An expression having an equivalent read-once form is called read-once. For example, $x_1(x_2 + x_3 x_4) + x_5 x_6$ is read-once but $x_1(x_2 + x_3 x_4) + x_4 x_6$ is not. The expression $xy + yz$ is read-once but $xy + yz + zx$ is not. A read-once expression $\phi$ can be naturally represented by a read-once-tree (see Figure 4.2 (a)).

A d-DNNF (for deterministic decomposable negation normal form), introduced by Darwiche [58, 60], is a rooted DAG, where the leaves are labeled with positive or negative literals $x$ or $\overline{x}$, and internal nodes are +nodes or -node (see Figure 4.2). The -nodes are decomposable, in the sense that, for any two children $u_i$ and $u_j$ of a -node $u$, $\text{Var}(\phi_{u_i}) \cap \text{Var}(\phi_{u_j}) = \emptyset$ (i.e., $\phi_{u_i}$ and $\phi_{u_j}$ are independent). On the other hand, +nodes are deterministic, i.e., for any +node $u$, and for any two children $u_i, u_j$ of $u$, the set of assignments of $\text{Var}(\phi)$ that satisfy $\phi_{u_i}$ and the set of assignments that satisfy $\phi_{u_j}$ are...
disjoint. Similar to read-once expressions, for a Boolean expression \( \phi \) represented as a d-DNNF, \( \Pr[\phi] \) can be computed in linear time in the size of the d-DNNF repeatedly using
\[
\Pr[\phi_u] = \prod_{i=1}^{\ell} \Pr[\phi_{u_i}] \quad (\text{if } u \text{ is a } \cdot \text{-node})
\]
\[
\sum_{i=1}^{\ell} \Pr[\phi_{u_i}] \quad (\text{if } u \text{ is a } + \text{-node}),
\]
where \( u_1, \ldots, u_\ell \) are children of \( u \). The following proposition shows the containment of these knowledge compilation forms which we will exploit while designing our approximation algorithms (the containment is strict [101]):

**Proposition 4.4.** If \( \phi \) is in read-once form, then \( \phi \) has a d-DNNF representation of size \( O(n) \) \((n = |\text{Var}(\phi)|))\) which can be computed in \( O(n) \) time from the read-once tree of \( \phi \).

The proof of the above proposition follows from [58, 101, 137] using the construction of an OBDD [30] as an intermediate step. We illustrate the read-once-tree and d-DNNF representation of the read-once boolean provenance \( u_1(v_1 + v_2) + u_3v_4 \) of the tuple \( q(b_1) \) from Figures 2.2 (see, for instance, [101] for the exact procedure).

Whether a Boolean expression is read-once was known to be decidable in poly-time (along with the computation of the equivalent read-once form), when \( \phi \) is in DNF [85, 91]; recently [152, 156] gave poly-time algorithm to achieve the same when a Boolean expression \( \phi \) produced by a CQ\(^-\) query is given in any arbitrary form along with the query plan that produced \( \phi \). An equivalent d-DNNF for a given Boolean expression may not be compact, and also it is not known whether the Boolean expressions having poly-size d-DNNF expressions are closed under negation [59, 60]. Nevertheless, since read-once Boolean expressions are obviously closed under negation it follows from Proposition 4.4 that if \( \phi \) is read-once, then \( \overline{\phi} \) has a d-DNNF representation of size \( O(|\text{Var}(\phi)|) \).
4.2.3 From Graphs to Queries

There is a tight connection between graph properties that assert the existence of vertex configurations such as cliques, vertex covers, independent sets, etc., and certain (Boolean) relational algebra queries. Indeed, consider the relational schema \((V,E,S)\) where \(V(A), S(A)\) are unary relations while \(E(A_1,A_2)\) is binary. The idea is that \((V,E)\) encodes a simple undirected graph while the vertex subset \(S \subseteq V\) and describes a configuration such as a vertex cover, a clique, etc. in the graph. Not all \((V,E)\)-relational databases encode simple graphs so we restrict attention to those satisfying the constraints \(E \subseteq V \times V, \forall v_1v_2 E(v_1,v_2) \rightarrow E(v_2,v_1)\) and \(\forall v \neg E(v,v)\).

To express the relational algebra queries we begin with formulating the clique, cover, etc. properties as first-order sentences which we then transform into queries (making sure of domain independence).

Examples

1. \(S\) induces a clique: \(\forall x,y S(x) \land S(y) \land x \neq y \rightarrow E(x,y)\)
   
   \[ q_{\text{clique}} = \text{True} - [\sigma_{A_1 \neq A_2}(\rho_{A_1/AS} \times \rho_{A_2/AS}) - E] \]

2. \(S\) is a vertex cover: \(\forall x,y E(x,y) \rightarrow S(x) \lor S(y)\)
   
   \[ q_{\text{v-cover}} = \text{True} - [E \Join \rho_{A_1/A}(V - S) \Join \rho_{A_2/A}(V - S)] \]

3. \(S\) is an independent set: \(\forall x,y S(x) \land S(y) \rightarrow \neg E(x,y)\)
   
   \[ q_{\text{ind-set}} = \text{True} - [E \Join \rho_{A_1/AS} \Join \rho_{A_2/AS}] \]

Note that \(\delta(q_{\text{ind-set}}) = 1\) while \(\delta(q_{\text{v-cover}}) = \delta(q_{\text{clique}}) = 2.\)

Consider probabilistic databases \(I\) with schema \((V,E,S)\) such that the tuples in \(V\) (the vertices) and \(E\) (the edges) have probability 1 while \(S\) has the same tuples as \(V\) but with arbitrary probabilities. The tuple variables that matter are those for \(S\) and they correspond 1-1 to the vertices of the graph. A random instance of \(S\) is subset of \(V\) and these are in 1-1 correspondence with the truth assignments to the tuple variables. Hence there is a 1-1 correspondence between configurations satisfying the query (e.g., forming a clique, or an independent set) and the truth assignments that make the boolean provenance of the query true. This gives a reduction from counting the configurations to counting the
corresponding satisfying assignments (this is further reduced to computing probability by choosing all probabilities in \( S \) to be \( \frac{1}{2} \)).

### 4.3 Hardness of Exact Computation

In this section we give a hardness result for SPJUD queries. We will consider Boolean SPJUD queries of the form \( q = q_1 - q_2 \), where both \( q_1, q_2 \) are \( CQ^- \) queries; hence \( \delta(q) = 1 \). We show that the problem of exact probability evaluation for this class of simple-looking query is hard even in very restricted cases.

Given an SPJUD query \( q = q_1 - q_2 \) and a probabilistic database instance \( I \), let \( \phi_1 \) and \( \phi_2 \) denote the two boolean provenance-s produced by \( q_1 \) and \( q_2 \) on \( I \) respectively. Hence the boolean provenance of the unique tuple in \( q(I) \) will be \( \phi = \phi_1 \cdot \overline{\phi_2} \). As we discussed in Section 4.2.2, if \( \phi \) (and therefore \( \overline{\phi} \)) is a read-once (RO) Boolean expression on independent random variables, then \( \Pr[\phi] \) and \( \Pr[\overline{\phi}] \) can be computed efficiently. In this section we show that, the exact computation of \( \Pr[\phi_1 \cdot \overline{\phi_2}] \) is \#P-hard, even when both \( \phi_1, \phi_2 \) are RO. In fact, we show that the expressions \( \phi_1, \phi_2 \) can be generated by simple queries \( q_1 \) and \( q_2 \) of constant size that are individually safe for the class \( CQ^- \) [55]. The following theorem states the main result proved in this section.

**Theorem 4.5.** There exists a fixed-size SPJUD query \( q \) of the form \( q = q_1 - q_2 \) where both \( q_1, q_2 \) are safe \( CQ^- \) queries, such that the exact computation of the probabilities of the answers is \#P-hard.

Let \( c(\phi) \) be the number of satisfying assignments of a Boolean expression \( \phi \). A tuple-variable \( x \) in a Boolean expression or in a probabilistic database instance will be called *uncertain* if the variable \( x \) is present with some uncertainty, i.e., \( \Pr[x] \notin \{0,1\} \). In our reduction, we will construct a probabilistic database instance where for all uncertain tuple variables \( x \), \( \Pr[x] = \frac{1}{2} \). In this scenario, computation of \( \Pr[\phi_1 \cdot \overline{\phi_2}] \) is equivalent to the computation of the number of satisfying assignments of \( \phi_1, \overline{\phi_2} \) (since \( \Pr[\phi_1 \cdot \overline{\phi_2}] = \frac{c(\phi_1, \overline{\phi_2})}{2^N} \), where \( N = \) the number of uncertain tuple variables); hence we focus on the counting version from now on.

To prove Theorem 4.5, intuitively, (i) first we need to construct a Boolean expression \( \phi \) which is expressible as the product of two RO expressions \( \phi_1 \) and \( \overline{\phi_2} \), and where the
computation of \( \Pr[\phi] \) is \#P-hard; (ii) then we need to construct two safe Boolean queries \( q_1, q_2 \) and a database instance \( I \) such that \( q_1, q_2 \) produce \( \phi_1, \phi_2 \) as the boolean provenance of the unique answer tuples in \( q_1(I) \) and \( q_2(I) \) respectively. Note that if \( \phi_1 \) and \( \phi_2 \) do not share any variables and are RO, then \( \Pr[\phi_1 \cdot \overline{\phi_2}] = \Pr[\phi_1] \cdot (1 - \Pr[\phi_2]) \) can be easily computed. Hence the challenge in the first step is to find a “hard” expression which can be factored into two “easy” expressions which share variables, whereas, the challenge in the second step is to construct a query that produces these expressions without using self join operation (since \( \phi_1 \) and \( \phi_2 \) share variables, we need to ensure that no two variables from the same relation join in either of them).

Before we describe the steps of the proof of Theorem 4.5, we first define two counting versions of satisfiability problems, one is the product of two RO CNF expressions, and, the other is the product of two RO DNF expressions.

**Definition 4.6.** We are given two CNF (resp. DNF) expressions \( \psi_1 \) and \( \psi_2 \), such that (i) \( \text{Var}(\psi_1) = \text{Var}(\psi_2) = V \) (say), (ii) all literals are positive in both \( \psi_1 \) and \( \psi_2 \), (iii) both \( \psi_1, \psi_2 \) are RO, (iv) every clause (resp. term) in both \( \psi_1 \) and \( \psi_2 \) has at most four variables, and, (v) the variables in \( V \) can be partitioned into four groups \( V_1, \ldots, V_4 \) such that no two variables from any group \( V_i \) co-occur in any clause (resp. term) of \( \psi_1 \) and \( \psi_2 \). The goal is to compute \( C(\psi_1 \cdot \psi_2) \). We call this problem \#RO\timesRO-4Partite-4CNF (resp. \#RO\timesRO-4Partite-4DNF).

An example of a RO\timesRO-4Partite-4CNF expression is \( \psi = \psi_1 \cdot \psi_2 \), where \( \psi_1 = (x_1 + y_1 + z_2)(x_2 + y_2 + z_1 + w_1) \) and \( \psi_2 = (x_2 + y_1 + z_2 + w_1)(x_1 + y_2 + z_1) \) (both \( \psi_1 \) and \( \psi_2 \) read-once, and the variables \( \{x_i\}, \{y_i\}, \{z_i\} \) and \( \{w_i\} \) form a partition into four groups). Note that \#RO\timesRO-4Partite-4CNF is a special case of the \#Twice-SAT problem\(^{23}\) which has been proved to be \#P-hard in [31] without the requirements of bipartiteness of clauses in the expression \( \psi_1 \cdot \psi_2 \) in terms of sharing variables and 4-partiteness of variables in terms of belonging to the same clause.

Now we can give a proof sketch of Theorem 4.5, the details are deferred to Section A.2.2 in the appendix. The theorem is proved by a sequence of \#P-hardness proofs:

- **Step 1:** Show that counting edge covers in bipartite graphs of degree \( \leq 4 \) where the
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\(^{23}\)Twice-SAT is an instance of SAT where every variable appears in at most two clauses.
edge set can be partitioned into four matchings (called \#P-4Partite-4BEC) is \#P-hard by a reduction from counting independent sets in 3-regular bipartite graphs.

- **Step 2:** Show that \#RO×RO-4Partite-4CNF is \#P-hard by a reduction from \#4Partite-4BEC.

- **Step 3:** Show that \#RO×RO-4Partite-4DNF is \#P-hard by a reduction from \#RO×RO-4Partite-4CNF.

- **Step 4:** Show that \(\text{Pr}[q(I)]\) is \#P-hard by a reduction from \#RO×RO-4Partite-4DNF, where \(q\) satisfies the desired properties stated in Theorem 4.5.

In Step 4, the queries \(q_1, q_2\) we construct are \(q_1() := R_1(x, y_1) R_2(x, y_2) R_3(x, y_3) R_4(x, y_4)\) and \(q_2() := R_1(x_1, y) R_2(x_2, y) R_3(x_3, y) R_4(x_4, y)\). Clearly, \(q_1, q_2\) do not use self-join and hence belong to \(\text{CQ}^-\). Further, both of them are hierarchical (i.e. for every two variables \(x, y\), the sets of subgoals that contain \(x, y\) are either disjoint or one is contained in the other) and therefore are safe for the class \(\text{CQ}^-\) [56].

### 4.4 Approximating Tuple Probabilities

Since the exact computation of the probabilities of the result tuples of a simple class of SPJUD queries has shown to be \#P-hard in Section 4.3, now we focus on the question whether we can efficiently approximate the probabilities to a desired accuracy level. In other words, we attempt to get a fully polynomial randomized approximation scheme (or FPRAS). An FPRAS is a randomized algorithm that runs in time polynomial in the input size and \(1/\epsilon\) (\(\epsilon\) is the accuracy parameter) and produces a result that is correct to within relative error \((1 \pm \epsilon)\) with high probability. In particular, for the boolean provenance \(\phi_t\) of a tuple \(t\) in the answer \(q(I)\) for an SPJUD query \(q\) and database instance \(I\), the approximation algorithm should run in time polynomial in \(n = |I|\), and \(1/\epsilon\), and output a value \(\hat{P}_t\) such that

\[
\text{Pr}[|\text{Pr}[\phi_t] - \hat{P}_t| \leq \epsilon \text{Pr}[\phi_t]] \geq 3/4
\]

The success probability can be boosted to \(1 - \delta\) for any given confidence parameter \(\delta\) by repeating the experiment \(\log(1/\delta)\) times and then taking the median of the values.
The results in this section are summarized in Theorem 4.7 and Theorem 4.8. Theorem 4.7 gives an inapproximability result even for queries with difference rank 1.

**Theorem 4.7.** There exists a fixed size SPJUD query of difference rank 1 such that the computation of probabilities of the answers does not have any FPRAS unless P = NP.

We prove Theorem 4.7 in Section A.2.7 in the appendix. Nevertheless, in Theorem 4.8 we show that an FPRAS can be achieved in some cases where the boolean provenance of the answers can be computed in a certain *probability friendly form* (PFF). We will define PFF and discuss its relation with the Karp-Luby framework to approximate the probability of a Boolean expression in Section 4.4.1 and Section 4.4.2 respectively.

**Theorem 4.8.** There is an FPRAS for approximating the probabilities of the answers of any SPJUD query q on probabilistic databases I such that the boolean provenance of the tuples in q(I) have PFF-s that can be computed in polynomial time in the size of I.

Later in Section 4.4.4 we show that, indeed there is a natural class of queries of difference rank 1 that will produce boolean provenance expressions in PFF which can also be computed in poly-time.

### 4.4.1 Probability-Friendly Form (PFF)

**Definition 4.9.** A Boolean expression \( \phi \) on \( n \) variables is said to be in PFF if \( \phi \) is in form

\[
\phi = \alpha_0 + \sum_{i=1}^{r} \alpha_i \gamma_i
\]

where \( \alpha_0, \alpha_1, \ldots, \alpha_r \) are DNFs and \( \gamma_1, \ldots, \gamma_r \) are d-DNNFs\(^{24}\), all of polynomial size in \( n \), and \( r \) is polynomial in \( n \).

Note that we are allowed to have negative literals in \( \alpha_i \)-s and \( \gamma_i \)-s in the above definition.

### 4.4.2 PFF and General Karp-Luby Framework

Consider a PFF \( \phi \) of the form \( \phi = \alpha_0 + \sum_{i=1}^{r} \alpha_i \gamma_i \), Where \( r \) is polynomial in \( n = |\text{Var}(\phi)| \), all \( \alpha_i \)-s are represented in DNF, and \( \gamma_i \)-s are represented in d-DNNF, all having size
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\(^{24}\)To be specific, each \( \gamma_i \) is represented by d-DNNF DAGs.
polynomial in \( n \). By expanding the minterms in the \( \alpha_i \)-s, \( \phi \) can be expressed in the form

\[
\phi = A_1 + A_2 + \cdots + A_s + B_1 \cdot \gamma_1 + \cdots + B_q \cdot \gamma_q
\]

(4.1)

where \( A_j \)-s and \( B_j \)-s are minterms (conjunction of positive and negative literals) from the DNFs \( \alpha_i \)-s and some of the \( \gamma_i \)-s may be the same. Moreover, \( s, q \) will be polynomial in \( n \). The equivalent DNF of \( \phi \) can be of exponential size in \( n \). However, we show that the general Karp-Luby framework to estimate the size of union of sets [104, 131] can still be used to obtain an FPRAS for \( \Pr[\phi] \).

Given \( \Pr[x] \) for all (independent) variables in \( \text{var}(\phi) \), the general Karp-Luby framework works for estimating \( \Pr[\phi] \) where \( \phi = \phi_1 + \phi_2 + \cdots + \phi_m \), and \( \phi_i \)-s are Boolean expressions (not necessarily DNF minterms) satisfying the following three properties:

(Q1) For each \( \phi_i \), \( \Pr[\phi_i] \) can be computed in poly-time,

(Q2) For each \( \phi_i \), a random satisfying assignment \( \sigma \) (of variables in \( \text{var}(\phi) \)) of \( \phi_i \) can be generated in poly-time (i.e. \( \sigma \) is sampled with probability \( \Pr[\sigma | \phi] = \frac{\Pr[\sigma]}{\Pr[\phi]} \)),

(Q3) For each assignment \( \sigma \) and each \( \phi_i \), it can be decided in poly-time whether \( \sigma \) satisfies \( \phi_i \).

The framework is presented in Algorithm 5 for the sake of completeness. It is well-known that \( \mathbb{E}[\sum \Pr[\phi_i]] = \Pr[\phi] \), and a set of samples of size \( O\left( \frac{m}{\epsilon^2} \log \left( \frac{1}{\delta} \right) \right) \) suffices to estimate \( \Pr[\phi] \) within accuracy \( (1 \pm \epsilon) \) with probability \( \geq 1 - \delta \) [104, 131].

### 4.4.3 FPRAS to Approximate Tuple Probabilities

Now we prove Theorem 4.8. Theorem 4.8 states that if the boolean provenance of the answers of the SPJUD query can be expressible in PFF, then the probability computation of the answers has an FPRAS. Following the discussion in Section 4.4.2, it suffices to show that all (Q1), (Q2), (Q3) hold when \( \phi = \phi_1 + \cdots + \phi_m \) is in PFF. The property (Q3) trivially holds for all assignments \( \sigma \) and for all \( \phi_i \). Again, if \( \phi_i \) in (4.1) is one of \( A_1, \cdots, A_s \) (conjunction of literals), then properties (Q1) and (Q2) easily hold. Therefore we focus on proving (Q1) and (Q2), when \( \phi_i \) is of the form \( B_i \gamma_i \), where \( B_i \) is conjunction of literals and \( \gamma_i \) is in d-DNNF.
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Algorithm 5 Karp-Luby algorithm

Input: A Boolean expression $\phi = \phi_1 + \cdots + \phi_m$ where properties (Q1), (Q2), (Q3) hold for each $\phi_i$ ($\phi_i$ are not necessarily DNF minterms), accuracy parameter $\epsilon$, confidence parameter $\delta$

Output: An estimation of $\Pr[\phi]$.

Initialize $C = 0$.

for $t = 1$ to $M$ do {/* $M$ = number of samples */}
    - Sample $\phi_i$ w.p. $\frac{Pr[\phi_i]}{\sum_j Pr[\phi_j]}$.
    - Sample a random satisfying assignment $\sigma$ of $\phi_i$.
    if $\sigma$ does not satisfy any of $\phi_1, \phi_2, \cdots, \phi_{i-1}$ then
        - $C = C + 1$.
    end if
end for

– Output $\frac{C}{M} \cdot \sum_j Pr[\phi_j]$.

**Restricted d-DNNFs for $\phi_i = B_i \cdot \gamma_i$:** It is easy to see that if a Boolean expression $f$ is represented in a poly-size d-DNNF, then any partial assignments of the variables in $f$ also has a poly-size d-DNNF, which can be computed in poly-time by replacing some of the variables by their unique assignments and reducing the d-DNNF with repeated use of $\text{TRUE} + f' = \text{TRUE}$, $\text{FALSE} + f' = f'$, etc. Consider the Boolean expression $B_i \cdot \gamma_i$. If $B_i \cdot \gamma_i$ is true, then $B_i$ must be true, which forces a unique assignment of the variables in $B_i$. The d-DNNF for the expression $\gamma_i$ with this partial assignment of the variables in $\text{var}(B_i) \cap \text{var}(\gamma_i)$ can be computed in poly-time. Let us call this d-DNNF as $D_i$ (on the variable set $\text{var}(\gamma_i) \setminus \text{var}(B_i)$).

(Q1): **Computation of $\Pr[B_i \cdot \gamma_i]$.** The value of $\Pr[B_i \cdot \gamma_i]$ can be computed from its d-DNNF $D_i$ in time linear in the size of $D_i$ as discussed in Section 4.2.2, and multiplying this probability with the probability of the unique satisfying assignments of the variables in $\text{var}(B_i)$.

(Q2): **Uniform Sampling from d-DNNF.** Uniform sampling of a satisfying assignment of $\phi_i = B_i \cdot \gamma_i$, will be done by uniformly sampling a satisfying assignment $\sigma$ of $\text{var}(\gamma_i) \setminus \text{var}(B_i)$.
\(\text{Var}(B_i)\) using d-DNNF \(\mathcal{D}_i\), extending \(\sigma\) to include the unique satisfying assignment of variables in \(\text{Var}(B_i)\) and then further extending that assignment to an assignment \(\sigma'\) of \(\text{Var}(\phi)\) by a random assignment to the variables in \(\text{Var}(\phi) \setminus \text{Var}(\phi_i)\) (for every variable \(x \in \text{Var}(\phi) \setminus \text{Var}(\phi_i)\), assign \(x = 1\) with probability \(\Pr[x]\)).

For a node \(u\) in the d-DNNF \(\mathcal{D}_i\), we will use \(\phi_u\) to denote the sub-expression induced by the node \(u\). Uniform sampling from a d-DNNF critically uses the determinism of the \(+\)-nodes: If a \(+\)-node \(u\) has children \(u_1, \ldots, u_k\), then for every pair of \(j, \ell\), where \(j \neq \ell\), the set of satisfying assignments for \(\phi_{u_j}\) and that for \(\phi_{u_\ell}\) are disjoint. The procedure for uniform sampling is given in Algorithm 6. It processes the nodes in the d-DNNF DAG \(\mathcal{D}_i\) in reverse topological order (i.e., all the children of a node \(u\) in \(\mathcal{D}_i\) is processed before \(u\) is processed). After a node \(u\) is processed by the procedure, a satisfying assignment \(\sigma_u\) of \(\text{Var}(\phi_u)\) is returned. For a \(-\)-node \(u\), \(\sigma_u\) is computed by concatenating the assignments \(\sigma_{u_j}\), \(j = 1\) to \(k\), where \(u_1, \ldots, u_k\) are the children of \(u\). This works because \(\text{Var}(\phi_{u_j}) \cap \text{Var}(\phi_{u_\ell}) = \emptyset\), for every two distinct children \(u_j, u_\ell\). On the other hand, for every \(+\)-node \(u\), one of the children \(u_j\) is chosen at random, and \(\sigma_u\) is assigned to be \(\sigma_{u_j}\). It is easy to check that the sampling procedure runs in time linear in the size of \(\mathcal{D}_i\).

**Correctness of Algorithm 6.** A d-DDNNF \(\mathcal{D}\) with root \(r\) represents the expression \(\phi_r\) (\(\phi_u\) is the sub-expression at node \(u\) of \(\mathcal{D}\)). Here we prove that, for every node \(u \in \text{Var}(\phi_r)\), Algorithm 6 assigns a random assignment \(\sigma_u\) of the variables \(\text{Var}(\phi_u)\) with probability \(\frac{\Pr[\sigma_u]}{\Pr[\phi_u]}\) (which shows that at the end, a random satisfying assignment of \(\text{Var}(\phi_r)\) will be output with probability \(\frac{\Pr[\sigma_r]}{\Pr[\phi_r]}\)). The proof is by induction on the reverse topological order \(\pi\) on \(\text{Var}(\phi_u)\). The first node \(u\) in \(\pi\) must be a sink node, and if \(u\) is labeled with \(x\) (resp. \(\overline{x}\)), the unique satisfying assignment \(\sigma_u\) will be \(x = 1\) (resp. \(0\)) which is assigned with probability 1. Assume that the induction holds up to the \(i\)-th node in order \(\pi\) and consider the \(i + 1\)-th node \(u\) with children \(u_1, \ldots, u_\ell\). If \(u\) is a \(-\)-node, then by the disjointness of \(-\)-nodes, \(\text{Var}(u_j) \cap \text{Var}(u_\ell) = \emptyset\). Hence \(\phi_{u_j}\) and \(\phi_{u_\ell}\) are independent, and 

\[
\Pr[\phi_u] = \Pi_{j=1}^\ell \Pr[\phi_{u_j}].
\]

Each satisfying assignment \(\sigma_u\) of \(\phi_u\) must be a concatenation of satisfying assignments \(\sigma_{u_j}\), \(j = 1\) to \(k\), where \(\sigma_{u_j}\) is the projection of the assignment \(\sigma_u\) on variables \(\text{Var}(\phi_{u_j})\), and since the variables are disjoint in all \(\phi_{u_j}\), 

\[
\Pr[\sigma_u] = \Pi_{j=1}^\ell \Pr[\sigma_{u_j}].
\]

By induction hypothesis, \(\sigma_{u_j}\) is assigned with probability \(\frac{\Pr[\sigma_{u_j}]}{\Pr[\phi_{u_j}]}\). Therefore 

\[
\frac{\Pr[\sigma_u]}{\Pr[\phi_u]} = \Pi_{j=1}^\ell \frac{\Pr[\sigma_{u_j}]}{\Pr[\phi_{u_j}]}.
\]
Algorithm 6 Uniform satisfying assignment generation from a d-DNNF.

Input: A d-DNNF $\mathcal{D}$ with root $r$.

Output: A satisfying assignment $\sigma$ of $\text{var}(\phi_r)$ output with probability $\Pr[\sigma]/\Pr[\phi_r]$.

- Compute $\Pr[\phi_u]$ for every node $u$ in $\mathcal{D}$ (see Section 4.2.2).
- Compute a reverse topological order $\pi$ of the nodes in the d-DNNF DAG $\mathcal{D}$. Process the nodes in the order $\pi$.

for each node $u$ in $\mathcal{D}$ do
  if $u$ is a sink-node marked with variable $x$ then
    if $\phi_u = x$, set $\sigma_u$ to be $x = 1$; else set $\sigma_u$ to be $x = 0$.
  else */ $u$ is an internal node */
    - Let $u_1, \ldots, u_k$ be the children of $u$.
    if $u$ is a -node then
      - Set $\sigma_u$ to be concatenation of $\sigma_{u_j}$, $j = 1$ to $k$.
    else */ $u$ is a +-node */
      - Choose child $u_j$ with probability $\frac{\Pr[u_j]}{\sum_{j=1}^{k} \Pr[u_j]}$.
      - Extend $\sigma_{u_j}$ to $\sigma'_{u_j}$ by randomly assigning the variables in $\text{var}(\phi_u) \setminus \text{var}(\phi_{u_j})$.
      - Set $\sigma_u$ to be $\sigma'_{u_j}$.
  end if
end for

return $-\sigma = \sigma_r$.

On the other hand, if $u$ is a +-node, $\Pr[\phi_u] = \sum_{j=1}^{k} \Pr[\phi_{u_j}]$ (satisfying assignments of every $\phi_{u_j}/\phi_{u_i}$ are disjoint). For a satisfying assignment $\sigma_u$ of $\phi_u$, let $\sigma_u$ satisfies $\phi_{u_j}$ ($j$ is unique) which is assigned with probability $\Pr[\sigma_{u_j}]/\Pr[\phi_{u_j}]$ (even after the extension in Step 12). Therefore

$$\frac{\Pr[\sigma_u]}{\Pr[\phi_u]} = \frac{\Pr[\phi_u]}{\sum_j \Pr[\phi_{u_j}]} \cdot \frac{\Pr[\sigma_{u_j}]}{\Pr[\phi_{u_j}]} = \frac{\Pr[\sigma_{u_j}]}{\sum_j \Pr[\phi_{u_j}]} = \frac{\Pr[\sigma_{u_j}]}{\Pr[\phi_u]}.$$ 

This completes the proof of Theorem 4.8.
4.4.4 Classes of Queries Producing PFF

For an SPJUD query $q$ with difference rank $\delta(q) = 1$, we call a difference sub-query to be the sub-query that immediately appears on the right hand side of a difference operation. Since we allow union, there may be more than one difference sub-query of a query $q$ with $\delta(q) = 1$. It is well-known that the boolean provenance $\phi_t$ of answers $t$ of a safe CQ$^-$ query on tuple-independent databases are read-once [137], furthermore, if $\phi_t$ is read-once, $\overline{\phi_t}$ is also read-once, and there is a poly-size d-DNNF for $\overline{\phi_t}$ which can be computed in poly-time (see Proposition 4.4). Consider Proposition 4.3. From the proof of this proposition it follows that only the boolean provenance $\beta_i$ produced by difference sub-queries appear as $\overline{\beta_i}$ of the boolean provenance $\phi$ of result tuples of an SPJUD query $q$ with $\delta(q) = 1$. Since these $\beta_i$-s are read-once when the corresponding difference sub-query is safe for CQ$^-$, we have the following corollary:

**Corollary 4.10.** Given an SPJUD query $q$ with $\delta(q) = 1$, if all the difference sub-query-s in $q$ are safe for the class CQ$^-$, then for any probabilistic database instance $I$, the boolean provenance of all answers in $q(I)$ will have a PFF that can be computed in poly-time. Therefore there is an FPRAS for this class of queries on any instance $I$.

Corollary 4.10 can be extended to the instance-by-instance approach taken in [152, 156]: for the query-instance pairs $(q, I)$ such that for every difference sub-query $q'$ of $q$ the boolean provenance-s in $q'(I)$ are read-once, the probability of the answers in $q(I)$ can be approximated. On the other hand, a similar result can be obtained when the difference sub-queries are UCQ queries such that for all instances $I$, the boolean provenance-s have a poly-size OBDD (ordered binary decision diagrams) representation [101]; this can also be decided from the query. Since OBDD-s are closed under negation, and a d-DNNF of poly-size in OBDD can be constructed in poly-time [58, 101], the boolean provenance of the answer tuples for all such queries on all database instances will have PFF-s computable in poly-time, and therefore again an FPRAS can be obtained using our result in the previous section.
4.5 Related Work

There has been significant progress since 2004 in probabilistic databases. We have already mentioned the dichotomy results that have identified exactly the safe positive queries [54–57]. Ré and Suciu show a trichotomy result [146] for queries in CQ\(^-\) extended with aggregate operations. Such queries can be divided into safe [145] which have efficient exact computation, approx-safe which have an FPRAS, and hazardous, which are inapproximable. This is a stronger kind of result than our lower bounds because we do not show that every query for which we don’t give an FPRAS is inapproximable, just that some such queries exist. Approximation techniques for queries on probabilistic databases are also studied in [109, 140]. We have also mentioned work explaining the tractability of safe queries through knowledge compilation applied to their boolean provenance [101, 137] and a recent work proposing a framework for exact and approximate probability evaluation for queries with difference, but without a guarantee of polynomial running time [77].

Exploiting boolean provenance through knowledge compilation has been used for unsafe queries, in an instance-by-instance approach for the class of CQ\(^-\)s [152, 156]. An earlier, completely different approach compiles queries and databases into probabilistic graphical models and then performs inference on these [154, 155], taking advantage of the considerable theoretical and practical arsenal developed in Machine Learning. Knowledge compilation is combined with Bayesian network inference in [100]. Significant work has also been done on top-k queries on probabilistic databases [117, 144, 159]. Finally, several systems for query processing on probabilistic databases have been developed, including MistiQ [25], Trio [17, 174], and MayBMS [10].

4.6 Conclusions

We have examined the theoretical difficulty of computing exactly, and of approximating, the answers to relational queries with difference on probabilistic databases. The obvious next step is to assess the practical validity of the algorithms that we have presented as part of our FPRAS.

Desirable extensions of this work include using more flexible probabilistic models
such as disjoint-independent databases and continuing to improve the sharpness of the divisions we have discovered, including dichotomy or trichotomy results as discussed before.
Chapter 5

Provenance-based Approach for Dictionary Refinement in Information Extraction

We have studied the efficient computation of the uncertainty in the output given uncertain inputs using Boolean provenance in the previous two chapters. This chapter focuses on tracing errors in the output back to the input in order to find potential erroneous inputs using Boolean provenance. Source refinement, i.e. removing the erroneous inputs, help improve the quality of the output. We discussed our general framework for this purpose in Section 1.1.2. In this chapter, we present our technical results in the context of dictionary refinement in information extraction, where the erroneous dictionaries are modeled as relations and extraction rules are modeled as relational queries.

5.1 Overview

Information Extraction, the problem of extracting structured information from unstructured text, is an essential component of many important applications including business intelligence, social media analytics, semantic search and regulatory compliance. The success of these applications is tightly connected with the quality of the extracted results, as incorrect or missing results may often render the application useless.
Most information extraction systems use a set of rules and a set of dictionaries of terms and phrases (also known as gazetteers) to extract entities (e.g. Person, Organization, Location) and relations between entities (e.g. Person’s birth date or phone number) from the text. It also uses a number of basic features including syntactic features (e.g. regular expressions) and morphological features (e.g. part of speech) to identify common patterns in text. Developing and maintaining high-quality entity or relation extractors is an extremely laborious process [45]. Typically, a developer starts by collecting an initial set of features and developing an initial set of rules. She then executes the extractor on a document collection, examines the causes of incorrect results, and refines the extractor in order to remove these incorrect results; this process is repeated until the developer is satisfied with the quality of the extractor.

Dictionaries are integral to any information extraction system. For example, an extractor for Person entities would make use of dictionaries of complete names (e.g., names of famous persons), as well as dictionaries of common first names and last names, and dictionaries of common titles (e.g. “Mr.”, “Esq.”). More sophisticated Person extractors may use a larger collection of more fine-grained dictionaries to improve accuracy (e.g. a dictionary of common first names that are also the names of major U.S. corporations). Dictionaries are even more relevant in the context of today’s informal data sources (e.g. social media), which do not obey the constraints of formal language (e.g. syntactic features such as capitalization and punctuation are rarely present, and classic part of speech analyzers trained on formal text such as TreeBank have low accuracy [122]).

In this work, we initiate a formal study of the dictionary refinement problem: the problem of optimizing the quality of an extractor by removing selectively chosen entries from the dictionaries used in the extractor. Although many dictionaries are readily available from public or commercial sources (e.g. the U.S. Census Bureau [3] provides extensive lists of first and last names, while [4] provides lists of locations containing millions of entries with detailed geographical information) inherent ambiguity in language prevents such exhaustive dictionaries from being consumed directly, as they would lead to many false positives. Instead, these dictionaries require curation before they can be used effectively in an extractor, and the extent of the curation depends on the application, domain and
language. For example, it has been observed that an extensive dictionary of location names is useful, whereas an extensive dictionary of person/organization names is not that effective [102, 126]. In addition, due to inherent overlap between dictionaries for different entities (“Chelsea” is a common first name, but also the name of a famous football club; “Victoria” or “Washington” can be a location or a person), it is important to derive dictionaries with high precision tailored to the particular domain of interest. As an example, while including “Chelsea” in a dictionary of names may work well in general, when the system is customized to process a corpus of sports news articles, it is highly likely that excluding “Chelsea” from the dictionary would lead to more accurate results. Finally, dictionaries may be generated automatically [150], or collected from noisy sources [113, 134] (e.g., one may frequently encounter in dictionaries of person names highly ambiguous entries such as “San”, “Francisco”, “Hong”, “Kong”, “April”, “Costa”). Clearly, such dictionaries must be further refined in order to improve the quality of the system.

To refine a dictionary, the system’s supervisor would wish to examine a list of entries that with high likelihood are responsible for many false positives, and therefore whose removal would lead to a significant improvement of the system. In Section 1.1.2, we mentioned the issues to be addressed to achieve this goal. There are two main challenges: (1) an extractor typically usually makes use of multiple dictionaries that are combined in arbitrary ways via complex rules. Therefore, an output is determined by multiple dictionary entries and we need to gain information about individual dictionary entries from the labels of the output. (2) Labeling the outputs of extractors (as true and false positives) is an expensive task requiring substantial human effort. In practice, the labeling is incomplete and many of the outputs are unlabeled which makes the refinement even more challenging.

**Dictionary refinement vs. rule refinement.** One may naturally ask whether the alternative technique of rule refinement, i.e. adding more rules, or refining the existing rules, could be employed to improve the quality of an extractor. While this is a natural question, the decision to employ one technique over the other is usually carefully drawn on a case by case basis, by considering not only the overall improvement in accuracy, but also the
ease of maintainability of the resulting extractor. For ambiguous phrases like “Chelsea
did a splendid job today!” the entities may be recognized by complex rules and advanced
natural language processing techniques from the broader context. However, maintaining
such rules is a labor intensive process requiring expertise in the system’s rule language.
Building high precision dictionaries, especially for domain-specific applications, provides
a low-overhead option requiring little or no knowledge of the system. Moreover, the two
techniques are not mutually exclusive. For example, when customizing a Person extractor
for the sports news domain, one may decide to remove “Chelsea” from the dictionary
of first names, and at the same time add “Chelsea” to a new dictionary of ambiguous
names, along with a new rule that marks occurrences of ambiguous names as candidate
persons only if another strong contextual (e.g., a title) clue is present in the nearby text.
However, prior to adding the new rule, one must first determine the ambiguous entries
in the dictionary. Therefore dictionary refinement plays an important role to create high
precision or domain-specific dictionaries, to curate noisy dictionaries, as an intermediate
step for rule refinement and also as an low-overhead easily maintainable alternative to
rule refinement [45, 75, 118, 123].

Summary of our results. We systematically study the dictionary refinement problem
when some labels in the output may be missing. To balance the requirements of extraction
precision (minimize false positives) and recall (avoid discarding correct answers), we max-
imize the standard objective of F-score (the harmonic mean of precision and recall) [171].
We study the F-score maximization problem under two natural constraints that a human
supervisor is likely to use: a limit on the number of dictionary entries to remove (size
constraint), or the maximum allowable decrease in recall (recall constraint). Our model and
the theoretical results are applicable to general relational setting where erroneous source
tuples are required to be refined to reduce the number of false positives in the output.

To understand the complexity of the dictionary refinement problem, we also discuss
an important special case, called single dictionary refinement, where a unique dictionary
entry is responsible for producing each output entity. Besides serving as a stepping stone
for the study of the more general multiple dictionary case, the single dictionary case has
several practical applications including the initial refinement of a noisy dictionary gen-
erated from various sources, and the curation of specialized high-precision dictionaries (such as lists of organizations in healthcare and banking). For the general case, called multiple dictionary refinement, we use Boolean provenance to model the complex dependencies between dictionary entries and final results.

We divide the dictionary refinement problem into two sub-problems: (a) Label estimation estimates the “fractional” labels of the unlabeled outputs assuming a statistical model for the labels\(^\text{25}\). (b) Refinement optimization takes the (exact or estimated) labels of the output tuples as input. It selects a set of dictionary entries to remove that maximizes the resulting F-score under size or recall constraint.

1. For label estimation, we give a method based on the well-known Expectation-Maximization (EM) algorithm \([67]\). Our algorithm takes Boolean provenance of the labeled outputs as input and estimates labels of the unlabeled outputs. Under certain independence assumptions, we show that our application has a closed-form expression for the update rules in EM which can be efficiently evaluated.

2. For refinement optimization, we show that the problem is \(NP\)-hard in the general multiple dictionary case, under both size and recall constraint, even when the extractor consists of just one rule involving two dictionaries\(^\text{26}\). This problem remains \(NP\)-hard in the single dictionary case under recall constraint\(^\text{27}\). However, the optimization problem becomes poly-time solvable for the single dictionary case under size constraint.

3. We conduct a comprehensive set of experiments on a variety of real-world information extraction rule-sets and competition datasets that demonstrate the effectiveness of our techniques in the context of information extraction systems.

**Organization.** We have already discussed our rule languages and provenance of output tuples in terms of the dictionary entries in Section 2.1.2. Here we formally define the

---

\(^{25}\)The labels can appear on any subset of the outputs, e.g. we do not assume that a random subset of the output is labeled.

\(^{26}\)This is equivalent to the example in Section 1.1.2, \(q_1(x,y) : -R(x), T(x,y), S(y)\), where the relations \(R\) and \(S\) are potential sources of errors and \(T\) is trusted.

\(^{27}\)This is equivalent to the example in Section 1.1.2, \(q_2(x) : -R(x), T(x)\), where only the relation \(R\) is a potential source of errors and \(T\) is trusted.
dictionary refinement problem in Section 5.2. Estimation of labels for unlabeled results is discussed in Section 5.3. The optimization algorithms for single and multiple dictionary cases are presented in Section 5.4. Section 5.5 gives our experimental results. Finally, we discuss related work (Section 5.6) and conclude with directions for future work (Section 5.7).

5.2 Dictionary Refinement Problem

Let $E$ be an extractor (for instance, Person or Organization extractor used in an information extraction system) and let $A$ be the set of all dictionary entries used by $E$. Given a set of documents $D$, the extractor $E$ produces a set of results, some of which are true positives ($\text{Good}$) and some are false positives ($\text{Bad}$). An expected mention that is not identified by the extractor is called a missing result (false negative). The precision, or accuracy of the extractor is defined as the fraction of true positives among the total number of extracted results. The recall, or coverage of the extractor is defined as the fraction of true positives among the total number of expected results. An extractor with high recall misses very few expected results. Finally, the standard $F$-score, also known as $F_1$-score or $F$-measure [171], combines precision and recall into a single measure computed as the harmonic mean of precision and recall ($2PR/(P + R)$). We will use $F$-score as the quality measure of an extractor that has been extensively used in the literature (e.g. see [102]).

When a set of entries $S \subseteq A$ is removed from $A$, it results in another extractor $E'$, which on the same set documents $D$ will produce a subset of the earlier results. Let $\bar{S} = A \setminus S$. Then precision of $E'$ is

$$P_S = \frac{\text{No. of Good results using } \bar{S}}{\text{No. of Good results using } \bar{S} + \text{No. of Bad results using } \bar{S}} \quad (5.1)$$

whereas the recall of $E'$ is

$$R_S = \frac{\text{No. of Good results using } \bar{S}}{\text{No. of Good results using } A} \quad (5.2)$$

It is not hard to see that the recall of $E'$ will be at most that of $E$ (i.e. 1), whereas the precision and therefore the $F$-score of $E'$ can be more or less than that of $E$ depending on the set $S$. For instance, in the output Person table of Figure 2.4, all results except
“April Smith” are Bad, therefore the initial precision, recall and F-scores are $\frac{1}{4}, 1$ and $\frac{2}{5}$ respectively. If the entry $w_1 = \text{“Chelsea”}$ is removed from the dictionary first_names.dict, the recall will remain the same, whereas the precision and therefore the F-score will improve to $\frac{1}{2}$ and $\frac{2}{3}$ respectively.

The goal of the dictionary refinement problem is to compute a subset $S$ whose removal results in an extractor $E'$ having the maximum value of the F-score on $D$. To understand the difficulty of the problem, we consider two cases varying the complexity of the extractor: (i) single dictionary case (where the extractor consists of a single extraction rule like the rule $R_1$ in Figure 2.4), and, (ii) multiple dictionary case (extractor can consist of more than one dictionaries and arbitrary complex rules)

The single dictionary case also has its independent applications as mentioned in the introduction,

### 5.2.1 Estimating Labels of Results for Sparse Labeling

Even computing the F-score of an extractor requires knowing labels (Good or Bad) on the entire set of extraction results of $E$, while in practice often only a small fraction of the results is labeled. One possible approach is to ignore the unlabeled results altogether and try to maximize the F-score only using the labeled results. But this may lead to over-fitting and the solution may not work well for the entire result set. Therefore, for incomplete labeling, we do a pre-processing step of label estimation for the unlabeled results assuming a statistical model of the labels.

But why do we need a statistical model to estimate the labels? Consider the simple single dictionary case. Suppose we have observed that a dictionary entry $w$ has produced 50 results whereas only 4 Good and 1 Bad results appear in the labeled dataset. Then we can assume that 80% of the result set is Good, or, for each unlabeled result, the label is 0.8 (note that each Good result counts 1 and each Bad result counts 0 in the calculation of the F-score). This we refer to as entry-precision $p_w$ of an entry $w$ (in the example, $p_w = 0.8$), which measures the correctness of entry $w$ with respect to the given extractor, i.e

---

$^{28}$The cases of “single dictionary” and “multiple dictionary” basically imply that the Boolean provenance of the results contain a single variable and (potentially) multiple variables respectively. The simple extraction rule in the single dictionary case can match entries from more than one dictionary, whereas the multiple dictionary case can combine more than one entries from a single dictionary.
the probability of a match of \( w \) being correct when \( w \) is used in producing a result\(^{29}\). If all results produced by an entry are unlabeled, we can assign a prior value to \( p_w \) (e.g., 0.5).

However, in the multiple dictionary case, a dictionary entry can produce multiple results, and a result can be produced by multiple dictionary entries combined by an arbitrary Boolean provenance (e.g., in Figure 2.4, \( \text{Prov}(t_{10}) = w_5 + w_3 \cdot w_4 \)). For many equivalent results (e.g., different occurrences of the result 'Victoria Island'), very few or zero labels will be available in practice. Assuming a fixed prior value of fractional label may no longer be realistic. For instance, if a result depends on the correctness of many dictionary entries (with provenance like \( w_1 \cdot w_2 \cdot \cdots \cdot w_k \)) it has a low likelihood of being a Good result. On the other hand, if there are more than one equivalent ways to produce a result (with provenance like \( w_1 + w_2 + \cdots + w_k \)), it has a higher likelihood of being a Good result. Further, the labels of different results (with same or different Boolean provenance) an entry produces must be taken into account while estimating the label of an unlabeled result produced by the entry.

We formalize the above intuition assuming a statistical model on the entry-precisions, in the presence of arbitrary Boolean provenance. Under certain independence assumptions, in Section 5.3, we give a method for estimating entry-precisions (and in turn the missing labels) based on the Expectation - Maximization (EM) algorithm. We also show that our estimated labels using EM reduces to empirical estimates for the case of single dictionary.

### 5.2.2 Formal Problem Definition

We are given \( b \) dictionaries \( A_1, \ldots, A_b \) and let \( n \) denote the total number of entries in \( A = \bigcup_{\ell=1}^{b} A_\ell \). Any occurrence \( \tau \) is produced by matches of one or more dictionary entries combined by the rules in the extractor; all such dictionary entries \( w \) are said to be in provenance of \( \tau \). How the entries produce \( \tau \) is captured by the provenance expression \( \text{Prov}(\tau) \) of \( \tau \) (see Figure 2.4 in Section 2.1.2) for all such entries \( w \) we say that \( w \in \text{Prov}(\tau) \). \( \text{Prov}(\tau) \) is a Boolean expression where the entries in \( \text{Prov}(\tau) \) are treated as variables (every entry in \( A \) corresponds to a unique Boolean variable).

\(^{29}\)This is not the precision of the extractor which combines the labels and the number of results produced by all dictionary entries.
In the single-dictionary case, every occurrence \( \tau \) of an entry \( w \) had \( \text{Prov}(\tau) = w \), and when \( w \) is deleted only those occurrences get deleted. However, in the multiple-dictionary case, if an entry \( w \) is deleted, some of the results \( \tau \) such that \( w \in \text{Prov}(\tau) \) can disappear, while some such results may survive. For instance, in Figure 2.4, when \( w_3 = \text{“april”} \) is deleted, the result \( t_8 = \text{“April”} \) gets deleted, but \( t_{10} = \text{“April Smith”} \) does not get deleted (although \( w_3 \in \text{Prov}(t_{10}) = w_5 + w_3 \cdot w_4 \)). This example illustrates the following observation:

**Observation 5.1.** When a subset of entries \( S \subseteq A \) is removed, a result \( \tau \) disappears from the result set if and only if its provenance expression \( \text{ Prov}(\tau) \) evaluates to \( \text{False} \) by an assignment of \( \text{False} \) (resp. \( \text{True} \)) value to the variables corresponding to the entries in \( S \) (resp. \( A \setminus S \)).

Let \( \text{surv}(S) \) denote the set of results \( \tau \) that survive after a given set \( S \) is deleted. For example, given three results \( \tau_1, \tau_2, \tau_3 \) with provenance expressions \( uv, u + v, uv + uw + uv \) respectively, when \( S = \{u\} \) is deleted, the set \( \text{surv}(S) \) will only contain \( \tau_2 \). Let \( \phi(\tau) \) denote the Boolean label for a result \( \tau \). When the entire result set is labeled, \( \phi(\tau) = 1 \) if \( \tau \) is \( \text{Good} \), and, \( = 0 \) if \( \tau \) is \( \text{Bad} \). Then rewriting the expressions for precision and recall from (5.1) and (5.2), when a subset of entries \( S \subseteq A \) is deleted, the “residual” precision \( (P_S) \), recall \( (R_S) \) and their harmonic mean F-score \( (F_S) \) respectively are

\[
P_S = \frac{\sum_{\tau \in \text{surv}(S)} \phi(\tau)}{|\text{surv}(S)|}, \quad R_S = \frac{\sum_{\tau \in \text{surv}(S)} \phi(\tau)}{\sum_{\tau} \phi(\tau)}, \quad F_S = \frac{2 \sum_{\tau \in \text{surv}(S)} \phi(\tau)}{|\text{surv}(S)| + \sum_{\tau} \phi(\tau)} \tag{5.3}
\]

For incomplete labeling on the result set, we extend the above definitions by allowing fractional labels \( \phi(\tau) \), which intuitively denote the likelihood of a result being \( \text{Good} \), and are returned by the label estimation step.

The refinement of an extractor is done with human supervision in practice. The supervisor may prefer to examine a small number of dictionary entries at a time, or, may want to ensure that not too many original true positives are removed by the refinement. Therefore, we maximize the residual F-score \( F_S \) under two constraints:

1. **Size constraint:** Given an integer \( k \leq n \), find a subset \( S \), that maximizes \( F_S \), where \( |S| \leq k \).
2. **Recall constraint:** Given a fraction $\rho \leq 1$, find a subset $S$, that maximizes $F_S$, where the residual recall $R_S \geq \rho$.

We will also briefly discuss the optimization problem when no size or budget constraint is given. It can be observed that both numerator and the denominator of $F_S$ are dependent on the set $S$ being removed, which makes the optimization and analysis non-trivial.

In Section 5.4, we thoroughly study the complexity of the optimization problem. We show that the optimization problem is non-trivial even in the single dictionary case. Naturally, the optimization problem becomes harder for the multiple dictionary case.

### 5.3 Estimating Labels

In this section we discuss our statistical data model and algorithms to estimate the labels of the unlabeled results.

#### 5.3.1 The Statistical Model

A natural approach to estimate labels of the results would be to estimate them empirically by grouping together the results with equal provenance (equivalent Boolean expressions). The problem with this approach is that the possible number of such provenance expressions is very large, even for a very simple rule like $R_4$ in Figure 2.4 where such an expression would involve only two variables, and it is likely that very few (if any) labels will be available for most of them. At the same time it is quite likely that the individual dictionary entries have similar entry-precisions, *i.e.*, the likelihood of being a correct match for the results, across results with different provenance expressions. Following the example given in the introduction, the candidate last name “Island” has a low entry-precision. It can produce more than one Bad results like “Victoria Island” and “Baffin Island”, and “Island” is a Bad match for a last name in both results. We represent this intuition by defining the model in the following way.

We assume that each entry $w$ has a fixed (and unknown) entry-precision $p_w$. For any
given result \( \tau \) such that \( w \in \text{Prov}(\tau) \), the match\(^3\) of \( w \) for \( \tau \) is correct with probability \( p_w \) and incorrect with probability \( 1 - p_w \) independent of the other results and other entries in \( \text{Prov}(\tau) \). Further, we assume that the rules in the extractor are correct, i.e., the label of \( \tau \) is \text{Good} if and only if its provenance \( \text{Prov}(\tau) \) evaluates to 1 with the matches of the dictionary entries in \( \text{Prov}(\tau) \) (\( \text{Good} \equiv 1 \) and \( \text{Bad} \equiv 0 \)). Next we discuss how we estimate the labels from the estimated entry-precisions, followed by our EM-based algorithm to estimate the entry-precisions from the available labeled data.

### 5.3.2 Estimating Labels from Entry-Precisions

Under our statistical model, the label \( \phi(\tau) \) of a result can be estimated by evaluating the probability of its provenance expression \( \text{Prov}(\tau) \) given the entry-precisions \( p_w \) for all entry \( w \in \text{Prov}(\tau) \). Computing the probability of any Boolean expression \( \phi \) given the probabilities of its constituent variables is in general \#P-hard \([169]\), and, the classes of queries for which the probability of the Boolean provenance can be efficiently computed have been extensively studied in the literature (e.g., see \([54]\)). However, our Boolean provenance involve a small number of variables (typically \( \leq 10 \)). So we can compute \( \phi(\tau) \) given \( p_w \)-s by an exhaustive enumeration under the independence assumptions.

### 5.3.3 Estimating Entry-Precisions by EM

Here our goal is to estimate the values of entry-precision \( p_w \) given a set of occurrences \( \tau \) along with their labels and provenance expressions \( \text{Prov}(\tau) \). We use the Expectation - Maximization (EM) algorithm to solve this problem. The EM algorithm \([67]\) is a widely-used technique for the maximum likelihood estimation of parameters of a probabilistic model with hidden variables. This algorithm estimates the parameters iteratively either for a given number of steps or until some convergence criteria are met.

First, we introduce some notation to present the update rules of EM in terms of our problem. We index the entries arbitrarily as \( w_1, \cdots, w_n \). Each entry \( w_i \) has an entry-precision \( p_i = p_{w_i} \). There are \( N \) labeled occurrences \( \tau_1, \cdots, \tau_N \). We assume that \( \tau_1, \cdots, \tau_N \) also denote the labels of the occurrences \( \phi(\tau_1), \cdots, \phi(\tau_N) \), so each \( \tau_i \) is Boolean, where

\(^3\)A match is the tuple in the intermediate relation extracted by the Dictionary operator.
For simplicity, we assume that entries from exactly $b$ dictionaries are involved in the provenance expression $\phi_j = \text{Prov}(\tau_j)$ for each occurrence $\tau_j$, although our implementation works for general cases. Hence each $\phi_j$ takes $b$ inputs $y_{j1}, \ldots, y_{jb}$ and produces $\tau_j$. Each $y_{j\ell}$ is Boolean, where $y_{j1} = 1$ (resp. 0) if the match of dictionary entry corresponding to $y_{j\ell}$ is correct (resp. incorrect) while producing the label for $\tau_j$. The entry corresponding to $y_{j\ell}$ will be denoted by $\text{Prov}_{j\ell} \in \{w_1, \ldots, w_n\}$.

To illustrate the notation, let us consider the rule $R_4$ in Figure 2.4: the result is a person name if it is a match from the firstname dictionary, followed by a match from lastname dictionary. We refer to this rule as the firstname-lastname rule. In this example, $b = 2$ and for every occurrence $\tau_j$, $\tau_j = \phi_j(y_{j1}, y_{j2}) = y_{j1}y_{j2}$. For a Good occurrence “April Smith”, $\tau_j = 1$, $y_{j1} = 1$ (for “April”), and $y_{j2} = 1$ (for “Smith”), $\text{Prov}_{j1} = “April”$ and $\text{Prov}_{j2} = “Smith”$. For a Bad occurrence “Victoria Island”, $\tau_j = 0$, $y_{j1} = 1$ (for “Victoria”), and $y_{j2} = 0$ (for “Island”).

**Parameters and hidden variables for EM.** For our problem, the vector of labels of the occurrences $\vec{x} = (\tau_1, \ldots, \tau_N)$ are the observed variables, the vector of vectors for the correctness of matches of individual entries for these occurrences $\vec{y} = (y_{j\ell})_{j \in [1,N], \ell \in [1,b]}$ are the hidden variables, and the vector of entry-precisions $\vec{\theta} = \{p_1, \ldots, p_n\}$ is the vector of unknown parameters.

**Update rules for EM.** Let $\vec{\theta}^t$ be the parameter vector at iteration $t$. The log-likelihood of the observed variables is $q(\vec{x}; \vec{\theta}) = \log P(\vec{x} | \vec{\theta}) = \sum_{j=1}^N P(\tau_j | \vec{\theta})$. The complete information for the problem includes the observed variables $\vec{x} = (\tau_1, \ldots, \tau_N)$ as well as the hidden variables $\vec{y} = (y_{j\ell})_{j \in [1,N], \ell \in [1,b]}$. The expected log-likelihood of the complete information given the observed variables $\vec{x}$ and current parameter vector $\vec{\theta}^t$ is $E[q(\vec{x}, \vec{y}; \vec{\theta}) | \vec{x}, \vec{\theta}^t] = K$ (say). Under the independence assumption $K$ can be shown to be equal to:

$$K = \sum_{i \in [1,n]} \sum_{j \in [1,N], \tau_j \in \text{Succ}(w_i), \text{Prov}(y_{j\ell}) = w_i} c_{w_i, \tau_j, \ell} \log p_i + (1 - c_{w_i, \tau_j, \ell}) \log(1 - p_i)$$

where $c_{w_i, \tau_j, \ell} = E[y_{j\ell} | \tau_j, \vec{\theta}^t]$, $\tau_j \in \text{Succ}(w_i)$ and $\text{Prov}_{j\ell} = w_i$. In the E-step, for every word $w_i$, and for every occurrence $\tau_j \in \text{Succ}(w_i)$, we compute $c_{w_i, \tau_j, \ell}$, the expectation of $y_{j\ell}$ (the $\ell$-th bit of $\vec{y}_j$ where $\text{Prov}(y_{j\ell}) = w_i$) given the current parameter vector $\vec{\theta}^t$ using the
probabilities $\Pr[\vec{y}_j|\tau_j, \vec{\theta}]$. Hence, after the E-step, for every occurrence $\tau_j$ we have a vector of real numbers of size $b$ (if $\phi_j$ takes $b$ inputs). In the M-step, we maximize the expression $K$ w.r.t. parameter vector $\vec{\theta}$ to get the next guess of the parameters $\theta_t^{t+1}$. Differentiating $K$ w.r.t. each $p_i$, and equating $\delta K / \delta p_i$ to zero gives a closed-form expression for $p_i = \frac{C_1}{C_1 + C_2}$, $i \in [1,n]$. Here $C_1 = \sum \phi_i \tau_j, t$, $C_2 = \sum (1 - \phi_i \tau_j, t)$, and the sums are over $1 \leq j \leq N$ such that $\tau_j \in \text{Succ}(w_i)$. These parameter values are evaluated using the values of $\phi_i \tau_j, t$ computed before and used as the estimation of the parameters in the $t+1$-th round. $\theta_t^{t+1}$.

The complete derivation of the update rules is given in the appendix (Section A.3.2).

**Simplified update rules for the single dictionary case.** Here we prove an interesting observation, which will be helpful in the optimization step.

**Observation 5.2.** For the case of single dictionary, the estimated entry-precision using EM reduces to its empirical entry-precision and EM converges in a single step.

For single dictionary, $\text{Prov}(\tau) = w$, where the result $\tau$ is an occurrence of an entry $w$. (i.e., $b = 1$). Fix an arbitrary result $\tau_j$, $j \in [1,N]$, and the unique entry $w_i$ such that $\text{Prov}_{j,1} = w_i$. Then, at any time step $t$ and for any values of the parameters $\vec{\theta}$, $c_{w_i,\tau_j,t} = \mathbb{E}[\vec{y}_j|\tau_j, \vec{\theta}] = \tau_j$. In other words, when the label of a result is given, whether or not the corresponding entry is a correct match for this result can be exactly inferred from the label of the result. Hence, the entry-precision $p_i$ for any entry $w_i$ is $p_i = \frac{C_1}{C_1 + C_2} = \frac{\sum c_{w_i,\tau_j,t}}{\sum c_{w_i,\tau_j,t} + \sum (1 - c_{w_i,\tau_j,t})}$ (the sums are over all $\tau_j$ such that $\tau_j \in \text{Succ}(w_i)$) which equals the fraction of results produces by $w_i$ that are Good, i.e., the empirical entry-precision of $w_i$. Further, the EM algorithm will converge in a single step since this estimate is independent of the time-step $t$, and therefore this estimation step can be omitted altogether.

### 5.4 Refinement Optimization

Next we discuss the optimization problem of maximizing the residual F-score when (possibly fractional) labels of all occurrences in the result set are available for single and multiple dictionary cases (resp. Section 5.4.1 and 5.4.2).
5.4.1 Refinement Optimization for Single Dictionary

The following observation simplifies the expressions of precision, recall, and F-score for the single dictionary case.

**Observation 5.3.** A result \( \tau \in \text{surv}(S) \) for single dictionary, if and only if the entry \( w \notin S \) where \( w = \text{prov}(\tau) \).

Let us denote the *frequency* of an entry \( w \) (i.e., the number of results \( \tau \) such that \( \text{prov}(\tau) = w \)) by \( f_w \). Then for any entry \( w \in A \ | \text{surv}(S) | = \sum_{w \notin S} f_w \), and using Observation 5.2, \( \sum_{\tau \in \text{surv}(S)} \phi(\tau) = \sum_{w \notin S} \sum_{\tau : w = \text{prov}(\tau)} \phi(\tau) = \sum_{w \notin S} p_w f_w \). Here \( p_w \) is the (estimated) entry-precision of \( w \). Then the expressions for \( P_S, R_S, F_S \) given in (5.3) reduce to:

\[
P_S = \frac{\sum_{w \notin S} p_w f_w}{\sum_{w \notin S} f_w}, \quad R_S = \frac{\sum_{w \in A} p_w f_w}{\sum_{w \in A} f_w}, \quad F_S = 2 \frac{\sum_{w \notin S} p_w f_w}{\sum_{w \in A} p_w f_w + \sum_{w \notin S} f_w}
\]

In Section 5.4.1.1 we give an optimal poly-time algorithm to maximize the residual F-score under size constraint. For the recall constraint, in Section 5.4.1.2, we show that the exact optimization is NP-hard. Despite the hardness result, we give a simple poly-time algorithm that is provably nearly optimal and works well in our tests.

5.4.1.1 Size Constraint

Our goal is to maximize \( F_S = 2 \frac{\sum_{w \in A} p_w f_w - \sum_{w \in S} p_w f_w}{\sum_{w \in A} p_w f_w + \sum_{w \notin S} f_w} \), where \( |S| \leq k \). The main idea of our algorithm is based on the fact that finding out whether there exists a dictionary with F-score of at least \( \theta \) is a significantly simpler problem which overcomes the non-linearity of the objective function [74]. Accordingly, our algorithm **guesses** a value \( \theta \) and then checks if \( \theta \) is a feasible F-score for some \( S \). The value of \( \theta \) that maximizes \( F_S \) is then found by a binary search.

**Checking if \( \theta \) is a feasible F-score.** We need to check whether there is a set \( S \) of entries such that \( F_S = 2 \frac{\sum_{w \in A} p_w f_w - \sum_{w \in S} p_w f_w}{\sum_{w \in A} p_w f_w + \sum_{w \notin S} f_w} \geq \theta \). Rearranging the terms, we need to find out whether there exists \( S \) such that

\[
\sum_{w \in S} f_w (\theta - 2 p_w) \geq \sum_{w \in A} f_w (\theta - (2 - \theta) p_w)
\]

\(^{31}\)For unlabeled results \( \tau \)-s such that \( \text{prov}(\tau) = w \), estimated label \( \phi(\tau) = p_w \). For the labeled such results \( \tau \)-s, the fraction having label 1 (Good) is \( p_w \), the rest is 0 (Bad).
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Note that the right hand side of the inequality is independent of \( S \), so it suffices to select the highest (at most) \( k \) entries with non-negative value of \( f_w(\theta - 2p_w) \) and check if the sum is at least \( \sum_{w \in A} f_w(\theta - (2 - \theta)p_w) \).

Clearly we want a subset \( S \) such that \( F_S \geq F_A \). Hence the guess \( \theta \) is varied between \( F_A \) and 1. We present the algorithm in Algorithm 7 in terms of an accuracy parameter \( \Delta \); the value of \( \Delta \) for the optimal F-score will be discussed later.

**Algorithm 7** Algorithm for size constraint (given \( k \) and \( \Delta \))

1: \(-\) Let \( \theta_{low} = F_A \) and \( \theta_{high} = 1 \)
2: \(\textbf{while} \ \theta_{high} - \theta_{low} > \Delta \ \textbf{do} \)
3: \(\ \ \textbf{let} \ \theta = (\theta_{high} + \theta_{low})/2 \) be the current guess.
4: \(\ \ \textbf{sort} \ \text{the entries} \ w \ \text{in descending order of} \ f_w(\theta - 2p_w).\)
5: \(\ \ \text{let} \ S \ \text{be the top} \ \ell \leq k \ \text{entries in the sorted order such that} \ f_w(\theta - 2p_w) \geq 0 \ \text{for all} \ w \in S.\)
6: \(\ \ \textbf{if} \ \sum_{w \in S}[f_w(\theta - 2p_w)] \geq \sum_{w \in A} f_w(\theta - (2 - \theta)p_w) \ \textbf{then} \)
7: \(\ \ \ \theta \ \text{is feasible, set} \ \theta_{low} = F_S \ \text{and continue.} \)
8: \(\ \ \textbf{else} \)
9: \(\ \ \ \theta \ \text{is not feasible, set} \ \theta_{high} = \theta \ \text{and continue.} \)
10: \(\ \ \textbf{end if} \)
11: \(\ \textbf{end while} \)
12: \(\ \text{output the set} \ S \ \text{used to define the most recent} \ \theta_{low}. \)

**Running time.** There is a linear time \( O(n) \) time algorithm for the feasibility step 6:
(i) Use the standard linear time selection algorithm to find the \( k \)-th highest entry, say \( u \), according to \( f_w(\theta - 2p_w) \), (ii) do a linear scan to choose the entries \( w \) such that \( f_w(\theta - 2p_w) > f_u(\theta - 2p_u) \), and then choose entries such that \( f_w(\theta - 2p_w) = f_u(\theta - 2p_u) \) to get \( k \) entries in total, (iii) discard the selected entries with negative values of \( f_w(\theta - 2p_w) \) and output the remaining \( \leq k \) entries as the set \( S \). However, we can have simpler implementations of the verification step - using a min-heap gives \( O(n + k \log n) \) time, whereas a simple sorting gives \( O(n \log n) \) time. Since values of the guesses are between 0 and 1, and the algorithm stops when the upper and lower bounds are less than \( \Delta \) away, at most \( \log(1/\Delta) \) steps will be required. This means that there is an implementation of the
algorithm with running time of $O(n \log (1/\Delta))$.

**Value of $\Delta$ for optimal F-score.** Let $B$ be the number of bits to represent each $p_w, f_w$ in the input. Consider any F-score $F_S = 2^{-\sum_{w \in A} p_w f_w + \sum_{w \in S} f_w} - \sum_{w \in S} p_w f_w$. $B$-bit numbers between 0 and 1 can represent values $t 2^{-B}$, for $0 \leq t \leq 2^B - 1$. Multiply both numerator and denominator of $F_S$ by $2^{2B}$ to get integer values in the numerator and denominator. Each of $p_w f_w$ and $f_w$ in the denominator is at most $2^{2B}$ after this multiplication, and there are at most $2n$ of them. The denominator of the fraction representing difference between two unequal F-score values is at most $n^2 2^{2B+1}$, whereas the numerator of the fraction is at least 1. Hence the difference is at least $\frac{1}{(n^2 2^{2B+1})^2}$, and setting $\Delta = \frac{1}{(n^2 2^{2B+1})^2}$ suffices. This leads to the following theorem:

**Theorem 5.4.** There is an optimal algorithm for maximizing the residual F-score for single dictionary refinement under size constraint. The algorithm runs in time $O(n \cdot (\log n + B))$ where $B$ is the number of bits used to represent each of the $p_w$ and $f_w$ values given to the algorithm.

**Greedy algorithm is not optimal.** A natural question that may arise is whether selecting entries greedily (select the next entry that gives the maximum improvement in F-score and repeat for $k$ steps) also gives an optimal solution. The following example answers this question in the negative.

**Example 5.5.** Let $n = 4$ and $k = 2$, $A = \{w_1, w_2, w_3, w_4\}$. The pair of precision and frequency $(p_{w_i}, f_{w_i})$, $1 \leq i \leq 4$ of these entries respectively are $(0.0284, 0.2374)$, $(0.0050, 0.2846)$, $(0.0040, 0.2485)$, $(0.0033, 0.2295)$. Then the original F-score $F_A = 19.64 \times 10^{-3}$. Removing entries $w_i$, $1 \leq i \leq 4$ gives residual F-score $8.22 \times 10^{-3}, 23.42 \times 10^{-3}, 23.44 \times 10^{-3}$, and, $23.47 \times 10^{-3}$ respectively. Hence greedy will choose entry $w_4$ in the first step. Given that $w_4$ is already chosen, removing $w_1, w_2$ and $w_3$ in addition gives resp. F-scores $8.90 \times 10^{-3}, 31.21 \times 10^{-3}, 30.70 \times 10^{-3}$. Hence the output of greedy is $\{w_4, w_2\}$. But the F-score after removing $\{w_2, w_3\}$ is $31.46 \times 10^{-3}$, which is better than the solution of greedy, and in this case also is the optimal solution. □

It can be verified that this example also shows non-optimality of other obvious choices like choosing entries in increasing order of precision $p_w$ (outputs $w_4, w_3$) or in decreasing order of (relative) bad counts $(1 - p_w) f_w$ (outputs $w_4, w_1$). This example and our experiments
show that the performance of greedy and the proposed optimal algorithms may be comparable for some data sets, though our algorithm is more efficient.

5.4.1.2 Recall Constraint

First, we show the NP-hardness of exact optimization for recall constraint.

NP-hardness of the exact optimization. We prove the NP-hardness via a reduction from the subset-sum problem which is known to be NP-hard [80]. In the subset-sum problem the input is a sequence of positive integers $I = (x_1, \cdots, x_n)$, and an integer $C$, and the goal is to decide if there is a subset $S \subseteq I$ such that $\sum_{i \in S} x_i = C$.

Our reduction creates an instance of the refinement problem in which every number in the subset-sum instance corresponds to an entry with fixed and low precision and frequency proportional to the number. In addition, we create a single high precision word. This word ensures that the highest F-score is achieved when the total frequency of the removed low precision words is the highest. Therefore maximum F-score can be achieved only when the recall budget is used exactly. By the properties of our reduction, this corresponds to having a subset with the desired sum in the subset-sum instance. The complete reduction and its proof of correctness appears in the appendix (Section A.3.1).

Nearly Optimal Algorithm. We now describe a simple and efficient algorithm that gives a nearly optimal solution when used on a large corpus where frequencies of individual entries are small. Our algorithm sorts the entries in increasing order of precisions $p_w$, and selects entries according to this order until the recall budget is exhausted or there is no improvement of F-score by selecting the next entry. The pseudocode of the algorithm is given in Algorithm 8.

Clearly the algorithm runs in time $O(n \log n)$. Formally, we prove the following theorem that gives a lower bound on the F-score of the solution produced by our algorithm.

Theorem 5.6. Let $w_1, \cdots, w_n$ be the entries sorted by precision and $p_1 \leq \cdots \leq p_n$ be the corresponding precisions. Let $S^*$ be the set of entries whose removal gives the optimal F-score such that $R_{S^*} \geq \rho$. Let $r^* = \sum_{i \in S^*} p_i f_i$ and let $\ell$ be the largest index for which $\sum_{i > \ell} p_i f_i \geq r^*$. Then the set

\[32\text{The subset-sum problem is NP-hard even for positive integers.}\]
Algorithm 8 Algorithm for recall budget constraint (given $\rho$)

1: - Sort the entries in increasing order of precisions $p_w$, let $w_1, \ldots, w_n$ be the entries in sorted order and $p_1 \leq \cdots \leq p_n$ be the corresponding precisions.

2: - Let $S_\ell = \{w_i : i \leq \ell\}$, and $S_0 = \emptyset$.

3: - Initialize $i = 1$.

4: while $i \leq n$ do

5: if $F_{S_i} \geq F_{S_{i-1}}$ then

6: if $R_{S_i} \geq \rho$ then

7: $i = i + 1$, continue.

8: else

9: return $S_{i-1}$.

10: end if

11: end if

12: end while

$S$ returned by our algorithm satisfies

$$F_S \geq \frac{2 \sum_{i \in S_r} p_i f_i}{\sum_{i \in S} f_i + \sum_i p_i f_i + f_{\text{max}} / p_{\ell + 1}}.$$ 

Proof. The algorithms orders the elements according to their precision values and selects in this order until the recall budget is exhausted or there is no further improvement in F-score. Let $p_i = p_{w_i}$ and $f_i = f_{w_i}$, where $p_1 \leq \cdots \leq p_n$. Let $f_{\text{max}} = \max\{f_1, f_2, \ldots, f_n\}$, $S' = \{w_j : 1 \leq j \leq n\}$ and $S = A \setminus S$. Let $r^l = \sum_{i \in S'} p_i f_i = \sum_{i \geq \ell} p_i f_i$. By definition, $r^* + f_{\text{max}} \geq r^l \geq r^*$. Note that recall $R_{S'} = r^l / \sum_i p_i f_i \geq r^* / \sum_i p_i f_i = R_{S'} \geq \rho$. Due to the monotonicity check, the algorithm will return a solution with F-score $\geq F_{S'}$. Hence it suffices to give a lower bound on $P_{S'}$.

To do this observe that (1) $\sum_{i \in S' \setminus S_r} p_i f_i \leq \sum_{i \in S'} p_i f_i = \sum_{i \in S'} p_i f_i - \sum_{i \in S_r} p_i f_i \leq f_{\text{max}}$, and, (2) $\sum_{i \in S' \setminus \{f_i \in S_r\}} f_i \leq \frac{\sum_{i \in S'} p_i f_i}{p_{\ell + 1}} \leq \frac{(\sum_{i \in S'} p_i f_i + f_{\text{max}})}{p_{\ell + 1}} \leq \sum_{i \in S'} f_i + \frac{f_{\text{max}}}{p_{\ell + 1}}$. From (1) and (2), $\sum_{i \in S'} f_i \leq \sum_{i \in S'} f_i + \frac{f_{\text{max}}}{p_{\ell + 1}}$. Hence $P_{S'} = \frac{r^l}{1 - R_{S'} + \rho_{S'}} \geq \frac{r^*}{1 - R_{S'} + \rho_{S'}}$ and, $F_{S'} = \frac{2 \sum_{i \in S'} p_i f_i}{\sum_{i \in S'} f_i + \sum_i p_i f_i + f_{\text{max}} / p_{\ell + 1}}$. 

Note that the lower bound guaranteed by the algorithm differs from the optimal F-
score $F_5$, only by the addition of the error term $\frac{f_{\text{max}}}{p_{\ell+1}}$ to the denominator. Individual frequencies are likely to be small when the given corpus and the dictionary are large. At the same time $\ell$ and hence $p_{\ell+1}$ are determined solely by the recall budget. Therefore the error term $\frac{f_{\text{max}}}{p_{\ell+1}}$ is likely to be much smaller than the denominator for a large dictionary. Our experiments confirm this informal argument.

**Optimal F-Score without constraints.** Another surprising property of the algorithm we just described is that while it is not necessarily optimal in general, without the recall budget (i.e. with $\rho = 0$) this algorithm finds the solution with the globally optimal F-score. Naturally, the optimal solution can also be found using the slightly more involved Algorithm 7 with $k = n$. The proof of this claim can be found in [151].

### 5.4.2 Refinement Optimization for Multiple Dictionaries

The optimization problem becomes harder in the multiple dictionary case. In Section 5.4.2.1 we show that even for the simple firstname-lastname rule (rule $R_4$ in Figure 2.4) the optimization problem for size constraint is NP-hard; this problem was shown to be poly-time solvable for single dictionary. The case of recall constraint has already been shown to be NP-hard even for single-dictionary. Then in Section 5.4.2.2 we discuss some efficient algorithms that we evaluate experimentally.

#### 5.4.2.1 NP-hardness for Size Constraint

We give a reduction from the $k'$-densest subgraph problem in bipartite graphs which has been proved to be NP-hard in [48]\footnote{The complexity of the unconstrained multiple dictionary case $k = n$ or recall budget = 0, is an interesting open problem}. Here the input is a bipartite graph $H(U, V, E)$ with $n'$ vertices and $m'$ edges, and, an integer $k' < n'$. The goal is to select a subset of vertices $W \subseteq U \cup V$ such that $|W| = k'$ and the subgraph induced on $W$ has the maximum number of edges. We will denote the set of edges in the induced subgraph on $W$ (every edge in the subgraph has both its endpoints in $W$) by $E(W)$.

For simplicity, first we prove a weaker claim: removing a subset $S$ such that the the size of $S$ is exactly $k$ (as opposed to at most $k$) is NP-hard. Intuitively, the vertices correspond to
entries and the edges correspond to occurrences. We show that if the induced subgraph on a subset of vertices of size at most \( k' \) has a large number of edges, then removing entries in the complement of this subset results in this induced subgraph that gives a large residual F-score.

Given an instance of the \( k' \)-densest subgraph problem, we create an instance of the dictionary refinement problem as follows. The vertices in \( U \) and \( V \) respectively correspond to the entries in the firstname and lastname dictionaries in the firstname-lastname rule. Every edge \((u,v) \in E\) corresponds to a unique provenance expression \( \phi_{u,v} = uv \), where the entries \( u \) and \( v \) are chosen from these two dictionaries respectively. For each \((u,v) \in E\), there is one result with label 1 (Good), and one with label 0 (Bad). The parameter \( k \) in the dictionary refinement problem is \( k = n' - k' \). We show that there is a subset \( W \subseteq U \cup V \), such that \( |W| = k' \) and \( E(W) \geq q \) if and only if there is a subset \( S \) for the dictionary refinement problem such that \( |S| = k \) and \( F_{\bar{S}} \geq \frac{2}{q + 2} \).

The residual precision in the above reduction is a constant for all choices of \( S \), and therefore, the residual F-score is a monotone function of the residual recall. Hence the above reduction does not work for the relaxed constraint \( |S| \leq k \) (the residual recall is always maximized at \( S = \emptyset \), i.e. when \( k = 0 \), independent of the \( k' \)-densest subgraph solution).

**Outline of reduction for \( |S| \leq k \).** To strengthen the above reduction to work for the relaxed constraint \( |S| \leq k \), we do the following We retain the graph with a good and a bad occurrence for every edge as before. In addition, we add \( s = mn \) Good results that are unrelated to anything. These results will make the differences in the recall between solutions tiny (while preserving monotonicity in the size of \( E(W) \)). For every original entry \( u \in U \cup V \) corresponding to the vertices in the graph, we add \( s \) Bad results \((u,u_i)\) \( 1 \leq i \leq s \) connected to it. The entries \( \bigcup_{u \in U \cup V} \{u_i : 1 \leq i \leq s\} \) are called auxiliary-bad entries. This way the precision will be roughly equal to \( \frac{1}{n-k} \) (since these results dominate the total count) and hence solutions with smaller number of entries removed will have noticeably lower precision. It is also true that removing any of the auxiliary bad entries will have a tiny effect, so any optimal solution for the refinement problem will always remove the entries corresponding to graph vertices \( U \cup V \). The complete reduction is given in the
Appendix (Section A.3.3). This proves the following theorem:

**Theorem 5.7.** Maximization of the residual F-score for multiple dictionary refinement under size constraint is NP-hard even for the simple firstname-lastname rule (i.e., the rule $R_4$ in Figure 2.4).

### 5.4.2.2 Refinement Algorithms

Since multiple dictionary refinement problem is NP-hard under both size and recall constraints, we propose and evaluate two simple and efficient algorithms. These algorithms take the label (actual labels for labeled results, and estimated labels for unlabeled results) and the Boolean provenance for every result as input, and produce a subset of entries to remove across all dictionaries.

We take the greedy approach to compute the set of entries: select the entry in the next step that maximizes (1) $\Delta F$ for size constraint, and (2) $\Delta F / \Delta R$ for recall constraint. Here $\Delta F, \Delta R$ denote the changes in F-score and recall by deleting one additional entry. The implementation of both algorithms involves repeated computation of the $\text{surv}(S)$ sets after each entry is included to $S$. These algorithms stop if no further improvement in F-score is possible by deleting any entry or when the given size or recall budget is exhausted. These algorithms are empirically evaluated in Section 5.5.2.2.

### 5.5 Experiments

In this section we present examples and results for three purposes. First, in Section 5.5.1, we report various statistics on the datasets used in the experiments. This provides some intuitive understanding of the characteristic of the problem. Second, in Section 5.5.2, we evaluate the refinement algorithms on fully labeled datasets and compare their performance and efficiency; these results supplement the theoretical results derived earlier. Finally, we consider the refinement algorithms in conjunction with the label estimation step in Section 5.5.3 in order to evaluate their performance on partially labeled datasets.

**Experimental Settings.** We used SystemT v1.0.0 [114, 148], the information extraction system developed at IBM ResearchAlmaden, enhanced with a framework to support provenance of the results [118], for our experiments. The rules are specified in AQL (An-
notation Query Language), which is the rule language of SystemT. All experiments were implemented in Java with JDK 6.0, and run on a 64-bit Windows 7 machine with Intel(R) Core™ i7-2600 processor (4 GB RAM, 3.40 GHz).

5.5.1 Evaluation Datasets

We used two datasets in our experiments: CoNLL2003 (CONLL in short) and ACE2005 (ACE in short). These datasets are realistic in practical scenarios, and both have been used in official Named Entity Recognition competitions [5, 167]. Each dataset contains labeled results or occurrences, which conceptually are of the form: “(occurrence id, label)”, where the occurrence id is an abstraction of “(document id, begin offset, end offset)”, and the label is either Good or Bad (for true and false positives respectively). In this work splitting of a corpus into documents, and the location of the occurrences within a document play no role. The details of these datasets for single and multiple dictionary refinements are described in Figure 5.1. We considered two Person extractors to evaluate the single and multiple dictionary cases. While the single dictionary case used only one rule (like the rule $R_1$ in Figure 2.4) involving a single dictionary “name.dict” containing both first and last names, the multiple dictionary case used a Person extractor with 14 AQL rules and two more specific dictionaries “StrictFirst.dict” and “StrictLast.dict” containing first and last names respectively, along with a high-precision salutation dictionary (containing entries like “Mr.”, “Prof.”, etc.) that has already been refined and does not participate in the refinement process.

In Figure 5.2, we present some statistics on these two datasets in terms of single dictionary refinement. Figure 5.2 (i) shows that around 200 dictionary entries have precisions 0.05 or less in these two datasets, and motivates the importance of dictionary refinement. Although relative frequencies of most of the dictionary entries are small ($\leq 0.01$, as shown in Figure 5.2 (i)), Figure 5.2 (ii) shows that many entries have produced 5 or more bad occurrences.

---

34The dictionary size in the figure denotes the total number of entries across all dictionaries producing at least one occurrence.

35The number of entries producing 5 or more bad occurrences is 69 for CONLL and 36 for ACE, and the maximum number of bad occurrences for an entry is 101 for CONLL (produced by “september”) and 453 for ACE (produced by “re”).
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Corpus & CONLL & & ACE \\
\hline
Refinement & Single & Multiple & Single & Multiple \\
\hline
No. of documents & 945 & 274 & & \\
\hline
No. of AQL rules & 1 & 14 & 1 & 14 \\
\hline
Dictionary size & 1501 & 1357 & 704 & 664 \\
\hline
No. of matches & 6526 & 7448 & 4616 & 4619 \\
\hline
No. of true positives & 4721 & 6301 & 3327 & 3601 \\
\hline
No. of false positives & 1805 & 1147 & 1289 & 1018 \\
\hline
\end{tabular}
\caption{Details of evaluation data sets}
\end{table}

5.5.2 Dictionary Refinement with Full Labeling

Here we evaluate the algorithms proposed in Section 5.4 for single and multiple dictionary cases, both in terms of the resulting F-score after refinement and the runtime.

5.5.2.1 Refinement Algorithms for Single Dictionary Case

For size constraint, we compare Algorithm 7 with three other natural approaches on both CONLL and ACE datasets. The algorithms compared are (see Figure 5.3 (i)): (1) \textit{K-Optimal}: the optimal algorithm presented in Algorithm 7 with $\Delta = 0.001$, (2) \textit{K-Greedy}: the next entry is selected greedily that gives the maximum increment in F-score \textit{i.e.}, maximizes $\Delta F$ at each step), (3) \textit{K-BadFraction}: chooses the top-k entries in the decreasing order of fraction of Bad results (or, increasing order of individual empirical precisions), (4) \textit{K-BadCount}: chooses the top-k entries in the decreasing order of the number of Bad results produced by the entries.

For recall constraint, we compare our near-optimal algorithm discussed in Section 5.4.1.2) with three other natural choices. The algorithms compared are (see Figure 5.3 (ii)): (1) \textit{RecBudget-Near-Opt}: the near-optimal algorithm that selects entries in increasing order of individual empirical precisions, (2) \textit{RecBudget-Greedy}: the greedy algorithm similar to K-Greedy (that maximizes $\Delta F$ at each step), (3) \textit{RecBudget-Greedy-FR}: the greedy algorithm that maximizes the incremental improvement in F-score relative to the decrease in recall.
Figure 5.2: Histograms for statistics of the data: (i) Fraction of bad results produced by entries and relative frequencies of entries, (ii) Count of bad results produced by entries.

(i.e., maximizes $\Delta F/\Delta R$ at each step), (4) RecBudget-BadCount: chooses the top-k entries in the decreasing order of the number of bad results produced by the entries. Each algorithm is run until the given recall budget $\rho$ is exhausted.

Observations. For size constraint, K-Optimal and K-Greedy perform better than selecting by the fraction or number of bad results, and their performance gap is negligible on our datasets (Example 5.5 shows that K-Greedy may not give optimal results for some datasets). On the other hand, for recall constraint, RecBudget-Near-Opt and RecBudget-Greedy-FR have similar performance and are better than selecting entries by $\Delta F$ or the number of bad results. In fact, it can be shown that the conditions for these two algorithms (sorting by fraction of bad results and selecting by $\Delta F/\Delta R$) are approximately equivalent assuming both $F$ and $R$ to be continuous functions of entry precisions (i.e., approximating $\Delta F/\Delta R$ by $dF/dR$).

Figure 5.4 gives the running time of the best two algorithms for both size and recall constraints, averaged over 100 runs. This figure shows that the algorithms are efficient and therefore can be embedded in interactive tools. The greedy algorithms take more time than the (near) optimal algorithms at higher (lower) values of $k$ ($\rho$). For size constraint, optimal and greedy respectively run in $O(n \log n)$ and $O(kn)$ time, $n$ being the number
Figure 5.3: Performance of refinement optimization algorithms for single dictionary: (i) Size constraint, (ii) Recall constraint

of dictionary entries; the running times are similar for recall constraint. For $\Delta = 0.001$, K-Optimal converges in only 5 to 6 iterations. The benefit in running time is expected more for larger datasets, and therefore K-Optimal and RecBudget-Near-Opt should be used in practice.

5.5.2.2 Refinement Algorithms for Multiple Dictionary Case

For the multiple dictionary case, we compare the greedy algorithms proposed in Section 5.4.2 with other obvious approaches. The algorithms compared for size constraint are (see Figure 5.5 (i)): (1) K-Greedy: selects the next entry giving maximum $\Delta F$, (2) K-BadCount: selects the next entry that has produced the maximum number of Bad results, (3) K-BadFrac: selects the next entry that has the maximum fraction of Bad results among the results it has produced.

The corresponding algorithms for recall constraint are (1) RecBudget-Greedy-FR (selects the next entry giving maximum $\Delta F / \Delta R$), (2) RecBudget-BadCount, and (3) RecBudget-BadFrac (see Figure 5.5 (ii)).

Observations. Figure 5.5 shows that the proposed greedy algorithms perform better than the other algorithms for both size and recall constraints. Figure 5.4 compares the
Figure 5.4: Running times of refinement algorithms for single dictionary: (i) Size constraint, (ii) Recall constraint

running time of the best two algorithms for both size and recall constraints (greedy and sorting by the fraction of bad results), averaged over 10 runs. Naturally, K-BadFrac and RecBudget-BadFrac have better running time than the greedy algorithms as they involve a single round of sorting of the entries. Then the entries are selected according to this order. The greedy algorithms needs to compute $\Delta F$ or $\Delta F/\Delta R$ at each step for every remaining entry $w$. This requires deciding whether the provenance expressions of the results produced by $w$ evaluates to False when $w$ is selected in addition to the entries already chosen for deletion. The runtime for RecBudget-Greedy-FR is high even at $\rho = 1.0$ (unlike K-Greedy at $k = 0$) since even then many entries may get deleted that produce no Good results. K-Greedy and K-BadFrac give similar F-scores at higher values of $k$, so K-BadFrac may be used for some practical purposes at these values of $k$.

5.5.3 Dictionary Refinement with Incomplete Labeling

Now we evaluate our label estimation approaches for incomplete labeling, i.e., when some of the results are not labeled as Good or Bad. The label of each unlabeled results will be estimated using the labeled results using the algorithms in Section 5.3; for the labeled results, their actual labels will be retained. Our proposed algorithms in Section 5.4 will
Figure 5.5: Refinement algorithms for multiple dictionary: (i) Size Vs. F-score, (ii) Recall budget Vs. F-score

be evaluated on the entire dataset. This we will refer to as the ESTIMATED approach in the figures (Figure 5.7 and 5.8). The ESTIMATED approach will be compared against the NOT-ESTIMATED approach, where the algorithms are run only on the labeled result set.

We vary the fraction of labeled results compared to the entire dataset in the figures. The set of deleted entries returned by each algorithm for both ESTIMATED and NOT-ESTIMATED approach are evaluated against the actual Good/Bad labels for the entire result set to obtain the F-score after refinement. In each run, a random subset of the results is considered as the labeled result set according to the desired fraction of labeled results. The algorithms are repeated for 10 runs, using different random subsets of labeled results (varying the initial random seed), and the mean F-scores are plotted in Figure 5.7 and 5.8.

5.5.3.1 Incomplete Labeling for Single Dictionary Case

As mentioned in Section 5.3.3 (Observation 5.2), the label of an occurrence produced by an entry is simply the empirical entry-precision of the entry (fraction of Good counts, and 0.5 if no occurrences are labeled), and therefore, the EM algorithm is not run for this case. Figure 5.7 (i) shows that, for size constraint, ESTIMATED approach gives better F-score over NOT-ESTIMATED and the benefit is higher when fewer results are labeled.
Figure 5.6: Running time for multiple dictionary (i) Size Vs. Time, (ii) Recall Budget Vs. Time

(both approaches are equivalent when fraction of labeled results = 1). However, for recall constraint and RecBudget-Near-Opt, both approaches give essentially the same result. This is as expected, since the entries are chosen according to the fraction of Bad results which is the same for both labeled and entire resultset.

5.5.3.2 Incomplete Labeling for Multiple Dictionary Case

We first estimate the entry-precisions by the EM algorithm that uses the provenance of the labeled results (ref. Section 5.3.3) and their labels. The EM algorithm is fast enough for practical applications (it converges in about 15-20 steps and takes about 2 seconds to run). Then the label of the unlabeled results are estimated by evaluating their provenance using the estimated entry-precisions (ref. Section 5.3.2). Figure 5.8 shows that ESTIMATED approach is better or at least as good as the NOT-ESTIMATED approach. However, the improvement is not as good as the single dictionary case due to the simplified independence assumptions. It will be an important future work to have a more accurate estimation of the labels incorporating correlations among entries.
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Figure 5.7: Effect of the labeled data size on F-score for single dictionary (i) Size constraint, (ii) Recall constraint.

5.5.3.3 Qualitative Evaluation

We conclude our experiments by qualitatively evaluating the entries returned by our algorithms on small labeled data. In Figure 5.9, we show some of the entries returned by our algorithms (the optimal algorithm K-Optimal for size constraint, and the near-optimal algorithm for recall-constraint RecBudget-Near-Opt) in the single dictionary case. This figure gives the first 10 entries in an arbitrary run of the algorithms when 1/10-th of the results are labeled, and shows the counts of Good and Bad results for these entries in both labeled data and the entire data set. Clearly, these entries are incorrect or ambiguous as Person names. We see that the entries removed by the near-optimal algorithm for recall budget are the ones with fraction of Bad results being 1 (they improve precision and F-score without reducing recall). However, for the optimal under size constraint, entries with non-zero Good counts may also be chosen as the number of Good and Bad results also play an important role.
Figure 5.8: Effect of the labeled data size on F-score for multiple dictionary (i) Size constraint, (ii) Recall constraint.

5.6 Related Work

Previous work on entity extraction from lists on the web (e.g., [73]), open information extraction (e.g., [8, 177]) and dictionary learning (e.g., [150]) addresses the problem of creating new dictionaries of terms from unstructured or semi-structured data sources by exploiting contextual patterns or the structure of web pages. Our work is complementary to these approaches, and can be used to further refine such automatically generated dictionaries.

Liu et al. [118] proposed a provenance-based framework for refining information extraction rules. They showed how to use provenance to compute high-level changes, a specific intermediate result whose removal from the output of an operator causes the removal of a false positive from the result, and how multiple high-level changes can be realized via a low-level change: a concrete change to the operator that removes one or more intermediate results from the output of the operator. While [118] focused on the general refinement framework based on high-level and low-level changes, it did not go into depth about the problems of computing specific types of low-level changes. In [151], we formally study one specific and important type of low-level change, that of refining
dictionaries used in an extractor, especially in the presence of sparse labeled data which
was not considered in [118]. Moreover, our study of the single dictionary refinement
problem is of independent interest: our solution is useful in refining manually or auto-
matically generated dictionaries that can be used as basic features not only in rule-based,
but also statistical (machine learning) information extraction systems.

Also related are recent studies on causality [125] and deletion propagation [35, 108]. In
[125], the input consists of source tuples, an output Boolean vector and a ground truth
Boolean vector, and the goal is to compute the responsibility of every source tuple using
modifications to the source tuples such that the output is identical to the ground truth.
In other words, the modifications should remove all incorrect results, while keeping all
correct results. On the other hand, [35, 108] study the problem of deleting an incorrect
answer tuple of a SPJU query while minimizing the view-side-effect, i.e. the number of
other answer tuples deleted. We consider extractors consisting essentially of SPJU queries,
where dictionary entries correspond to source tuples and extraction results correspond
to outputs. As such, our work can be seen as an alternative objective for these related problems that tries to balance between deletion of incorrect tuples while keeping the correct tuples. In addition, we seek refinements that generalize well in practice, and do not restrict ourselves to obtaining the expected extraction result on the labeled data, which is not useful in our information extraction scenario. To the best of our knowledge, ours is the first formal study of dictionary refinement for rule-based information extraction.

5.7 Conclusions

In this work, we defined and studied one important aspect of building a high quality information extraction, that of refining dictionaries used in the extractor. We provided rigorous theoretical analysis and experimental evaluation of the optimization problems that such refinement entails. In addition, we proposed and evaluated statistical approaches for coping with the scarcity of labeled data. First and foremost, our experimental results show that dictionary refinement can significantly increase the quality (i.e. F-score) of the extraction results using even a small amount of labeled data. Further, our experimental results show which of the several natural baseline refinement algorithms perform better on real data sets. Our proposed algorithms and label estimation techniques perform better than the other approaches.

There are several interesting future directions. So far, we have only considered positive queries, whereas the difference operation in the extractor rules may be sometimes necessary. Since dictionaries are expected to contain large number of entries, efficient handling of large provenance graphs from an extractor with difference operators poses practical challenges. We would also like to explore a more detailed modeling of correlations between entries and occurrences, as well as analyze the choice of rule refinement. Finally, since manually labeling results is a time-consuming process, adaptively labeling a corpus for dictionary refinement given a budget on the number of labels is another important future direction.
Chapter 6

Provenance Views for Module Privacy

In the previous three chapters, we used Boolean provenance to derive uncertain information in the input or the output in the relational setting. In general, data provenance is useful to understand and debug an experiment or transaction in domains like scientific research and business processes. These applications involve more complex data (files) than tuples, and more complicated processes (sophisticated algorithms) than relational queries. In contrast to fine-grained Boolean provenance, coarse-grained workflow provenance is more useful in this regard, which simply records the data values and processes used in the generation of a result (see the discussion in Chapter 2). However, substantial investments in developing a workflow and its components, and the presence of proprietary and sensitive elements, restrict publishing and using provenance information in these domains. In particular, in this dissertation we focus on privacy of proprietary or commercial modules when they belong to a workflow, which is a key component in scientific research to capture the processes and data flows in an experiment. This chapter presents our first work in module privacy in workflow provenance, that shows how intentionally introducing uncertainty in the provenance information allows publishing provenance while ensuring module privacy.
6.1 Overview

As discussed in Section 2.2, the importance of data provenance has been widely recognized in the context of workflows, a set of modules inter-connected via data paths to model and formalize a task like scientific experiment or a business process. A module in a workflow can be abstracted as a function that takes an input and produces an output. Modules used in scientific workflows may be proprietary (e.g., commercial software), where the owner of the module wants to ensure that the module functionality (i.e., the output for a given input) is not revealed from the published provenance information. In [63] we focus on the problem of preserving the privacy of module functionality, i.e. the mapping between input and output values produced by the module (rather than the actual algorithm that implements it).

To ensure the privacy of module functionality, we extend the notion of $\ell$-diversity [121] to our network setting\(^{36}\): A module with functionality $m$ in a workflow is said to be $\Gamma$-private if for every input $x$, the actual value of the output $m(x)$ is indistinguishable from $\Gamma - 1$ other possible values w.r.t. the visible data values in the provenance relation. This is achieved by carefully selecting a subset of data items and hiding those values in all executions of the workflow – i.e. by showing the user a view of the provenance relation for the workflow in which the selected data items (attributes) are hidden. $\Gamma$-privacy of a module ensures that even with arbitrary computational power and access to the view for all possible executions of workflow, an adversary can not guess the correct value of $m(x)$ with probability $> \frac{1}{\Gamma}$.

To reflect the fact that some data may be more valuable to the user than other data, we assign a cost to each data item in the workflow, which indicates the utility lost to the user when the data value is hidden. Identical privacy guarantees can be achieved by hiding different subsets of data of different cost. Further, a workflow may have data sharing (i.e. computed data items from a module can be passed as input to more than one module in the workflow). Therefore hiding some data can be used to guarantee privacy for more than one module in the network.

\(^{36}\)In the Related Work, we discuss why a stronger notion of privacy, like differential privacy, is not suitable here.
The problem we address in this work is the following: Given a workflow $W$, cost of each data item in the workflow, and a privacy parameter $\Gamma$, minimize the cost of hidden data while guaranteeing that individual private modules in the given workflow are $\Gamma$-private. We call this the secure-view problem. We formally define the problem, study its complexity, and offer algorithmic solutions. We summarize our contributions in this chapter below.

1. We formalize the notion of $\Gamma$-privacy of a private module when it is a standalone entity (standalone privacy) as well as when it is a component of a workflow (with arbitrary directed acyclic graph structure and arbitrary data sharing) interacting with other modules (workflow privacy).

2. For standalone modules, we analyze the computational and communication complexity of obtaining a minimal cost set of input/output data items to hide such that the remaining, visible attributes guarantee $\Gamma$-privacy (a safe subset). We call this the standalone secure-view problem. Although finding the optimal solution to this problem has an exponential lower bound on time complexity, we argue that the trivial exponential-time algorithms to find the optimal solutions or expert-knowledge from the module designers may be acceptable for a single module having much fewer inputs and outputs.

3. Then we study workflows in which all modules are private, i.e. modules for which the user has no a priori knowledge and whose behavior must be hidden. For such all-private workflows, we analyze the complexity of finding a minimum cost set of data items in the workflow, as a whole, to hide such that the remaining visible attributes guarantee $\Gamma$-privacy for all modules. We call this the workflow secure-view problem. Although the privacy of a module within a workflow is inherently linked to the workflow topology and functionality of other modules, we are able to show that guaranteeing workflow secure-views in this setting essentially reduces to implementing the standalone privacy requirements for each module. We then study two variants of the workflow secure-view problem, one in which module privacy is specified in terms of attribute sets (set constraints) and one in which module privacy is specified in terms of input/output cardinalities (cardinality constraints). Both
variants are easily shown to be NP-hard, and we give poly-time approximation algorithms for these problems. While the cardinality constraints version has an linear-programming-based $O(\log n)$-approximation algorithm, the set constraints version is much harder to approximate. However, both variants becomes more tractable when the workflow has bounded data sharing, i.e. when a data item acts as input to a small number of modules. In this case a constant factor approximation is possible, although the problem remains NP-hard even without any data sharing.

4. Then we consider general workflows, i.e workflows which contain private modules as well as modules whose behavior is known (public modules). Here we show that ensuring standalone privacy of private modules no longer guarantees their workflow privacy. However, by making some of the public modules private (privatization) we can attain workflow privacy of all private modules in the workflow. Since privatization has a cost, the optimization problem, becomes much harder: Even without data sharing the problem is $\Omega(\log n)$-hard to approximate. However, for both all-private and general workflows, there is an LP-based $\ell_{\text{max}}$-approximation algorithm, where $\ell_{\text{max}}$ is the length of longest requirement list for any module.

**Organization.** Section 6.2 formalizes the notions of $\Gamma$-privacy of a module, both when it is standalone and when it appears in a workflow. The secure-view problem for standalone module privacy is studied in Section 6.3. Section 6.4 then studies the problem for workflows consisting only of private modules, whereas Section 6.5 generalizes the results to general workflows consisting of both public and private modules. Finally we conclude and discuss directions for future work in Section 6.7.

### 6.2 Module Privacy

Here we formally define module privacy with respect to workflow provenance. We first consider the privacy of a single module, which we call *standalone module privacy*. Then we consider privacy when modules are connected in a workflow, which we call *workflow module privacy*. 
6.2.1 Standalone Module Privacy

Our approach to ensuring standalone module privacy, for a module represented by the relation $R$, will be to hide a carefully chosen subset of $R$’s attributes. In other words, we will project $R$ on a restricted subset $V$ of attributes (called the visible attributes of $R$), allowing users access only to the view $R_V = \pi_V(R)$. The remaining, non-visible, attributes of $R$ are called hidden attributes.

We distinguish below two types of modules. (1) Public modules whose behavior is fully known to users when the name of the module is revealed. Here users have a priori knowledge about the full content of $R$ and, even if given only the view $R_V$, they are able to fully (and exactly) reconstruct $R$. Examples include reformatting or sorting modules. (2) Private modules where such a priori knowledge does not exist, even if the name of the module is revealed. Here, the only information available to users, on the module’s behavior, is the one given by $R_V$. Examples include proprietary software, e.g. a genetic disorder susceptibility module.

Given a view (projected relation) $R_V$ of a private module $m$, the possible worlds of $m$ are all the possible full relations (over the same schema as $R$) that are consistent with $R_V$ w.r.t the visible attributes. Formally,

**Definition 6.1.** Let $m$ be a private module with a corresponding relation $R$, having input and output attributes $I$ and $O$, resp., and let $V \subseteq I \cup O$. The set of possible worlds for $R$ w.r.t. $V$, denoted $\text{Worlds}(R, V)$, consist of all relations $R'$ over the same schema as $R$ that satisfy the functional dependency $I \rightarrow O$ and where $\pi_V(R') = \pi_V(R)$.

**Example 6.2.** Consider the example workflow and provenance relations in Figure 2.5 which we will use as a running example in this section. Returning to module $m_1$, suppose the visible attributes are $V = \{a_1, a_3, a_5\}$ resulting in the view $R_V$ in Figure 6.1a. For clarity, we have added $I \cap V$ (visible input) and $O \cap V$ (visible output) above the attribute names to indicate their role. Naturally, $R_1 \in \text{Worlds}(R_1, V)$. Figure 6.1 shows four additional sample relations $R_1^1, R_1^2, R_1^3, R_1^4$ in $\text{Worlds}(R_1, V)$, such that $\forall i \in [1, 4], \pi_V(R_i^1) = \pi_V(R_1) = R_V$. (Overall there are sixty four relations in $\text{Worlds}(R_1, V)$).

To guarantee privacy of a module $m$, the view $R_V$ should ensure some level of uncertainty w.r.t the value of the output $m(\pi_I(t))$, for tuples $t \in R$. To define this, we introduce
Definition 6.3. Let \( m \) be a private module with a corresponding relation \( R \) having input and output attributes \( I \) and \( O \) resp. Then \( m \) is \( \Gamma \)-standalone-private w.r.t a set of visible attributes \( V \), if for every tuple \( x \in \pi_I(R) \), \( |\text{out}_{x,m}| \geq \Gamma \), where \( \text{out}_{x,m} = \{ y | \exists R' \in \text{Worlds}(R,V), \exists t' \in R' \text{ s.t } x = \pi_I(t') \land y = \pi_O(t') \} \).

If \( m \) is \( \Gamma \)-standalone-private w.r.t. \( V \), then we will call \( V \) a safe subset for \( m \) and \( \Gamma \).

\( \Gamma \)-standalone-privacy implies that for any input the adversary cannot guess \( m \)'s output with probability \( \geq \frac{1}{\Gamma} \), even if the module is executed an arbitrary number of times.
Example 6.4. It can be verified that, if \( V = \{a_1, a_3, a_5\} \) then for all \( x \in \pi_I(R_1) \), \( |\text{OUT}_x| \geq 4 \), so \( \{a_1, a_3, a_5\} \) is safe for \( m_1 \) and \( \Gamma = 4 \). As an example, from Figure 6.1, when \( x = (0,0) \), \( \text{OUT}_{x,m} \supseteq \{(0,0,1),(0,1,1),(1,0,0),(1,1,0)\} \) (hidden attributes are underlined). Also, hiding any two output attributes from \( O = \{a_3, a_4, a_5\} \) ensures standalone privacy for \( \Gamma = 4 \), e.g., if \( V = \{a_1, a_2, a_3\} \) (i.e. \( \{a_4, a_5\} \) are hidden), then the input \((0,0)\) can be mapped to one of \((0,0,0),(0,0,1),(1,0,0)\) and \((1,1,1)\); this holds for other assignments of input attributes as well. But, \( V = \{a_3, a_4, a_5\} \) (i.e. when only input attributes are hidden) is not safe for \( \Gamma = 4 \): for any input \( x \), \( \text{OUT}_{x,m} = \{(0,1,1),(1,1,0),(1,0,1)\} \), containing only three possible output tuples.

There may be several safe subsets \( V \) for a given module \( m \) and parameter \( \Gamma \). Some of the corresponding \( R_V \) views may be preferable to others, e.g. they provide users with more useful information, allow to answer more common/critical user queries, etc. Let \( \overline{V} = (I \cup O) \setminus V \) denote the attributes of \( R \) that do not belong to the view. If \( c(\overline{V}) \) denotes the penalty of hiding the attributes in \( \overline{V} \), a natural goal is to choose a safe subset \( V \) that minimizes \( c(\overline{V}) \). To understand the difficulty of this problem, we study a version of the problem where the cost function is additive: each attribute \( a \) has some penalty value \( c(a) \) and the penalty of hiding \( \overline{V} \) is \( c(\overline{V}) = \sum_{a \in \overline{V}} c(a) \). We call this optimization problem the standalone Secure-View problem and discuss it in Chapter 6.

6.2.1.1 Workflow Module Privacy

To define privacy in the context of a workflow, we first extend our notion of possible worlds to a workflow view. Consider the view \( R_V = \pi_V(R) \) of a workflow relation \( R \). Since the workflow may contain private as well as public modules, a possible world for \( R_V \) is a full relation that not only agrees with \( R_V \) on the content of the visible attributes, but is also consistent w.r.t the expected behavior of the public modules. In the following definitions, \( m_1, \cdots, m_n \) denote the modules in the workflow \( W \) and \( F \) denotes the set of functional dependencies \( I_i \rightarrow O_i, i \in [1,n] \) in the relation \( R \).

Definition 6.5. The set of possible worlds for the workflow relation \( R \) w.r.t. \( V \), denoted also \( \text{Worlds}(R,V) \), consists of all the relations \( R' \) over the same attributes as \( R \) that satisfy the functional dependencies in \( F \) and where (1) \( \pi_V(R') = \pi_V(R) \), and (2) for every public module \( m \),
in $W$ and every tuple $t' \in R'$, $\pi_{O_i}(t') = m_i(\pi_I(t'))$.

Note that when a workflow consists only of private modules, the second constraint does not need to be enforced. We call these all-private workflows and study them in Chapter 6. We discuss workflows with both public and private modules in Chapter 6 and 7, and argue that attaining privacy in the presence of public modules is fundamentally harder.

We are now ready to define the notion of $\Gamma$-workflow-privacy, for a given parameter $\Gamma \geq 1$. Informally, a view $R_V$ is $\Gamma$-workflow-private if for every tuple $t \in R$, and every private module $m_i$ in the workflow, the possible worlds $\text{Worlds}(R, V)$ contain at least $\Gamma$ distinct output values that could be the result of $m_i(\pi_I(t))$.

**Definition 6.6.** A private module $m_i$ in $W$ is $\Gamma$-workflow-private w.r.t a set of visible attributes $V$, if for every tuple $x \in \pi_I(R)$, $|\text{OUT}_{x,W}| \geq \Gamma$, where $\text{OUT}_{x,W} = \{y \mid \exists R' \in \text{Worlds}(R, V), \forall t' \in R' \ x = \pi_I(t') \Rightarrow y = \pi_O(t')\}$.

$W$ is called $\Gamma$-private if every private module $m_i$ in $W$ is $\Gamma$-workflow-private. If $W$ (resp. $m_i$) is $\Gamma$-private ($\Gamma$-workflow-private) w.r.t. $V$, then we call $V$ a safe subset for $\Gamma$-privacy of $W$ ($\Gamma$-workflow-privacy of $m_i$).

For simplicity, in the above definition we assumed that the privacy requirement of every module $m_i$ is the same $\Gamma$. The results and proofs in Chapter 6 and 7 remain unchanged when different modules $m_i$ have different privacy requirements $\Gamma_i$.

In these chapters, for a set of visible attributes $V \subseteq A$, $\overline{V} = A \setminus V$ will denote the hidden attributes in the workflow. The following proposition is easy to verify, and will be used in our proofs:

**Proposition 6.7.** If $V$ is a safe subset for $\Gamma$-workflow-privacy of a module $m_i$ in $W$, then any $V'$ such that $V' \subseteq V$ (or, $\overline{V'} \supseteq \overline{V}$) also guarantees $\Gamma$-workflow-privacy of $m_i$.

As we illustrate later, given a workflow $W$ and a parameter $\Gamma$ there may be several incomparable (in terms of set inclusion) safe subsets $V$ for $\Gamma$-privacy of $W$. Our goal is to choose one that minimizes the penalty $c(\overline{V}) = \Sigma_{a \in \overline{V}} c(a)$ of the hidden attributes $\overline{V}$. This we call the workflow Secure-View problem, or simply the Secure-View problem, and study this optimization problem in Chapter 6 and 7.
In our complexity results, we will see the implication of limited data sharing, i.e., when the output of a module is fed as input to several modules in a workflow. We define the degree of data sharing in a workflow as follows:

**Definition 6.8.** A workflow $W$ is said to have $\gamma$-bounded data sharing if every attribute in $W$ can appear in the left hand side of at most $\gamma$ functional dependencies $I_i \rightarrow O_i$.

In the workflow in Figure 2.5, $\gamma = 2$. Intuitively, if a workflow has $\gamma$-bounded data sharing then a data item can be fed as input to at most $\gamma$ different modules.

### 6.3 Standalone Module Privacy

We start our study of workflow privacy by considering the privacy of a standalone module, which is the simplest special case of a workflow. Hence understanding it is a first step towards understanding the general case. We will also see that standalone-privacy guarantees of individual modules may be used as building blocks for attaining workflow privacy.

We analyze below the time complexity of obtaining (minimal cost) guarantees for standalone module privacy. Though the notion of $\Gamma$-standalone-privacy is similar to the well-known notion of $\ell$-diversity [121], to the best of our knowledge the time complexity of this problem has not been studied.

**Optimization problems and parameters.** Consider a standalone module $m$ with input attributes $I$, output attributes $O$, and a relation $R$. Recall that a visible subset of attributes $V$ is called a safe subset for module $m$ and privacy requirement $\Gamma$, if $m$ is $\Gamma$-standalone-private w.r.t. $V$ (see Definition 6.3). If each attribute $a \in I \cup O$ has cost $c(a)$, the standalone Secure-View problem aims to find a safe subset $V$ s.t. the cost of the hidden attributes, $\sum_{a \in V} c(a)$, is minimized. The corresponding decision version will take a cost limit $C$ as an additional input, and decide whether there exists a safe subset $V$ such that $\sum_{a \in V} c(a) \leq C$.

One natural way of solving the optimization version of the standalone Secure-View problem is to consider all possible subsets $V \subseteq I \cup O$, check if $V$ is safe, and return the
safe subset \( V \) s.t. \( c(V) \) is minimized. This motivates us to define and study the simpler \textit{Safe-View problem}, which takes a subset \( V \) as input and decides whether \( V \) is a safe subset.

To understand how much of the complexity of the standalone \textit{Secure-View} problem comes from the need to consider different subsets of attributes, and what is due to the need to determine the safety of subsets, we study the time complexity of standalone \textit{Secure-View}, with and without access to an oracle for the \textit{Safe-View problem}, henceforth called a \textit{Safe-View oracle}. A \textit{Safe-View oracle} takes a subset \( V \subseteq I \cup O \) as input and answers whether \( V \) is safe. In the presence of a \textit{Safe-View oracle}, the time complexity of the \textit{Safe-View} problem is mainly due to the number of oracle calls, and hence we study the \textit{communication complexity}. Without access to such an oracle, we also study the \textit{computational complexity} of this problem.

In our discussion below, \( k = |I| + |O| \) denotes the total number of attributes in the relation \( R \), and \( N \) denotes the number of rows in \( R \) (i.e. the number of executions). Then \( N \leq \prod_{a \in I} |\Delta_a| \leq \delta^{|I|} \leq \delta^k \) where \( \Delta_a \) is the domain of attribute \( a \) and \( \delta \) is the maximum domain size of attributes.

### 6.3.1 Lower Bounds

We start with lower bounds for the \textit{Safe-View} problem. Observe that this also gives lower bounds for the standalone \textit{Secure-View} problem without a \textit{Safe-View oracle}. To see this, consider a set \( V \) of attributes and assume that each attribute in \( V \) has cost \( > 0 \) whereas all other attributes have cost zero. Then \textit{Safe-View} has a positive answer for \( V \) iff the standalone \textit{Secure-View} problem has a solution with cost \( = 0 \) (i.e. one that hides only the attributes \( V \)).

**Communication complexity of \textit{Safe-View}**. Given a visible subset \( V \subseteq I \cup O \), we show that deciding whether \( V \) is safe needs \( \Omega(N) \) time. Note that just to read the table as input takes \( \Omega(N) \) time. So the lower bound of \( \Omega(N) \) does not make sense unless we assume the presence of a \textit{data supplier} (we avoid using the term “oracle” to distinguish it from \textit{Safe-View oracle}) which supplies the tuples of \( R \) on demand: Given an assignment \( x \) of the input attributes \( I \), the data supplier outputs the value \( y = m(x) \) of the output
attributes $O$. The following theorem shows the $\Omega(N)$ communication complexity lower bound in terms of the number of calls to the data supplier; namely, that (up to a constant factor) one indeed needs to view the full relation.

**Theorem 6.9. (Safe-View Communication Complexity)** Given a module $m$, a subset $V \subseteq I \cup O$, and a privacy requirement $\Gamma$, deciding whether $V$ is safe for $m$ and $\Gamma$ requires $\Omega(N)$ calls to the data supplier, where $N$ is the number of tuples in the relation $R$ of $m$.

*Proof sketch.* This theorem is proved by a reduction from the set-disjointness problem, where Alice and Bob hold two subsets $A$ and $B$ of a universe $U$ and the goal is decide whether $A \cap B \neq \emptyset$. This problem is known to have $\Omega(N)$ communication complexity where $N$ is the number of elements in the universe (details are in Appendix A.4.1).

**Computational Complexity of Safe-View:** The above $\Omega(N)$ computation complexity of Safe-View holds when the relation $R$ is given explicitly tuple by tuple. The following theorem shows that even when $R$ is described implicitly in a succinct manner, there cannot be a poly-time (in the number of attributes) algorithm to decide whether a given subset $V$ is safe unless $P = NP$ (proof is in Appendix A.4.2).

**Theorem 6.10. (Safe-View Computational Complexity)** Given a module $m$ with a poly-size (in $k = |I| + |O|$) description of functionality, a subset $V \subseteq I \cup O$, and a privacy requirement $\Gamma$, deciding whether $V$ is safe w.r.t. $m$ and $\Gamma$ is co-NP-hard in $k$.

*Proof sketch.* The proof of this theorem works by a reduction from the UNSAT problem, where given a Boolean CNF formula $g$ on variables $x_1, \ldots, x_\ell$, the goal is to decide whether, for all assignments of the variables, $g$ is not satisfiable. Here given any assignment of the variables $x_1, \ldots, x_\ell$, $g(x_1, \ldots, x_\ell)$ can be evaluated in polynomial time, which simulates the function of the data supplier.

**Lower Bound of Standalone Secure-View with a Safe-View Oracle:** Now suppose we have access to a Safe-View oracle, which takes care of the “hardness” of the Safe-View problem given in Theorems 6.9 and 6.10, in constant time. The oracle takes a visible subset $V \subseteq I \cup O$ as input, and answers whether $V$ is safe for module $m$ and privacy requirement $\Gamma$. The following theorem shows that the decision version of standalone Secure-View remains hard (i.e. not solvable in poly-time in the number of attributes):
Theorem 6.11. *(Standalone Secure-View Communication Complexity, with Safe-View oracle)* Given a Safe-View oracle and a cost limit C, deciding whether there exists a safe subset \( V \subseteq I \cup O \) with cost bounded by C requires \( 2^{\Omega(k)} \) oracle calls, where \( k = |I| + |O| \).

*Proof sketch.* The proof of this theorem involves a novel construction of two functions, \( m_1 \) and \( m_2 \), on \( \ell \) input attributes and a single output attribute, such that for \( m_1 \) the minimum cost of a safe subset is \( \frac{3\ell}{4} \) whereas for \( m_2 \) it is \( \frac{\ell}{2} \) (\( C = \frac{\ell}{2} \)). In particular, for both \( m_1 \) and \( m_2 \), all subsets of size \( < \frac{\ell}{4} \) are safe and all other subsets are unsafe, except that for \( m_2 \), there is exactly one special subset of size \( \frac{\ell}{2} \) such that this subset and all subsets thereof are safe.

We show that for an algorithm using \( 2^{o(k)} \) calls, there always remains at least one special subset of size \( \frac{\ell}{2} \) that is consistent with all previous answers to queries. Hence after \( 2^{o(k)} \) calls, if the algorithm decides that there is a safe subset with cost \( \leq C \), we choose \( m \) to be \( m_1 \); on the other hand, if it says that there is no such subset, we set \( m = m_2 \). In both the cases the answer of the algorithm is wrong which shows that there cannot be such an algorithm distinguishing these two cases with \( 2^{o(k)} \) calls (details appear in Appendix A.4.3). \( \quad \square \)

### 6.3.2 Upper Bounds

The lower bound results given above show that solving the standalone Secure-View problem is unlikely in time sub-exponential in \( k \) or sub-linear in \( N \). We now present algorithms for solving the Secure-View and Safe-View problems, in time polynomial in \( N \) and exponential in \( k \).

First note that, with access to a Safe-View oracle, the standalone Secure-View problem can be easily solved in \( O(2^k) \) time, by calling the oracle for all \( 2^k \) possible subsets and outputting the safe subset with minimum cost.

Without access to a Safe-View oracle, we first “read” relation \( R \) using \( N \) data supplier calls. Once \( R \) is available, the simple algorithm sketched below implements the Safe-View oracle (i.e. tests if a set \( V \) of attributes is safe) and works in time \( O(2^kN^2) \):

For a visible subset \( V \), we look at all possible assignments to the attributes in \( I \setminus V \). For each input value we then check if it leads to at least \( \frac{1}{\prod_{a \in O \setminus V} |\Delta_a|} \) different values of the visible output attributes in \( O \cap V \) (\( \Delta_a \) is the domain of attribute \( a \)). This is a necessary
and sufficient condition for guaranteeing $\Gamma$ privacy, since by all possible $\prod_{a \in O \setminus V} |\Delta_a|$ extensions of the output attributes, for each input, there will be $\Gamma$ different possible output values. The algorithm is simple and details can be found in [64]. We mention here also that essentially the same algorithms (with same upper bounds) can be used to output all safe attribute sets of a standalone module, rather than just one with minimum cost. Such exhaustive enumeration will be useful in the following sections.

Remarks. These results indicate that, in the worse case, finding a minimal-cost safe attribute set for a module may take time that is exponential in the number of attributes. Note, however, that the number of attributes of a single module is typically not large (often less than 10, see [2]), so the computation is still feasible. Expert knowledge of module designers, about the module’s behavior and safe attribute sets may also be exploited to speed up the computation. Furthermore, a given module is often used in many workflows. For example, sequence comparison modules, like BLAST or FASTA, are used in many different biological workflows. We will see that safe subsets for individual modules can be used as building blocks for attaining privacy for the full workflow. The effort invested in deriving safe subsets for a module is thus amortized over all uses.

6.4 All-Private Workflows

We are now ready to consider workflows that consist of several modules. We first consider in this section workflows where all modules are private (called all-private workflows). Workflows with a mixture of private and public modules are then considered in Section 6.5.

As in Section 6.3, we want to find a safe visible subset $V$ with minimum cost s.t. all the modules in the workflow are $\Gamma$-workflow-private w.r.t. $V$ (see Definition 6.6). One option is to devise algorithms similar to those described for standalone modules in the previous section. However, the time complexity of those algorithms is now exponential in the total number of attributes of all modules in the workflow which can be as large as $\Omega(nk)$, $n$ being the number of modules in the workflow and $k$ the maximum number of attributes of a single module. To avoid the exponential dependency on $n$, the number of modules in the
workflow, which may be large [2], and to exploit the safe attribute subsets for standalone modules, which may have been already computed, we attempt in this section to assemble workflow privacy guarantees out of standalone module guarantees. We first prove, in Section 6.4.1, that this is indeed possible. Then, in the rest of this section, we study the optimization problem of obtaining a safe view with minimum cost.

Let $W$ be a workflow consisting of modules $m_1, \ldots, m_n$, where $I_i, O_i$ denote the input and output attributes of $m_i$, $i \in [1, n]$, respectively. We use below $R_i$ to denote the relation for the standalone module $m_i$. The relations $R = R_1 \Join R_2 \Join \cdots \Join R_n$, with attributes $A = \bigcup_{i=1}^n (I_i \cup O_i)$, then describes the possible executions of $W$. Note that if one of the modules in $W$ is not a one-to-one function then the projection $\pi_{I_i \cup O_i}(R)$ of the relation $R$ on $I_i \cup O_i$ may be a subset of the (standalone) module relation $R_i$.

In this section (and throughout the rest of the chapter), for a set of visible attributes $V \subseteq A$, $V = A \setminus V$ will denote the hidden attributes. Further, $V_i = (I_i \cup O_i) \cap V$ will denote the visible attributes for module $m_i$, whereas $\overline{V}_i = (I_i \cup O_i) \setminus V_i$ will denote the hidden attributes for $m_i$, for $i \in [1, n]$.

### 6.4.1 Standalone-Privacy vs. Workflow-Privacy

We show that if a set of visible attributes guarantees $\Gamma$-standalone-privacy for a module, then if the module is placed in a workflow where only a subset of those attributes is made visible, then $\Gamma$-workflow-privacy is guaranteed for the module in this workflow. In other words, in an all-private workflow, hiding the union of the corresponding hidden attributes of the individual modules guarantees $\Gamma$-workflow-privacy for all of them.\(^\text{37}\) We formalize this next.

**Theorem 6.12.** Let $W$ be an all-private workflow with modules $m_1, \ldots, m_n$. Given a parameter $\Gamma \geq 1$, let $V_i \subseteq (I_i \cup O_i)$ be a set of visible attributes w.r.t which $m_i$, $i \in [1, n]$, is $\Gamma$-standalone-private. Then the workflow $W$ is $\Gamma$-private w.r.t the set of visible attributes $V$ s.t. $V = \bigcup_{i=1}^n \overline{V}_i$.

Before we prove the theorem, recall that $\Gamma$-standalone-privacy of a module $m_i$ requires that for every input $x$ to the module, there are at least $\Gamma$ potential outputs of $x$ in the

\(^{37}\)By Proposition 6.7, this also means that hiding any superset of this union would also be safe for the same privacy guarantee.
possible worlds $\text{Worlds}(R_i, V_i)$ of the standalone module relation $R_i$ w.r.t. $V_i$; similarly, $\Gamma$-workflow-privacy of $m_i$ requires at least $\Gamma$ potential outputs of $x$ in the possible worlds $\text{Worlds}(R, V)$ of the workflow relation $R$ w.r.t. $V$. Since $R = R_1 \Join \cdots \Join R_n$, a possible approach to prove Theorem 6.12 may be to show that, whenever the hidden attributes for $m_i$ are also hidden in the workflow $W$, any relation $R'_i \in \text{Worlds}(R_i, V_i)$ has a corresponding relation $R' \in \text{Worlds}(R, V)$ s.t. $R'_i = \pi_{I_i \cup O_i}(R')$. If this would hold, then for $V = \bigcup_{i=1}^n V_i$, the set of possible outputs, for any input tuple $x$ to a module $m_i$, will remain unchanged.

Unfortunately, Proposition 6.13 below shows that the above approach fails. Indeed, $|\text{Worlds}(R, V)|$ can be significantly smaller than $|\text{Worlds}(R_i, V_i)|$ even for very simple workflows.

**Proposition 6.13.** There exist a workflow $W$ with relation $R$, a module $m_1$ in $W$ with (standalone) relation $R_1$, and a set of visible attributes $V_1$ that guarantees both $\Gamma$-standalone-privacy and $\Gamma$-workflow-privacy of $m_1$, such that the ratio of $|\text{Worlds}(R_1, V_1)|$ and $|\text{Worlds}(R, V_1)|$ is doubly exponential in the number of attributes of $W$.

**Proof sketch.** To prove the proposition, we construct a simple workflow with two modules $m_1, m_2$ connected as a chain. Both $m_1, m_2$ are one-one functions with $k$ Boolean inputs and $k$ Boolean outputs (for example, assume that $m_1$ is an identity function, whereas $m_2$ reverses the values of its $k$ inputs). The module $m_1$ gets initial input attribute set $I_1$, produces $O_1 = I_2$ which is fed to the module $m_2$ as input, and $m_2$ produces final attribute set $O_2$. Let $V_1$ be an arbitrary subset of $O_1$ such that $|V_1| = \log \Gamma$ (we assume that $\Gamma$ is a power of 2). It can be verified that, $m_1$ as a standalone module is $\Gamma$-standalone-private w.r.t. visible attributes $V_1$ and both $m_1, m_2$, being one-one modules, are $\Gamma$-workflow-private w.r.t. $V_1$.

We show that the one-one nature of $m_1$ and $m_2$ restricts the size of $\text{Worlds}(R, V_1)$ compared to that of $\text{Worlds}(R_1, V_1)$. Since both $m_1$ and $m_2$ are one-one functions, the workflow $W$ also computes a one-one function. Hence any relation $S$ in $\text{Worlds}(R, V_1)$ has to compute a one-one function as well. But when $m_1$ was standalone, any function consistent with $V_1$ could be a member of $\text{Worlds}(R_1, V_1)$. By a careful computation, the ratio can be shown to be doubly exponential in $k$ (details appear in Appendix A.4.4).

Nevertheless, we show below that for every input $x$ of the module, the set of its
possible outputs, in these worlds, is exactly the same as that in the original (much larger number of) module worlds. Hence privacy is indeed preserved.

In proving Theorem 6.12, our main technical tool is Lemma 6.14, which states that given a set of visible attributes \(V_i\) of a standalone module \(m_i\), the set of possible outputs for every input \(x\) to \(m_i\) remains unchanged when \(m_i\) is placed in an all-private workflow, provided the corresponding hidden attributes \(V_i\) remains hidden in the workflow.

Recall that \(\text{out}_{x,m_i}\) and \(\text{out}_{x,W}\) denote the possible output for an input \(x\) to module \(m_i\) w.r.t. a set of visible attributes when \(m_i\) is standalone and in a workflow \(W\) respectively (see Definition 6.3 and Definition 6.6).

**Lemma 6.14.** Consider any module \(m_i\) and any input \(x \in \pi_i(R)\). If \(y \in \text{out}_{x,m_i}\) w.r.t. a set of visible attributes \(V_i \subseteq (I_i \cup O_i)\), then \(y \in \text{out}_{x,W}\) w.r.t. \(V_i \cup (A \setminus (I_i \cup O_i))\).

The above lemma directly implies Theorem 6.12:

of Theorem 6.12. We are given that each module \(m_i\) is \(\Gamma\)-standalone-private w.r.t. \(V_i\), i.e., \(|\text{out}_{x,m_i}| \geq \Gamma\) for all input \(x\) to \(m_i\), for all modules \(m_i\), \(i \in [1,n]\) (see Definition 6.3). From Lemma 6.14, this implies that for all input \(x\) to all modules \(m_i\), \(|\text{out}_{x,W}| \geq \Gamma\) w.r.t \(V' = V_i \cup (A \setminus (I_i \cup O_i))\). For this choice of \(V'\), \(V' = A \setminus V' = (I_i \cup O_i) \setminus V_i = V_i\) (because, \(V_i \subseteq I_i \cup O_i \subseteq A\)). Now, using Proposition 6.7, when the visible attributes set \(V\) is such that \(\overline{V} = \bigcup_{i=1}^{n} V_i \supseteq V_i = \overline{V}\), every module \(m_i\) is \(\Gamma\)-workflow-private. \(\Box\)

To conclude the proof of Theorem 6.12 we thus only need to prove Lemma 6.14. For this, we use the following auxiliary lemma.

**Lemma 6.15.** Let \(m_i\) be a standalone module with relation \(R_i\), let \(x\) be an input to \(m_i\), and let \(V_i \subseteq (I_i \cup O_i)\) be a subset of visible attributes. If \(y \in \text{out}_{x,m_i}\) then there exists an input \(x' \in \pi_i(R_i)\) to \(m_i\) with output \(y' = m_i(x')\) such that \(\pi_V \cap I_i (x) = \pi_V \cap I_i (x')\) and \(\pi_V \cap O_i (y) = \pi_V \cap O_i (y')\).

The statement of the lemma can be illustrated with the module \(m_1\) whose relation \(R_1\) appears Figure 2.5b. Its visible portion (for visible attributes \(a_1, a_3, a_5\)) is given in Figure 6.1a. Consider the input \(x = (0,0)\) to \(m_1\) and the output \(y = (1,0,0)\). For \(V = \{a_1, a_3, a_5\}, y \in \text{out}_{x,m_1}\) (see Figure 6.1d). This is because there exists \(x' = (0,1)\), s.t. \(y' = m_1(x') = (1,1,0)\), and, \(x, x'\) and \(y, y'\) have the same values of the visible attributes (\(a_1\) and
\{a_3, a_5\} respectively). Note that \(y\) does not need to be the actual output \(m_1(x)\) on \(x\) or even share the same values of the visible attributes (indeed, \(m_1(x) = (0,1,1)\)). We defer the proof of Lemma 6.15 to Appendix A.4.5 and instead briefly explain how it is used to prove Lemma 6.14.

**Proof sketch of Lemma 6.14.** Let us fix a module \(m_i\), an input \(x\) to \(m_i\) and a candidate output \(y \in \text{OUT}_{x,m_i}\) for \(x\) w.r.t. visible attributes \(V_i\). We already argued that, for \(V = V_i \cup (A \setminus (I_i \cup O_i))\), \(\overline{V} = A \setminus V = (I_i \cup O_i) \setminus V_i = V_i\). We will show that \(y \in \text{OUT}_{x,W}\) w.r.t. visible attributes \(V\) by showing the existence of a possible world \(R' \in \text{Worlds}(R, V)\), for \(\overline{V} = V_i\), s.t. \(\pi_{I_i}(t) = x\) and \(\pi_{O_i}(t) = y\) for some \(t \in R'\).

We start by replacing module \(m_i\) by a new module \(g_i\) such that \(g_i(x) = y\) as required. But due to data sharing, other modules in the workflow can have input and output attributes from \(I_i\) and \(O_i\). Hence if we leave the modules \(m_j, j \neq i\), unchanged, there may be inconsistency in the values of the visible attributes, and the relation produced by the join of the standalone relations of the module sequence \(\langle m_1, \cdots, m_{i-1}, g_i, m_{i+1}, \cdots, m_n \rangle\) may not be a member of \(\text{Worlds}(R, V)\). To resolve this, we consider the modules in a topological order, and change the definition of all modules \(m_1, \cdots, m_n\) to \(g_1, \cdots, g_n\) (some modules may remain unchanged). In proving the above, the main idea is to use *tuple and function flipping* (formal definition in the appendix). If a module \(m_j\) shares attributes from \(I_i\) or \(O_i\), the new definition \(g_j\) of \(m_j\) involves flipping the input to \(m_j\), apply \(m_j\) on this flipped input, and then flipping the output again to the output value. The proof shows that by consistently flipping all modules, the visible attribute values remain consistent with the original workflow relation and we get a member of the possible worlds (details appear in Appendix A.4.6).

It is important to note that the assumption of all-private workflow is crucial in proving Lemma 6.14 – if some of the modules \(m_j\) are public, we can not redefine them to \(g_j\) (the projection to the public modules should be unchanged - see Definition 6.6) and we may not get a member of \(\text{Worlds}(R, V)\). We will return to this point in Section 6.5 when we consider workflows with a mixture of private and public modules.
6.4.2 The Secure-View Problem

We have seen above that one can assemble workflow privacy guarantees out of the standalone module guarantees. Recall however that each individual module may have several possible safe attributes sets (see, e.g., Example 6.4). Assembling different sets naturally lead to solutions with different cost. The following example shows that assembling optimal (cheapest) safe attributes of the individual modules may not lead to an optimal safe attributes set for the full workflow. The key observation is that, due to data sharing, it may be more cost effective to hide expensive shared attributes rather than cheap non-shared ones (though later we show that the problem remains NP-hard even without data sharing).

Example 6.16. Consider a workflow with \( n + 2 \) modules, \( m, m_1, \ldots, m_n, m' \). The module \( m \) gets an input data item \( a_1 \), with cost 1, and sends as output the same data item, \( a_2 \), with cost \( 1 + \epsilon, \epsilon > 0 \), to all the \( m_i \)-s. Each \( m_i \) then sends a data item \( b_i \) to \( m' \) with cost 1. Assume that standalone privacy is preserved for module \( m \) if either its incoming or outgoing data is hidden and for \( m' \) if any of its incoming data is hidden. Also assume that standalone privacy is preserved for each \( m_i \) module if either its incoming or its outgoing data is hidden. As standalone modules, \( m \) will choose to hide \( a_1 \), each \( m_i \) will choose to hide the outgoing data item \( b_i \), and \( m' \) will choose to hide any of the \( b_i \)-s. The union of the optimal solutions for the standalone modules has cost \( n + 1 \). However, a lowest cost solution for preserving workflow privacy is to hide \( a_2 \) and any one of the \( b_i \)-s. This assembly of (non optimal) solutions for the individual modules has cost \( 2 + \epsilon \). In this case, the ratio of the costs of the union of standalone optimal solutions and the workflow optimal solution is \( \Omega(n) \).

This motivates us to define the combinatorial optimization problem Secure-View (for workflow secure view), which generalizes the Secure-View problem studied in Section 6.3. The goal of the Secure-View problem is to choose, for each module, a safe set of attributes (among its possible sets of safe attributes) s.t. together the selected sets yield a minimal cost safe solution for the workflow. We define this formally below. In particular, we consider the following two variants of the problem, trading-off expressibility and succinctness.
Set constraints. The possible safe solutions for a given module can be given in the form of a list of hidden attribute sets. Specifically, we assume that we are given, for each module \( m_i \), \( i \in [1,n] \), a list of pairs \( L_i = \langle (I_{1i}, O_{1i}), (I_{2i}, O_{2i}) \ldots (I_{li}, O_{li}) \rangle \). Each pair \( (I_j, O_j) \) in the list describes one possible safe (hidden) solution for \( m_i \): \( I_j \subseteq I_i \) (resp. \( O_j \subseteq O_i \)) is the set of input (output) attributes of \( m_i \) to be hidden in this solution. \( l_i \) (the length of the list) is the number of solutions for \( m_i \) that are given in the list, and we use below \( \ell_{\max} \) to denote the length of the longest list, i.e. \( \ell_{\max} = \max_{i=1}^n \ell_i \).

When the input to the Secure-View problem is given in the above form (the candidate attribute sets are listed explicitly), we call it the Secure-View problem with set constraints.

Cardinality constraints. Some modules may have many possible candidate safe attribute sets. Indeed, their number may be exponential in the number of attributes of the module. This is illustrate by the following two simple examples.

Example 6.17. First observe that in any one-one function with \( k \) Boolean inputs and \( k \) Boolean outputs, hiding any \( k \) incoming or any \( k \) outgoing attributes guarantees \( 2^k \)-privacy. Thus listing all such subsets requires a list of length \( \Omega((\frac{2k}{k})) = \Omega(2^k) \). Another example is majority function which takes \( 2k \) Boolean inputs and produces \( 1 \) if and only if the number of one-s in the input tuple is \( \geq k \). Hiding either \( k + 1 \) input bits or the unique output bit guarantee 2-privacy for majority function, but explicitly listing all possible subsets again leads to exponential length lists.

Note that, in both examples, the actual identity of the hidden input (resp. output) attributes is not important, as long as sufficiently many are hidden. Thus rather than explicitly listing all possible safe sets we could simply say what combinations of numbers of hidden input and output attributes are safe. This motivates the following variant of the Secure-View problem, called the Secure-View problem with cardinality constraints:

Here for every module \( m_i \), we are given a list of pairs of numbers \( L_i = \langle (\alpha_{1i}, \beta_{1i}) \ldots (\alpha_{li}, \beta_{li}) \rangle \), s.t. for each pair \( (\alpha_j, \beta_j) \) in the list, \( \alpha_j \leq |I_i| \) and \( \beta_j \leq |O_i| \). The interpretation is that hiding any attribute set of \( m_i \) that consists of at least \( \alpha_j \) input attributes and at least \( \beta_j \) output attributes, for some \( j \in [1, \ell_i] \), makes \( m_i \) safe w.r.t the remaining visible attributes.

To continue with the above example, the list for the first module may consists of \((k,0)\)
and \((0,k)\), whereas the list for the second module consists of \((k+1,0)\) and \((0,1)\).

It is easy to see that, for cardinality constraints, the lists are of size at most quadratic in the number of attributes of the given module (unlike the case of set constraints where the lists could be of exponential length)\(^{38}\). In turn, cardinality constraints are less expressive than set constraints that can specify arbitrary attribute sets. This will affect the complexity of the corresponding Secure-View problems.

**Problem Statement.** Given an input in one of the two forms, a feasible safe subset \(V\) for the workflow, for the version with set constraints (resp. cardinality constraints), is such that for each module \(m_i, i \in [1,n]\), \(V \supseteq (I_{ij} \cup O_{ij})\) (resp. \(|V \cap I_{ij}| \geq \alpha_{ij}\) and \(|V \cap O_{ij}| \geq \beta_{ij}\)) for some \(j \in [1,\ell_i]\). The goal of the Secure-View problem is to find a safe set \(V\) where \(c(V)\) is minimized.

### 6.4.3 Complexity results

We present below theorems which give approximation algorithms and matching hardness of approximation results of different versions of the Secure-View problem. The hardness results show that the problem of testing whether the Secure-View problem (in both variants) has a solution with cost smaller than a given bound is NP-hard even in the most restricted case. But we show that certain approximations of the optimal solution are possible. Theorem 6.18 and 6.20 summarize the results for the cardinality and set constraints versions, respectively. Here we only sketch the proofs for brevity; full details appear in Appendix A.4.7.

**Theorem 6.18. (Cardinality Constraints)** There is an \(O(\log n)\)-approximation of the Secure-View problem with cardinality constraints. Further, this problem is \(\Omega(\log n)\)-hard to approximate unless \(NP \subseteq DTIME(n^{O(\log \log n)})\), even if the maximum list size \(\ell_{\text{max}} = 1\), each data has unit cost, and the values of \(\alpha_{ij}, \beta_{ij}\)s are 0 or 1.

**Proof sketch.** The proof of the hardness result in the above theorem is by a reduction from the set cover problem. The approximation is obtained by randomized rounding a carefully written linear program (LP) relaxation of this problem. A sketch is given below.

\(^{38}\)In fact, if one assumes that there is no redundancy in the list, the lists become of at most of linear size.
Our algorithm is based on rounding the fractional relaxation (called the LP relaxation) of the integer linear program (IP) for this problem presented in Figure 6.2.

Minimize $\sum_{b \in A} c_b x_b$ subject to

$$\sum_{j=1}^{\ell_i} r_{ij} \geq 1 \quad \forall i \in [1,n] \quad (6.1)$$

$$\sum_{b \in I_i} y_{bij} \geq r_{ij} \alpha_i^j \quad \forall i \in [1,n], \forall j \in [1,\ell_i] \quad (6.2)$$

$$\sum_{b \in O_i} z_{bij} \geq r_{ij} \beta_i^j \quad \forall i \in [1,n], \forall j \in [1,\ell_i] \quad (6.3)$$

$$\sum_{j=1}^{\ell_i} y_{bij} \leq x_b \quad \forall i \in [1,n], \forall b \in I_i \quad (6.4)$$

$$\sum_{j=1}^{\ell_i} z_{bij} \leq x_b \quad \forall i \in [1,n], \forall b \in O_i \quad (6.5)$$

$$y_{bij} \leq x_b \quad \forall i \in [1,n], \forall j \in [1,\ell_i], \forall b \in I_i \quad (6.6)$$

$$z_{bij} \leq x_b \quad \forall i \in [1,n], \forall j \in [1,\ell_i], \forall b \in O_i \quad (6.7)$$

$$x_b, r_{ij}, y_{bij}, z_{bij} \in \{0,1\} \quad (6.8)$$

**Figure 6.2: IP for Secure-View with cardinality constraints**

Recall that each module $m_i$ has a list $L_i = \{(\alpha^j_i, \beta^j_i) : j \in [1,\ell_i]\}$, a feasible solution must ensure that for each $i \in [1,n]$, there exists a $j \in [1,\ell_i]$ such that at least $\alpha^j_i$ input data and $\beta^j_i$ output data of module $m_i$ are hidden.

In this IP, $x_b = 1$ if data $b$ is hidden, and $r_{ij} = 1$ if at least $\alpha^j_i$ input data and $\beta^j_i$ output data of module $m_i$ are hidden. Then, $y_{bij} = 1$ (resp., $z_{bij} = 1$) if both $r_{ij} = 1$ and $x_b = 1$, i.e. if data $b$ contributes to satisfying the input requirement $\alpha^j_i$ (resp., output requirement $\beta^j_i$) of module $m_i$. Let us first verify that the IP indeed solves the Secure-View problem with cardinality constraints. For each module $m_i$, constraint (6.1) ensures that for some $j \in [1,\ell_i]$, $r_{ij} = 1$. In conjunction with constraints (6.2) and (6.3), this ensures that for some $j \in [1,\ell_i]$, (i) at least $\alpha^j_i$ input data of $m_i$ have $y_{bij} = 1$ and (ii) at least $\beta^j_i$ output data of $m_i$ have $z_{bij} = 1$. But, constraint (6.4) (resp., constraint (6.5)) requires that whenever $y_{bij} = 1$ (resp., $z_{bij} = 1$), data $b$ be hidden, i.e. $x_b = 1$, and a cost of $c_b$ be added to the objective.
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Thus the set of hidden data satisfy the privacy requirement of each module $m_i$ and the value of the objective is the cost of the hidden data. Note that constraints (6.6) and (6.7) are also satisfied since $y_{bij}$ and $z_{bij}$ are 0 whenever $r_{ij} = 0$. Thus, the IP represents the Secure-View problem with cardinality constraints. In Appendix A.4.7 we show that simpler LP relaxations of this problem without some of the above constraints lead to unbounded and $\Omega(n)$ integrality gaps showing that an $O(\log n)$-approximation cannot be obtained from those simpler LP relaxations.

We round the fractional solution to the LP relaxation using Algorithm 9. For each $j \in [1, \ell_i]$, let $I_{ij}^{\text{min}}$ and $O_{ij}^{\text{min}}$ be the $a_i^j$ input and $b_i^j$ output data of $m_i$ with minimum cost. Then, $B_{ij}^{\text{min}}$ represents $I_{ij}^{\text{min}} \cup O_{ij}^{\text{min}}$ of minimum cost.

**Algorithm 9** Rounding algorithm of LP relaxation of the IP given in Figure 6.2. **Input:** An optimal fractional solution $\{x_b | b \in A\}$

1: Initialize $B = \emptyset$.

2: For each attribute $b \in A$ ($A$ is the set of all attributes in $W$), include $b$ in $B$ with probability $\min\{1, 16x_b \log n\}$.

3: For each module $m_i$ whose privacy requirement is not satisfied by $B$, add $B_{ij}^{\text{min}}$ to $B$.

4: Return $V = A \setminus B$ as the safe visible attribute.

The following lemma shows that step 2 satisfies the privacy requirement of each module with high probability:

**Lemma 6.19.** Let $m_i$ be any module in workflow $W$. Then with probability at least $1 - 2/n^2$, there exists a $j \in [1, \ell_i]$ such that $|I_{ij}^b| \geq a_i^j$ and $|O_{ij}^b| \geq b_i^j$.

**Proof sketch.** The LP solution returns a probability distribution on $r_{ij}$, and therefore on the pairs in list $L_i$. Let $p$ be the index of the median of this distribution when list $L_i$ is ordered by both $a_i^j$ and $b_i^j$ values, as described above. Our proof consists of showing that with probability $\geq 1 - 2/n^2$, $|I_{ij}^b| \geq a_{ip}$ and $|O_{ij}^b| \geq b_{ip}$.

Note that since $p$ is the median, the sum of $y_{bij}$ over all incoming data of module $v_i$ in the LP solution must be at least $a_{ip}/2$ (from constraint (6.2)). Further, constraint (6.6) ensures that this sum is contributed to by at least $a_{ip}/2$ different input data, and constraint (6.4) ensures that $x_b$ for any input data $b$ must be at least its contribution to this
sum, i.e. $\sum_j y_{bij}$. Thus, at least $\alpha_{ip}/2$ different input data have a large enough value of $x_b$, and randomized rounding produces a good solution. An identical argument works for the output data of $m_i$ (details appear in Appendix A.4.7).

Since the above lemma holds for every module, by standard arguments, the $O(\log n)$-approximation follows.

We next show that the richer expressiveness of set constraints increases the complexity of the problem.

**Theorem 6.20. (Set Constraints)** The Secure-View problem with set constraints cannot be approximated to within a factor of $\ell_{\text{max}}^{\epsilon}$ for some constant $\epsilon > 0$ (also within a factor of $\Omega(2^{\log^{1-\gamma} n})$ for all constant $\gamma > 0$) unless $\text{NP} \subseteq \text{DTIME}(n^{\text{polylog} n})$. The hardness result holds even when the maximum list size $\ell_{\text{max}}$ is a (sufficiently large) constant, each data has unit cost, and the subsets $\mathcal{I}_i, \mathcal{O}_i$-s have cardinality at most 2. Finally, it is possible to get a factor $\ell_{\text{max}}$-approximation in polynomial time.

*Proof sketch.* When we are allowed to specify arbitrary subsets for individual modules, we can encode a hard problem like label-cover which is known to have no poly-logarithmic approximation given standard complexity assumptions. The corresponding approximation is obtained by an LP rounding algorithm which shows that a good approximation is still possible when the number of specified subsets for individual modules is not too large. Details can be found by Appendix A.4.8.

The hardness proofs in the above two theorems use extensively data sharing, namely the fact that an output attribute of a given module may be fed as input to several other modules. Recall that a workflow is said to have $\gamma$-bounded data sharing if the maximum number of modules which takes a particular data item as input is bounded by $\gamma$. In real life workflows, the number of modules where a data item is sent is not very large. The following theorem shows that a better approximation is possible when this number is bounded.

**Theorem 6.21. (Bounded Data Sharing)** There is a $(\gamma + 1)$-approximation algorithm for the Secure-View problem (with both cardinality and set constraints) when the workflow has $\gamma$-bounded data sharing. On the other hand, the cardinality constraint version (and consequently...
also the set constraint version) of the problem remain APX-hard even when there is no data sharing (i.e. \( \gamma = 1 \)), each data has unit cost, the maximum list size \( \ell_{\text{max}} \) is 2, and the values of \( \alpha_i^j, \beta_i^j \)-s are bounded by 3.

**Proof sketch.** The APX-hardness in the above theorem is obtained by a reduction from vertex-cover in cubic graphs. This reduction also shows that the NP-completeness of this problem does not originate from data-sharing, and the problem is unlikely to have an exact solution even without any data sharing. The \( \gamma + 1 \)-approximation is obtained by a greedy algorithm, which chooses the least cost attribute subsets for individual modules, and outputs the union of all of them. Since any attribute is produced by a unique module and is fed to at most \( \gamma \) modules, in any optimal solution, a single attribute can be used to satisfy the requirement of at most \( \gamma + 1 \) modules. This gives a \( \gamma + 1 \)-approximation. Observe that when data sharing is not bounded, \( \gamma \) can be \( \Omega(n) \) and this greedy algorithm will not give a good approximation to this problem. Details appear in Appendix A.4.9.

### 6.5 Public Modules

In the previous section we restricted our attention to workflows where all modules are private. In practice, typical workflows use also public modules. Not surprisingly, this makes privacy harder to accomplish. In particular, we will see below that it becomes harder to assemble privacy guarantees for the full workflow out of those that suffice for component modules. Nevertheless a refined variant of Theorem 6.12 can still be employed.

#### 6.5.1 Standalone vs. Workflow Privacy (Revisited)

We have shown in Section 6.4.1 (Theorem 6.12) that when a set of hidden attributes guarantees \( \Gamma \)-standalone-privacy for a private module, then the same set of attributes can be used to guarantee \( \Gamma \)-workflow-privacy in an all-private network. Interestingly, this is no longer the case for workflows with public modules. To see why, consider the following example.
Example 6.22. Consider a private module $m$ implementing a one-one function with $k$ Boolean inputs and $k$ Boolean outputs. Hiding any $\log \Gamma$ input attributes guarantees $\Gamma$-standalone-privacy for $m$ even if all output attributes of $m$ are visible. However, if $m$ gets all its inputs from a public module $m'$ that computes some constant function (i.e. $\forall x, m'(x) = a$, for some constant $a$), then hiding $\log \Gamma$ input attributes no longer guarantees $\Gamma$-workflow-privacy of $m$ - this is because it suffices to look at the (visible) output attributes of $m$ to know the value $m(x)$ for $x = a$.

In an analogous manner, hiding any $\log \Gamma$ output attributes of $m$, leaving all its input attributes visible, also guarantees $\Gamma$-standalone-privacy of $m$. But if $m$ sends all its outputs to another public module $m''$ that implements a one-one invertible function, and whose output attributes happen to be visible, then for any input $x$ to $m$, $m(x)$ can be immediately inferred using the inverse function of $m''$.

Modules that compute a constant function (or even one-one invertible function) may not be common in practice. However, this simple example illustrates where, more generally, the proof of Theorem 6.12 (or Lemma 6.14) fails in the presence of public modules: when searching for a possible world that is consistent with the visible attributes, one needs to ensure that the functions defined by the public modules remain unchanged. So we no longer have the freedom of freely changing the values of the hidden input (resp. output) attributes, if those are supplied by (to) a public module.

One way to overcome this problem is to “privatize” such problematic public modules, in the sense that the name of the public module is not revealed to users (either in the workflow specification or in its execution logs). Here we assume that once we rename a module the user loses all knowledge about it (we discuss other possible approaches in the conclusion). We refer to the public modules whose identity is hidden (resp. revealed) as hidden (visible) public modules. Observe that now, since the identity of the hidden modules is no longer known to the adversary, condition (2) in Definition 6.5 no longer needs to be enforced for them, and a larger set of possible worlds can be considered. Formally,

**Definition 6.23.** (Definition 6.5 revisited) Let $P$ be a subset of the public modules, and, as before, let $V$ be a set of the visible attributes. Then, the set of possible worlds for the relation $R$ w.r.t.
V and P, denoted worlds(R,V,P), consists of all relations R' over the same attributes as R that satisfy the functional dependencies in F and where (1) \( \pi_V(R') = \pi_V(R) \), and (2) for every public module \( m_i \in P \) and every tuple \( t' \in R' \), \( \pi_{O_i}(t') = m_i(\pi_I(t')) \).

The notion of \( \Gamma \)-privacy for a workflow \( W \), with both private and public modules (w.r.t a set \( V \) of visible attributes and a set \( P \) of visible public modules) is now defined as before (Definition 6.6), except that the set of possible worlds that is considered is the refined one from Definition 6.23 above. Similarly, if \( W \) is \( \Gamma \)-private w.r.t. \( V \) and \( P \), then we will call the pair \((V,P)\) a safe subset for \( \Gamma \)-privacy of \( W \).

We can now show that, by making visible only public modules whose input and output attribute values need not be masked, one can obtain a result analogous to Theorem 6.12. Namely, assemble the privacy guarantees of the individual modules to form privacy guarantees for the full workflow. Wlog., we will assume that \( m_1,m_2,\ldots,m_K \) are the private modules and \( m_{K+1},\ldots,m_n \) are the public modules in \( W \).

**Theorem 6.24.** Given a parameter \( \Gamma \geq 1 \), let \( V_i \subseteq (I_i \cup O_i) \), \( i \in [1,K] \), be a set of visible attributes w.r.t which the private module \( m_i \) is \( \Gamma \)-standalone-private. Then the workflow \( W \) is \( \Gamma \)-private w.r.t the set of visible attributes \( V \) and any set of visible public modules \( P \subseteq \{m_{K+1},\ldots,m_n\} \), s.t. \( \nabla = \bigcup_{i=1}^{K} V_i \) and all the input and output attributes of modules in \( P \) are visible and belong to \( V \).

**Proof sketch.** The proof is similar to that of Thm. 6.12. Here we additionally show in a lemma analogous to Lemma 6.14 (see Appendix A.4.10) that, if a public module \( m_j, j \in [K+1,n] \) is redefined to \( g_j \), then \( m_j \) is hidden. In other words, the visible public modules in \( P \) are never redefined and therefore condition (2) in Definition 6.23 holds.

**Example 6.25.** Consider a chain workflow with three modules \( m' \rightarrow m \rightarrow m'' \), where \( m' \) is a public module computing a constant function, \( m \) is a private module computing a one-one function and \( m'' \) is another public module computing an invertible one-one function. If we hide only a subset of the input attributes of \( m \), \( m' \) should be hidden, thus \( P = \{m''\} \).
Similarly, if we hide only a subset of the output attributes of \( m \), \( m'' \) should be hidden.
Finally, if we hide a combination of input and output attributes, both \( m',m'' \) should be hidden and in that case \( P = \phi \).
6.5.2 The Secure-View Problem (Revisited)

The Secure-View optimization problem in general workflows is similar to the case of all-private workflows, with an additional cost due to hiding (privatization) of public modules: when a public module $m_j$ is hidden, the solution incurs a cost $c(m_j)$. Following the notation of visible and hidden attributes, $V$ and $\overline{V}$, we will denote the set of hidden public modules by $\overline{P}$. The total cost due to hidden public modules is $c(\overline{P}) = \sum_{m_j \in \overline{P}} c(m_j)$, and the total cost of a safe solution $(V, P)$ is $c(V) + c(\overline{P})$. The definition of the Secure-View problem, with cardinality and set constraints, naturally extends to this refined cost function and the goal is to find a safe solution with minimum cost. This generalizes the Secure-View problem for all-private workflows where $\overline{P} = \phi$ (and hence $c(\overline{P}) = 0$).

Complexity Results (details appear in Appendix A.4.9.2). In Section 6.4.3 we showed that the Secure-View problem has an $O(\log n)$-approximation in an all-private workflow even when the lists specifying cardinality requirements are $\Omega(n)$-long and when the workflow has arbitrary data sharing. But, we show (in Appendix A.4.13) by a reduction from the label-cover problem that the cardinality constraints version in general workflows is $\Omega(2^{\log^{1-\gamma} n})$-hard to approximate (for all constant $\gamma > 0$), and thus unlikely to have any polylogarithmic-approximation. In contrast, the approximation factor for the set constraints version remains the same and Theorem 6.20 still holds for general workflows by a simple modification to the proof. However, $\gamma$-bounded data sharing no longer give a constant factor approximation any more for a constant value of $\gamma$. By a reduction from the set-cover problem, we prove in Appendix A.4.11 that the problem is $\Omega(\log n)$-hard to approximate even when the workflow has no data sharing, and when the maximum size of the requirement lists and the individual cardinality requirements in them are bounded by 1.

6.6 Related Work

In literature, workflow privacy mostly has been studied in the context of access control. Fine-grained access control languages for provenance have been developed [37, 38, 135, 164], and a graph grammar approach for rewriting redaction policies over prove-
The approach in [21] provides users with informative graph query results using *surrogates*, which give less sensitive versions of nodes/edges, and proposes a utility measure for the result. In [42], the authors discuss a framework to output a *partial* view of a workflow that conforms to a given set of access permissions on the connections between modules and data on input/output ports. The problem of ensuring the *lawful use* of data according to specified privacy policies has been considered in [83, 84]. The focus of the work is a policy language for specifying relationships among data and module sets, and their properties relevant to privacy. Although all these papers address workflow privacy, the privacy notions are somewhat informal and no guarantees on the quality of the solution are provided in terms of privacy and utility. Furthermore, our work is the first, to our knowledge, to address module privacy rather than data privacy.

*Secure provenance* for workflows has been studied in [28, 94, 120]. The goal is to ensure that provenance information has not been forged or corrupted, and a variety of cryptographic and trusted computing techniques are proposed. In contrast, we assume that provenance information has not been corrupted, and focus on ensuring module privacy.

In [127], the authors study information disclosure in data exchange, where given a set of public views, the goal is to decide if they reveal any information about a private view. This does not directly apply to our problem, where the private elements are the \((x,m(x))\) relations. For example, if all \(x\) values are shown without showing any of the \(m(x)\) values for a module \(m\), then information is revealed in their setting but not in our setting.\(^{39}\)

*Privacy-preserving data mining* has received considerable attention (see surveys [6, 172]). The goal is to hide individual data attributes while retaining the suitability of data for mining patterns. For example, the technique of *anonymizing data* makes each record indistinguishable from a large enough set of other records in certain identifying attributes [7, 121, 163]. Privacy preserving approaches were studied for social networks [13, 40, 82, 112, 142], auditing queries [130, 133], networks and programming languages [89, 93, 147], and in other contexts.

Our notion of *standalone* module privacy is close to that of \(\ell\)-diversity [121], in which the values of *non-sensitive attributes* are generalized so that, for every such generalization,

\(^{39}\)In contrast, it can be shown that showing all \(m(x)\) values while hiding the \(x\)'s, may reveal information in our setting.
there are at least \( \ell \) different values of sensitive attributes. We extend this work in two ways: First, we place modules (relations) in a network of modules, which significantly complicates the problem, Second, we analyze the complexity of attaining standalone as well as workflow privacy of modules.

Another widely used technique is that of data perturbation where some noise (usually random) is added to the the output of a query or to the underlying database. This technique is often used in statistical databases, where a query computes some aggregate function over the dataset \([70]\) and the goal is to preserve the privacy of data elements. In contrast, in our setting the private elements are \((x,m(x))\) pairs for a private module \(m\) and the queries are select-project-join style queries over the provenance relation rather than aggregate queries.

Privacy in statistical databases is typically quantified using differential privacy, which requires that the output distribution is almost invariant to the inclusion of any particular record (see survey \([71]\) and the references therein). Although this is an extremely strong notion of privacy, no deterministic algorithm can guarantee differential privacy. Since provenance is used to ensure reproducibility of experiments (and therefore data values must be accurate), adding random noise to provenance information may render it useless. Thus standard mechanisms for differential privacy are unsuitable for our purpose. Our approach of outputting a safe view allows the user to know the name of all data items and the exact values of data that is visible. The user also does not lose any utility in terms of connections in the workflow, and can infer exactly which module produced which visible data item or whether two visible data items depend on each other.

### 6.7 Conclusions

This chapter proposes the use of provenance views for preserving the privacy of module functionality in a workflow. Our model motivates a natural optimization problem, Secure-View, which seeks to identify the smallest amount of data that needs to be hidden so that the functionality of every module is kept private. We give algorithms and hardness results that characterize the complexity of the problem.

In our analysis, we assume that users have two sources of knowledge about module
functionality: the module name (identity) and the visible part of the workflow relation. Module names are informative for public modules, but the information is lost once the module name is hidden/renamed. Names of private modules are non-informative, and users know only what is given in the workflow view. However, if users have some additional prior knowledge about the behavior of a private module, we may hide their identity by renaming them, and then run our algorithms.

Our work suggests several promising directions for future research. First, a finer privacy analysis may be possible if one knows what kind of prior knowledge the user has on a private module, e.g. the distribution of output values for a specific input value, or knowledge about the types and names of input/output attributes (certain integers may be illegal social security numbers, certain character sequences are more likely to represent gene sequences than others, etc). Our definitions and algorithms currently assume that all data values in an attribute domain are equally possible, so the effect of knowledge of a possibly non-uniform prior distribution on input/output values should be explored. Second, some additional sources of user knowledge on functionality of public modules (e.g. types of attributes and connection with other modules) may prohibit hiding their functionality using privatization (renaming), and we would like to explore alternatives to privatization to handle public modules. A third direction to explore is an alternative model of privacy. As previously mentioned, standard mechanisms to guarantee differential privacy (e.g. adding random noise to data values) do not seem to work for ensuring module privacy w.r.t. provenance queries, and new mechanisms suitable to our application have to be developed. Other natural directions for future research include considering non-additive cost functions, in which some attribute subsets are more useful than others, efficiently handling infinite or very large domains of attributes, and exploring alternate objective functions, such as maximizing utility of visible data instead of minimizing the cost of hidden data.
Chapter 7

A Propagation Model for Module Privacy

In the previous chapter, we introduced a model for module privacy in workflow provenance. In this chapter, we extend the work presented in the previous chapter by introducing a propagation model for module privacy in workflows that contain both proprietary modules with unknown functionality (private modules) and modules with known functionality (public modules).

7.1 Overview

This chapter focuses on privacy of module functionality, in particular in the general – and common – setting in which proprietary (private) modules are used in workflows which also contain non-proprietary (public) modules, whose functionality is assumed to be known by users. As an example of a public module, consider one which sorts its inputs. Even if the exact algorithm used by the module is not known by users (e.g. Merge sort vs Quick sort), given an input to the module a user can construct the output. In contrast, the functionality of private modules (i.e. what result will be output for a given input) is not known and should not be revealed by the visible provenance information. Examples of private modules include proprietary gene sequencing and medical diagnosis modules.
We use the same notion of $\Gamma$-privacy defined in Chapter 6. In Chapter 6, we showed that in a workflow with only private modules (an *all-private workflow*) the problem has a simple, elegant solution: If a set of hidden input/output data guarantees $\Gamma$-standalone-privacy for a private module, then if the module is placed in an all-private workflow where a superset of that data is hidden, then $\Gamma$-workflow-privacy is guaranteed for that module in the workflow. In other words, in an all-private workflow, hiding the union of the corresponding hidden data of the individual modules guarantees $\Gamma$-workflow-privacy for all of them. Unfortunately, this does not hold when the private module is placed in a workflow which contains public and private modules (a *public/private workflow*).

As an example, consider a private module $m_2$, which we assume is non-constant. Clearly, when executed in isolation as a standalone module, then either hiding all its inputs or hiding all its outputs over all executions guarantees privacy for the maximum privacy parameter $\Gamma$. However, suppose $m_2$ is embedded in a simple chain workflow $m_1 \rightarrow m_2 \rightarrow m_3$, where both $m_1$ and $m_3$ are public, equality modules. Then even if we hide both the input and output of $m_2$, their values can be retrieved from the input to $m_1$ and the output from $m_3$. Note that the same problem would arise if $m_1$ and $m_3$ were invertible functions, e.g. reformatting modules, a common case in practice.

In Chapter 6, we therefore explored privatizing public modules, i.e. hiding the names of carefully selected public modules so that their function is no longer known, and then hiding subsets of input/output data to ensure their $\Gamma$-privacy. Returning to the example above, if it were no longer known that $m_1$ was an equality module then hiding the input to $m_2$ (output of $m_1$) would be sufficient, under the assumption that the users have no other prior knowledge about $m_1$. Similarly, if $m_3$ was privatized then hiding the output of $m_2$ (input to $m_3$) would be sufficient.

Although privatization is a reasonable approach in some cases, there are many practical scenarios where it cannot be employed. For instance, when the workflow specification (the module names and connections) is known to the users, or when the identity of the privatized public module can be discovered through the structure of the workflow and the names or types of its inputs/outputs.

*To overcome this problem we propose in this work an alternative novel solution, based on the*
Returning to our example, if the input to \( m_2 \) were hidden then the input to \( m_1 \) would also be hidden, although the user would still know that \( m_1 \) were the equality function. Similarly, if the output of \( m_2 \) were hidden then the output of \( m_3 \) would also be hidden; again, the user would still know that \( m_3 \) was the equality function. While in this example things appear to be simple, several technically challenging issues must be addressed when employing such a propagation model in the general case: 1) whether to propagate hiding upward (e.g. to \( m_1 \)) or downward (e.g. to \( m_3 \)); 2) how far to propagate data hiding; and 3) which data of public modules must be hidden. Overall the goal is to guarantee that the functionality of private modules is not revealed while minimizing the amount of hidden data.

**Our contributions.** In this work we focus on downward propagation, for reasons that will be discussed in Section 7.2. Using a downward propagation model, we show the following strong results: For a special class of common workflows, single(private)-predecessor workflows, or simply single-predecessor workflows (which include the common tree and chain workflows), taking solutions for \( \Gamma \)-standalone-privacy of each private module (safe subsets) augmented with specially chosen input/output data of public modules in their public closure (up to a successor private module) that is rendered upstream-downstream safe (UD-safe) by the data hiding, and hiding the union of data in the augmented solutions for each private module will ensure \( \Gamma \)-workflow privacy for all private modules. We define these notions formally in Section 7.2 and go on to show that single-predecessor workflows is the largest class of workflows for which propagation of data hiding only within the public closure suffices.

Since data may have different costs in terms of hiding, and there may be many different safe subsets for private modules and UD-safe subsets for public modules, the next problem we address is finding a minimum cost solution – the optimum view problem. Using the result from above, we show that for single-predecessor workflows the optimum view problem may be solved by first identifying safe and UD-safe subsets for the private and public modules, resp., then assembling them together optimally. The complexity of identifying safe subsets for a private module was studied in [63] and the problem was shown to be NP-hard (EXP-time) in the number of module attributes. We show here
that identifying UD-safe subsets for public modules is of similar complexity: Even deciding whether a given subset is UD-safe for a module is coNP-hard in the number of input/output data. We note however that this is not as negative as it might appear, since the number of inputs/outputs of individual modules is not high; furthermore, the computation may be performed as a pre-processing step with the cost being amortized over possibly many uses of the module in different workflows. In particular we show that, given the computed subsets, for chain and tree-shaped workflows, the optimum view problem has a polynomial time solution in the size of the workflow and the maximum number of safe/UD-safe subsets for a private/public modules. Furthermore, the algorithm can be applied to general single-predecessor workflows where the public closures have chain or tree shapes. In contrast, when the public closure has an arbitrary DAG shape, the problem becomes NP-hard (EXP-time) in the size of the public closure.

We then consider general workflows, and give a sufficient condition to ensure Γ-privacy that is not the trivial solution of hiding all data in the workflow. In contrast to single-predecessor workflows, hiding data within a public closure no longer suffices; data hiding must continue through other private modules to the entire downstream workflow. In return, the requirement from data hiding for public modules is somewhat weaker here: hiding must only ensure that the module is downstream-safe (D-safe), which typically involves fewer input/output data than upstream-downstream-safety (UD-safe).

Organization. Throughout this chapter we will use the workflow model given in Section 2.2 and the notions of standalone- and workflow-module privacy defined in Section 6.2. We have already discussed several related work in Section 6.6. The remainder of the chapter is organized as follows: Section 7.2 describes our propagation model, defines upstream-downstream-safety and single-predecessor workflows, and states the privacy theorem. Section 7.3 discusses the proof of the privacy theorem, and the necessity of the upstream-downstream-safety condition as well as the single-predecessor restriction. The optimization problem is studied in Section 7.4. We then discuss general public/private workflows in Section 7.3, before concluding in Section 7.6.
7.2 Privacy via propagation

Our goal here is to optimally choose attributes to hide in the common case of workflows that contain both private and public modules. We call them public/private workflows. We have seen in the previous section that when a set of hidden attributes guarantees $\Gamma$-standalone-privacy for a private module, then the same set of attributes can be used to guarantee $\Gamma$-workflow-privacy in an all-private workflow. Unfortunately this is no longer the case for general workflows. To see why, we revisit the following example mentioned in the introduction.

Example 7.1. Consider a private module $m_2$ implementing a one-one function with $k$ boolean inputs and $k$ boolean outputs. Hiding any $\log \Gamma$ input attributes guarantees $\Gamma$-standalone-privacy for $m_2$ even if all output attributes of $m_2$ are visible. However, if $m_2$ gets all its inputs from a public module $m_1$ that implements an equality function (in general, any one-one function) then for any value $y$ and every input $x = m_1(y)$ to $m_2$, $m_2(x)$ is revealed.

Similarly, hiding any $\log \Gamma$ output attributes of $m_2$ guarantees $\Gamma$-standalone-privacy for it, even if all input attributes of $m_2$ are visible. But if $m_2$ sends its outputs to a public module $m_3$ that also implements the equality function (in general, a one-one invertible function), and whose output attributes happen to be visible, then for any input $x$ to $m_2$, $m_2(x)$ can be immediately inferred (using the inverse function of $m_3$).

One intuitive way to overcome this problem is to propagate the hiding of data through the problematic public modules, i.e., hide the attributes of public models that may disclose information about hidden attributes of private modules. To continue with the above example, if we choose to protect the privacy of $m_2$ by hiding $\log \Gamma$ of its input (resp. output) attributes, then we also need to propagate the hiding upward (resp. downward) to the public module supplying the input (receiving the output) and hide the corresponding input (output) attributes of the equality module $m_1$ ($m_3$).

Three main issues arise when employing such a propagation model: (1) upward vs. downward propagation; (2) recursive propagation; and (3) which attributes to hide. We discuss these issues next.
7.2.1 Upward vs. downward propagation

Whether or not propagation can be used depends on the safe subsets chosen for the private modules as well as the properties of the public modules. To see this, consider again Example 7.1, and assume now that public module $m_1$ computes some constant function (i.e. $\forall x, m_1(x) = a$, for some constant $a$). Then even upward propagation that hides all the input attributes of $m_1$ no longer preserves the $\Gamma$-workflow-privacy of $m_2$ w.r.t its hidden input attributes for any non-trivial value of $\Gamma > 1$. This is because it suffices to look at the (visible) output attributes of $m_2$ to know the value $m_2(x)$ for $x = a$. More generally, we show in Appendix A.5.1 that if hiding a subset of input attributes gives $\Gamma$-standalone privacy for a standalone module $m_2$, then hiding the same subset of input attributes in the simple chain workflow ($m_1 \rightarrow m_2$) may not give $\Gamma$-workflow-privacy for $m_2$ unless $m_1$ corresponds to an onto function$^{40}$.

This unfortunately is not very common for public modules (e.g. some output values like an invalid gene sequence may be well-known to be non-existent). In contrast, we will show below that when the privacy of a private module $m_2$ is achieved by hiding output attributes only, downward propagation that achieves the same privacy guarantees is possible without imposing any restrictions on the public modules. We therefore focus in the rest of this chapter on safe subsets that contain only output attributes.

Observe that such safe subsets always exist for all private modules – one can always hide all the output attributes. They may incur higher cost than that of an optimal subset of both input and output attributes, but, in terms of privacy, by hiding only output attributes one does not harm the maximum achievable privacy guarantee of the private module. In particular it is not hard to see that hiding all input attributes can give a maximum of $\Gamma_1$-workflow-privacy, where $\Gamma_1$ is the size of the range of the module. On the other hand hiding all output attributes can give a maximum of $\Gamma_2$-workflow-privacy, where $\Gamma_2$ is the size of the co-domain of the module, which can be much larger than the actual range.

$^{40}$A function $f : D \rightarrow C$ is called onto or surjective if for every element $y \in C$, there is an element $x \in D$ such that $f(x) = y$. 
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7.2.2 Recursive propagation

Consider again Example 7.1, and assume now that public module $m_3$ sends its output to another public module $m_4$ that also implements an equality function (or a one-one invertible function). Even if the output of $m_3$ is hidden as described above, if the output of $m_4$ remains visible, the privacy of $m_2$ is again jeopardized since the output of $m_3$ can be inferred using the inverse function of $m_4$. We thus need to propagate the attribute hiding to $m_4$ as well. More generally, we will see below that we need to propagate the attributes recursively, through all adjacent public modules, until we reach another private module.

To formally define the closure of public modules to which attributes hiding needs to be propagated, we use the notion of an (un)directed public path. Intuitively, there is an (un)directed public path from a public module $m_i$ to a public module $m_j$ if we can reach $m_j$ from $m_i$ by an (un)directed path comprising only public modules. Recall that $A_i = I_i \cup O_i$ denotes the set of input and output attributes of module $m_i$.

**Definition 7.2.** A public module $m_1$ has a directed (resp. an undirected) public path to a public module $m_2$ if there is a sequence of public modules $m_{i_1}, m_{i_2}, \ldots, m_{i_j}$ such that $m_{i_1} = m_1$, $m_{i_j} = m_2$, and for all $1 \leq k < j$, $O_{i_k} \cap I_{i_{k+1}} \neq \emptyset$ (resp. $A_{i_k} \cap A_{i_{k+1}} \neq \emptyset$).

This notion naturally extends to module attributes. We say that an input attribute $a \in I_1$ of a public module $m_1$ has an (un)directed public path to a public module $m_2$ (resp. to its output attribute $b \in O_2$), if there is an (un)directed public path from $m_1$ to $m_2$. The set of public modules to which attribute hiding will be propagated can now be defined as follows.

**Definition 7.3.** Given a private module $m_i$ and a set of hidden output attributes $h_i \subseteq O_i$ of $m_i$, the public-closure $C(h_i)$ of $m_i$ w.r.t. $h_i$, is the set of public modules consisting of (1) all public modules $m_j$ s.t. $h_i \cap I_j \neq \emptyset$, and (2) all public modules to which there exists a undirected public path from the modules in $C(h_i)$.

**Example 7.4.** We illustrate these notions using Figure 7.1. The public module $m_4$ has an undirected public path to the public module $m_6$ through the modules $m_7$ and $m_3$. For the private module $m_2$ and hidden output attributes $h_2 = V_2$ that is a subset of $\{a_2, a_3, a_5\}$, the public closure $C(V_2) = \{m_3, m_4, m_6, m_7\}$, whereas for $V_2 = \{a_4\}$ or $\{a_4, a_5\}$, $C(V_2) = \{m_3, m_4, m_6, m_7\}$. 
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Figure 7.1: A single-predecessor workflow. White modules are public, grey are private; the box denotes the composite module $M$ for $\overline{V_2} = \{a_2\}$.

$\{m_5, m_8\}$. In our subsequent analysis it will be convenient to view the public-closure as a virtual composite module that encapsulates the sub-workflow and behaves like it. For instance, the box in Figure 7.1 denotes the composite module $M$ representing $C(\{a_2\})$, that has input attributes $a_2, a_3$, and output attributes $a_{10}, a_{11}$ and $a_{12}$.

**7.2.3 Selection of hidden attributes**

In Example 7.1 it is fairly easy to see which attributes of $m_1$ or $m_3$ need to be hidden to preserve the privacy of $m_2$. For the general case, where the public modules are not as simple as equality functions, to determine which attributes of a given public module need to be hidden we use the notion of upstream and downstream safety. To define them we use the following notion of tuple equivalence w.r.t a given view (set of visible attributes).

Recall that $A$ denotes the set of all attributes in the workflow.

**Definition 7.5.** Given two tuples $x$ and $y$ on a subset of attributes $B \subseteq A$, and a subset of visible attributes $V \subseteq A$, we say that $x \equiv_V y$ iff $\pi_{V \cap B}(x) = \pi_{V \cap B}(y)$.

**Definition 7.6.** Given a subset of visible attributes $V \subseteq A_i$ of a public module $m_i$, $m_i$ is called

- downstream-safe w.r.t. $V$ if for any two equivalent input tuples $x, x'$ to $m_i$ w.r.t. $V$ their outputs are also equivalent:

  \[ [x \equiv_V x'] \Rightarrow [m_i(x) \equiv_V m_i(x')] \]
• upstream-safe w.r.t. $V$ if for any two equivalent outputs $y, y'$ of $m_i$ w.r.t. $V$ all of their preimages are also equivalent:

$$[(y \equiv_V y') \land (m_i(x) = y, m_i(x') = y')] \Rightarrow [x \equiv_V x']$$

• upstream-downstream-safe (in short UD-safe) w.r.t. $V$ if it is both upstream-safe and downstream-safe w.r.t. $V$.

Note that if $V = \emptyset$ (i.e. all attributes are hidden) then $m_i$ is clearly UD-safe w.r.t to $V$. We call this the trivial UD-safe subset for $m_i$.

Example 7.7. Figure 7.2 shows some example module relations. For an (identity) module having relation $R_1$ in Figure 7.2a, two UD-safe visible subsets are $\{a_1, a_3\}$ and $\{a_2, a_4\}$. Note that $\{a_2, a_3\}$ is not a UD-safe subset: for tuples having the same values of $a_2$, say 0, the values of $a_3$ are not the same. For a module having relation $R_2$ in Figure 7.2b, a UD-safe visible subset is $\{a_1, a_3, a_4\}$, but there is no UD-safe subset that includes $a_2$. It can also be checked that the module $m_1$ in Figure 2.5b does not have any non-trivial UD-safe subset.

![Figure 7.2: UD-safe solutions for modules](image)

The first question we attempt to answer is whether there is a theorem analogous to Theorem 6.12 that works in the presence of public modules. In particular, we will show that for a class of workflows called single-predecessor workflows one can construct a private solution for the whole workflow by taking safe standalone solutions for the private modules, and then ensuring the UD-safe properties of the public modules in the corresponding public-closure. Next we define this class of workflows:

Definition 7.8. A workflow $W$ is called a single-predecessor workflow, if

1. $W$ has no data-sharing, i.e. for $m_i \neq m_j$, $I_i \cap I_j = \emptyset$, and,
2. for every public module \( m_j \) that belongs to a public-closure w.r.t some output attribute(s) of a private module \( m_i \), \( m_i \) must be the unique private module that has a directed public path to \( m_j \) (i.e. \( m_i \) is the single private predecessor of \( m_j \) having a directed public path to it).

Example 7.9. Again consider Figure 7.1 which shows a single-predecessor workflow. Modules \( m_3, m_4, m_6, m_7 \) have undirected public paths from \( a_2 \in O_2 \) (output attribute of \( m_2 \)), whereas \( m_5, m_8 \) have a (un)directed public path from \( a_4 \in O_2 \); also \( m_1 \) is the unique private-predecessor of \( m_3, \ldots, m_8 \). The public module \( m_1 \) does not have any private predecessor, but \( m_1 \) does not belong to the public-closure w.r.t the output attributes of any private module.

Single-predecessor workflows include common workflow structures such as chains and trees. Although they are more restrictive than general workflows, the above example illustrates that they can still capture fairly intricate workflow structures. We will focus first on single-predecessor workflows, then explain in Section 7.5 how general workflows can be handled.

Let \( M^+ \) be the set of indices for public modules \( (M^+ = \{i : m_i \text{ is public}\}) \) and \( M^- \) be the set of indices for private modules. Recall that \( I_i, O_i \) denote the subset of input and output attributes of module \( m_i \) and \( A_i = I_i \cup O_i \); if \( V_i \subseteq A_i \), then \( \overline{V_i} = A_i \setminus V_i \).

Theorem 7.10. (Privacy Theorem for single-predecessor workflows) Let \( W \) be a single-predecessor workflow. For a private module \( m_i \) in \( W \), let \( V_i \) be a safe subset for \( \Gamma \)-standalone-privacy s.t. only output attributes of \( m_i \) are hidden (i.e. \( \overline{V_i} \subseteq O_i \)). Let \( C(V_i) \) be the public-closure of \( m_i \) w.r.t. hidden attributes \( \overline{V_i} \). Let \( H_i \) be a set of hidden attributes s.t. \( \overline{V_i} \subseteq H_i \subseteq O_i \cup \bigcup_{k \in C(V_i)} A_k \) and where for every public module \( m_j \in C(V_i), m_j \) is UD-safe w.r.t. \( A_j \setminus H_i \). Then the workflow \( W \) is \( \Gamma \)-private w.r.t the set of visible attributes \( V = A \setminus (\bigcup_{i \in M^-} H_i) \).

In other words, in a single-predecessor workflow, taking solutions for the standalone private modules, expanding them to the public-closure of the modules, following the UD-safe safety requirements, then hiding the union of the attributes in these sets, guarantees \( \Gamma \)-workflow-privacy for all of the private modules.

The next proposition shows that single-predecessor workflows constitute in a sense the largest class of workflows for which such assembly is guaranteed to succeed.
Proposition 7.11. There is a workflow W that is not a single-predecessor workflow (either because it has data sharing or because more (or fewer) than one such private-predecessor exists for some public module), and a private module \( m_i \) in W, where even hiding all output attributes \( O_i \) of \( m_i \) and all attributes \( A_j \) of the public modules \( m_j \in C(O_i) \) does not give \( \Gamma \)-privacy for any \( \Gamma > 1 \).

The next section is dedicated to proving these two results. In Section 7.4 we then show how this refined privacy theorem can be used to choose hidden attributes optimally in single-predecessor workflows. Solutions for workflows that are not single-predecessor are considered in Section 7.5.

7.3 Privacy for Single-Predecessor workflows

We start in Section 7.3.1 by proving Theorem 7.10 and explaining the role of the UD-safe requirement. Then, in Section 7.3.2, we prove Proposition 7.11 by illustrating the necessity of the restriction to single-predecessor workflows in Theorem 7.10.

7.3.1 Proof of the Privacy Theorem

Here we prove Theorem 7.10. To prove \( \Gamma \)-privacy, we need to show the existence of many possible outputs for each input to each public module, originating from the possible worlds of the workflow relation w.r.t. the visible attributes. First we present a crucial lemma which relates privacy of standalone modules to their privacy in a workflow when the conditions in Theorem 7.10 are satisfied.

Lemma 7.12. Consider a single-predecessor workflow W; any private module \( m_i \) in W and any input \( x \in \pi_i(R) \); and any \( y \in \text{OUT}_{x,m_i} \) w.r.t. a set of visible attributes \( V_i \). Given a set of hidden attributes \( H_i \subseteq A \), such that (i) the hidden attributes \( \overline{V}_i \subseteq H_i \), (ii) only output attributes from \( O_i \) are included in \( \overline{V}_i \) (i.e. \( \overline{V}_i \subseteq O_i \)), and (iii) every module \( m_j \) in the public-closure \( C(\overline{V}_i) \) is UD-safe w.r.t. \( A_j \setminus H_j \). Then \( y \in \text{OUT}_{x,W} \) w.r.t. visible attributes \( V = A \setminus H_i \).

First we show that the above lemma implies Theorem 7.10. Then we can focus on a single private module \( m_i \), as given in the lemma, in the remainder of this subsection.

Proof of Theorem 7.10.
Proof. We first argue that if $H_i$ satisfies the conditions in Theorem 7.10 then $H'_i = \bigcup_{\ell \in M^-} H_\ell$ satisfies the conditions in Lemma 7.12. Clearly (i) $V_i \subseteq H_i \subseteq \bigcup_{\ell \in M^-} H_\ell = H'_i$; (ii) $V_i \subseteq O_i$ is unchanged. Next we argue that the third requirement in the lemma, (iii) every module in the public-closure $C(V_i)$ is UD-safe w.r.t. $H'_i$, also holds.

To see (iii), observe that the Theorem 7.10 has an additional condition on $H_i$: $H_i \subseteq O_i \cup \bigcup_{j \in C(V_i)} A_j$. Since $W$ is a single-predecessor workflow, for two private modules $m_i, m_\ell \in M^-, i \neq \ell$, the public closures $C(V_i) \cap C(V_\ell) = \emptyset$ (this follows directly from the definition of single-predecessor workflows). Further, since $W$ is single-predecessor, $W$ has no data-sharing by definition, so for any two modules $m_i, m_j$ in $W$ (public or private), the set of attributes $A_i \cap A_j = \emptyset$. Clearly, $m_i$ being a private module, $m_i \notin C(V_i)$ and vice versa. Hence

$$\left( O_i \cup \left( \bigcup_{k \in C(V_i)} A_k \right) \right) \cap \left( O_\ell \cup \left( \bigcup_{k \in C(V_\ell)} A_k \right) \right) = \emptyset.$$  

In particular, for a public module $A_j \in C(V_i)$, and for any private module $m_\ell \in M^-, \ell \neq i$, $A_j \cap H_\ell = \emptyset$. Therefore, $A_j \setminus H'_i = A_j \setminus \left( \bigcup_{\ell \in M^-} H_\ell \right) = A_j \setminus H_i$. Since $m_j$ is UD-safe w.r.t. $A_j \setminus H_i$ from the condition in the theorem, $m_j$ is also UD-safe w.r.t. $A_j \setminus H'_i$. Hence $H'_i$ satisfies the conditions stated in the lemma.

Now Theorem 7.10 also states that each private module $m_i (i \in M^-)$ is $\Gamma$-standalone-private w.r.t. visible attributes $V_i$, i.e., $|\text{out}_{x,m_i}| \geq \Gamma$ for all input $x$ to $m_i$ (see Definition 6.3). From Lemma 7.12, using $H'_i$ in place of $H_i$, this implies that for all input $x$ to private modules $m_i$, $|\text{out}_{x,W}| \geq \Gamma$ w.r.t. $V = A \setminus H'_i = A \setminus \bigcup_{\ell \in M^-} H_\ell$. From Definition 6.6, this implies that each private module $m_i$ is $\Gamma$-workflow-private w.r.t. $V = A \setminus \bigcup_{\ell \in M^-} H_i$; equivalently $W$ is $\Gamma$-private w.r.t. $V$. \hfill \Box

We can thus focus from now on a single private module $m_i$ and only need to prove Lemma 7.12 for $m_i$. But before we do so, let us first discuss the necessity of the UD-safe assumption in Theorem 7.10.

**Necessity of UD-safe condition.** Example 7.1 suggests that the downward-safety condition is necessary and natural. Otherwise, if there is a subsequent equality module, the value of the hidden attributes $V_i \subseteq O_i$ may be revealed. But it may not be obvious why we need the upward-safety condition, since we restrict the hidden attributes to be a subset of the output attributes $O_i$. The following proposition illustrates the necessity of having
both upstream and downstream conditions in Theorem 7.10.

![Diagram](image)

(a) Necessity of UD-safe condition  
(b) Necessity of single predecessor

Figure 7.3: White modules are public, grey are private.

**Proposition 7.13.** There is a workflow \( W \), a private module \( m_i \), and a safe-subset \( V_i \) that guarantees \( \Gamma \)-standalone-privacy for \( m_i \) for some \( \Gamma > 1 \), such that satisfying only the downstream-safety condition for the public modules in \( C(V_i) \) does not give \( \Gamma \)-workflow-privacy for \( m_i \) for all \( \Gamma > 1 \).

In the proof of this proposition and in other places in this chapter we will consider the different possible worlds of the workflow view and focus on the behavior (input-to-output mapping) \( \tilde{m}_i \) of the module \( m_i \), as seen in these world. This may be different than its true behavior, recorded in the actual workflow relation \( R \), and we will say that \( m_i \) is redefined as \( \tilde{m}_i \) in the given world. Note that \( m_i \) and \( \tilde{m}_i \), viewed as relations, agree on the visible attributes of the view but may differ in the non-visible ones.

**Proof of Proposition 7.13.**

*Proof.* Consider a chain workflow as given in Figure 7.3a, with three modules \( m_1, m_2, m_3 \) defined as follows. (i) \( m_1(a_1,a_2) = (a_3 = a_1, a_4 = a_2) \), (ii) \( a_5 = m_2(a_3,a_4) = a_3 \lor a_4 \) (OR), (iii) \( a_6 = m_3(a_5) = a_5 \). \( m_1, m_3 \) are private whereas \( m_2 \) is public. All attributes take values in \( \{0,1\} \). Clearly hiding output \( a_3 \) of \( m_1 \) gives \( \Gamma \)-standalone privacy for \( \Gamma = 2 \). Now suppose \( a_3 \) is hidden in the workflow. Since the \( m_2 \) is public (known to be OR function), \( a_5 \) must be hidden (downstream-safety condition). Otherwise from visible output \( a_5 \) and input \( a_4 \), some values of hidden input \( a_3 \) can be uniquely determined (e.g. if \( a_5 = 0, a_4 = 0 \), then \( a_3 = 0 \) and if \( a_5 = 1, a_4 = 0 \), then \( a_3 = 1 \)). On attributes \( (a_1,a_2,a_3,a_4,a_5,a_6) \), the original
relation $R$ is shown in Table 7.1 (the hidden attributes and their values are underlined in the text and in grey in the table).

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.1: Relation $R$ for workflow given in Figure 7.3a

Let us first consider an input $(0,0)$ to $m_1$. When $a_3$ is hidden, a possible candidate output $y$ of input tuple $x = (0,0)$ to $m_1$ is $(1,0)$. So we need to have a possible world where $m_1$ is redefined as $\hat{m}_1(0,0) = (1,0)$. To be consistent on the visible attributes, this forces us to redefine $m_3$ to $\hat{m}_3$ where $\hat{m}_3(1) = 0$; otherwise the row $(0,0,0,0,0,0)$ in $R$ changes to $(0,0,1,0,1,1)$. This in turn forces us to define $\hat{m}_1(1,0) = (0,0)$ and $\hat{m}_3(0) = 1$. (This is because if we map $\hat{m}_1(1,0)$ to any of $\{(1,0),(0,1),(1,1)\}$, either we have inconsistency on the visible attribute $a_4$, or $a_5 = 1$, and $\hat{m}_3(1) = 0$, which gives a contradiction on the visible attribute $a_6 = 1$.)

Now consider the input $(1,1)$ to $m_1$. For the sake of consistency on the visible attribute $a_3$, $\hat{m}_1(1,1)$ can take value $(1,1)$ or $(0,1)$. But if $\hat{m}_1(1,1) = (1,1)$ or $(0,1)$, we have an inconsistency on the visible attribute $a_6$. For this input in the original relation $R$, $a_5 = a_6 = 1$. Due to the redefinition of $\hat{m}_3(1) = 0$, we have inconsistency on $a_6$. But note that the downstream-safety condition has been satisfied so far by hiding $a_3$ and $a_5$. To have consistency on the visible attribute $a_6$ in the row $(1,1,1,1,1,1)$, we have to have $a_5 = 0$ (since $\hat{m}_3(0) = 1$). The pre-image of $a_5 = 0$ is $a_3 = 0, a_4 = 0$, hence we have to redefine $\hat{m}_1(1,1) = (0,0)$. But $(0,0)$ is not equivalent to original $m_1(1,1) = (1,1)$ w.r.t. the visible attribute $a_4$. So the only solution in this case for $\Gamma > 1$, assuming that we do not hide output $a_6$ of private module $m_3$, is to hide $a_4$, which makes the public module $m_2$ both upstream and downstream-safe.

This example also suggests that upstream-safety is needed only when a private module gets input from a module in the public-closure; the proof of Lemma 7.12 shows that this is indeed the case.

**Proof of Lemma 7.12.** The proof of Lemma 7.12 comprises two steps:
Consider the connected subgraph \( C(V_i) \) as a single composite public module \( M \), or equivalently assume that \( C(V_i) \) contains a single public module. By the properties of single-predecessor workflows, \( M \) gets all its inputs from \( m_i \), but can send its outputs to one or more private module, or to final output. Let \( I \) (resp. \( O \)) be the input (resp. output) attribute sets of \( M \). In Figure 7.1, the box is \( M, I = \{a_2,a_3\} \) and \( O = \{a_{10},a_{11},a_{12},a_{13}\} \). We argue that if \( M \) is UD-safe w.r.t. visible attributes \( (I \cup O) \setminus H_i \), and the other conditions of Lemma 7.12 are satisfied, then \( m_i \) is workflow-private w.r.t. \( V \).

We show that if every public module in the composite module \( M = C(V_i) \) is UD-safe, then \( M \) is UD-safe. To continue with our example, in Figure 7.1, assuming that \( m_3,m_4,m_6,m_7 \) are UD-safe w.r.t. hidden attributes, we have to show that \( M \) is UD-safe.

The proof of Step-1 uses the following lemma (proved in Appendix A.5.2) which relates the actual image \( z = m_i(x) \) of an input \( x \) to \( m_i \), with a candidate output \( y \in \text{OUT}_{x,m_i} \) of \( x \).

**Lemma 7.14.** Let \( m_i \) be a standalone private module with relation \( R_i \), let \( x \) be an input to \( m_i \), and let \( V_i \) be a subset of visible attributes such that \( V_i \subseteq O_i \) (only output attributes are hidden). If \( y \in \text{OUT}_{x,m_i} \), then \( y \equiv_{V_i} z \) where \( z = m_i(x) \).

**Proof of Step-1.** The proof of Lemma 7.12 is involved even for the restricted scenario in Step-1, in which \( C(V_i) \) contains a single public module. The proof is given in Appendix A.5.3, and we illustrate here the key ideas using a simple example of a chain workflow.

**Example 7.15.** Consider a chain workflow, for instance, the one given in Figure 7.3a with the relation in Table 7.1. Let \( m_i = m_1 \). Hiding its output \( a_3 \) gives \( \Gamma \)-standalone-privacy for \( \Gamma = 2 \). For input \( x = (0,0) \), with \( a_3 \) hidden, \( y = (1,0) \) is a possible output, whereas the original output for \( x \) is \( z = (0,0) \) (hidden attributes are underlined). Note that, as Lemma 7.14 says, \( y \) and \( z \) are equivalent on the visible attributes.

First consider the simpler case when \( m_3 \) does not exist, i.e. \( W \) contains only two modules and the column for \( a_6 \) does not exist in Table 7.1. As we mentioned before,
when the composite public module does not have any private successor, we only need downstream-safety property of the modules in $C(V_i)$, in this case which comprises a single public module $m_2$. Then we define a possible world $R'$ of $R$ by redefining module $m_1$ to $\hat{m}_1$ as follows. $\hat{m}_1$ simply maps all pre-images of $y$ to $z$, and all pre-images of $z$ to $y$. In this case, both $y, z$ have single pre-image. So $x = (0,0)$ gets mapped to $(1,0)$ and input $(1,0)$ gets mapped to $(0,0)$. Since $m_2$ has to be downstream-private, we also need to hide output $a_5$ of $m_2$. Finally $R'$ is formed by the join of relations for $\hat{m}_1$ and $m_2$. Note that the projection of $R, R'$ will be the same on visible attributes $a_1, a_2, a_4$ (in $R'$, the first row will be $(0,0,1,0,0)$ and the third row will be $(1,0,0,0,0)$). The proof of this simpler case borrows the idea presented in [63].

Next consider the more complicated case, when the modules in $C(V_i)$ have a private successor, in this case when the private module $m_3$ is present. We already argued in the proof of Proposition 7.13 that we also need to hide the input $a_4$ to ensure workflow privacy for $\Gamma > 1$. Let us now describe the proof strategy when $a_4$ is hidden. Here we consider the outputs of $m_3$ on input $y, z$; let $w_y = m_3(y)$ and $w_z = m_3(z)$. We redefine $m_1$ to $\hat{m}_1$ as follows. For all input $u$ to $m_1$ such that $u \in m_1^{-1}m_2^{-1}(w_z)$ (resp. $u \in m_1^{-1}m_2^{-1}(w_y)$), we define $\hat{m}_1(u) = y$ (resp. $\hat{m}_1(u) = z$). For $\hat{m}_3$, we define, $\hat{m}_3(w_y) = m_3(w_z)$ and $\hat{m}_3(w_z) = m_3(w_y)$. By Lemma 7.14, $y \equiv_V z$, since $m_2$ is downstream-safe $w_y \equiv_V w_z$, since $m_2$ is also upstream-safe, for all input $u$ to $m_1$ that are being redefined by $\hat{m}_1$, their images under $m_1$ are equivalent w.r.t. $V$. In our example, $w_y = m_3(1,0) = 1$, and $w_z = m_3(0,0) = 0$. $m_1^{-1}m_2^{-1}(w_z) = \{(0,0)\}$ and $m_1^{-1}m_2^{-1}(w_y) = \{(0,1),(1,0),(1,1)\}$. So $\hat{m}_1$ maps $(0,0)$ to $(1,0)$ and all of $\{(0,1),(1,0),(1,1)\}$ to $(0,0)$; $\hat{m}_3$ maps 0 to 1 and 1 to 0. With these observations, it can be shown that the resulting relation $R'$ formed by the join of $\hat{m}_1, m_2, \hat{m}_3$ will be a possible world of $R$. In this example, when $a_3, a_4, a_5$ are hidden, $R'$ has the form in Table 7.2, and these observations can be verified.

Note that this relation $R'$ has the same projection on visible attributes $\{a_1, a_2, a_6\}$ as $R$ in Table 7.1 and the public module $m_2$ is unchanged. So $R'$ is a possible world of $R$ that maps $x = (0,0)$ to $y = (1,0)$ as desired, i.e. $y \in \text{OUT}_x, w$.

The argument for more general single-predecessor workflows, like the one given in Figure 7.1 is more complex. Here a private module (like $m_3$) can get inputs from $m_i$
Table 7.2: Relation $R'$, a possible world of the relation $R$ for the workflow in Figure 7.3a w.r.t. $V = \{a_1, a_2, a_6\}$.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

(in Figure 7.1, $m_2$), its public-closure $C(V_i)$ (in the figure, $m_8$), and also from the private successors of the modules in $C(V_i)$ (in the figure, $m_{10}$). In this case, the tuples $w_y, w_z$ are not well-defined, and redefining the private modules is more complex. In the full proof we give the formal argument using an extended flipping function, that selectively changes part of inputs and outputs of the private module based on their connection with the private module $m_i$ considered in the lemma.

**Proof of Step-2.**

For Step-2 we prove the following lemma.

**Lemma 7.16.** Let $M$ be a composite module consisting of public modules. Let $H$ be a subset of hidden attributes such that every public module $m_j$ in $M$ is UD-safe w.r.t. $A_j \setminus H$. Then $M$ is UD-safe w.r.t. $(I \cup O) \setminus H$.

**Proof.** (Sketch) The formal proof of this lemma is given in Appendix A.5.4. We sketch here the main ideas. To prove the lemma, we show that if every module in the public-closure is downstream-safe (resp. upstream-safe), then $M$ is downstream-safe (resp. upstream-safe). For downstream-safety, we consider the modules in $M$ in topological order, say $m_{i_1}, \ldots, m_{i_k}$ (in Figure 7.1, $k = 4$ and the modules in order may be $m_3, m_6, m_4, m_7$). Let $M^i$ be the (partial) composite public module formed by the union of modules $m_{i_1}, \ldots, m_{i_j}$, and let $I_i, O_i$ be its input and output (the attributes that are either from a module not in $M^i$ to a module in $M^i$, or to a module not in $M^i$ from a module in $M^i$. Clearly, $M^1 = \{m_{i_1}\}$ and $M^k = M$. Then by induction from $j = 1$ to $k$, we show that $M^j$ is downstream-safe w.r.t. $(I_i \cup O_i) \setminus H$, if all of $m_{i_\ell}$, $1 \leq \ell \leq j$ are downstream-safe w.r.t. $(I_i \cup O_i) \setminus H = A_{i_\ell} \setminus H$. For upstream-safety, we consider the modules in reverse topological order, $m_{i_k}, \ldots, m_{i_1}$, and give a similar argument by an induction on $j = k$ down to 1. \hfill \square
7.3.2 Necessity of Single-Predecessor Assumption

Here we prove Proposition 7.11, and show that the single-predecessor assumption in Theorem 7.10 is necessary. By Definition 7.8, a workflow \( W \) is not a single-predecessor workflow if one of the following holds: (i) if there is a public module \( m_j \) in \( W \) that belongs to a public-closure of a private module \( m_i \) but has no directed path from \( m_i \), or, (ii) such a public module \( m_j \) has directed path from more than one private modules, or (iii) \( W \) has data sharing.

We now show an example for condition (i). Examples for the remaining conditions can be found in Appendix A.5.5.

Example 7.17. Consider the workflow \( W_a \) in Figure 7.3b. Here the public module \( m_2 \) belongs to the public-closure \( C(\{a_3\}) \) of \( m_1 \), but there is no directed public path from \( m_1 \) to \( m_2 \), thereby violating the condition of single-predecessor workflows (though there is no data sharing). Module functionality is as follows: (i) \( m_1 \) takes \( a_1 \) as input and produces \( a_3 = m_1(a_1) = a_1 \). (ii) \( m_2 \) takes \( a_2 \) as input and produces \( a_4 = m_2(a_2) = a_2 \). (iii) \( m_3 \) takes \( a_3,a_4 \) as input and produces \( a_5 = m_3(a_3,a_4) = a_3 \lor a_4 \) (OR). (iv) \( m_4 \) takes \( a_5 \) as input and produces \( a_6 = m_4(a_5) = a_5 \). All attributes take values in \( \{0,1\} \).

Clearly, hiding output \( h_1 = \{a_3\} \) of \( m_1 \) gives 2-standalone privacy. For this hidden attribute, \( H_1 \subseteq \{a_2,a_3,a_4,a_5\} \). We claim that hiding all of \( \{a_2,a_3,a_4,a_5\} \) gives only trivial 1-workflow-privacy for \( m_1 \), although it satisfies the UD-safe condition of \( m_2,m_3 \). To see this, consider the relation \( R_a \) of all executions of \( W_a \) given in Table 7.3, where the hidden values are in Grey. The rows (tuples) here are numbered \( r_1,\ldots,r_4 \) for later reference.

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.3: Relation \( R_a \) for workflow \( W_a \) given in Figure 7.3b

When \( a_3 \) is hidden, a possible candidate output of input \( a_1 = 0 \) to \( m_1 \) is 1. So we need to have a possible world where \( m_1 \) is redefined as \( \hat{m}_1(0) = 1 \). This would restrict \( a_3 \) to 1 whenever \( a_1 = 0 \). But note that whenever \( a_3 = 1, a_5 = 1 \), irrespective of the value of \( a_4 \) (\( m_3 \)
is an OR function).

This affects the rows \( r_1 \) and \( r_2 \) in \( R \). Both these rows must have \( a_5 = 1 \), however \( r_1 \) has \( a_6 = 0 \), and \( r_2 \) has \( a_6 = 1 \). But this is impossible since, whatever the new definition \( \tilde{m}_4 \) of private module \( m_4 \) is, it cannot map \( a_5 \) to both 0 and 1; \( \tilde{m}_4 \) must be a function and maintain the functional dependency \( a_5 \rightarrow a_6 \). Hence all possible worlds of \( R_a \) must map \( \tilde{m}_1(0) \) to 0, and therefore \( \Gamma = 1 \). \( \square \)

### 7.4 Optimization

Given a workflow \( W \), represented by a relation \( R \), and a privacy parameter \( \Gamma \), we want to find a safe visible subset \( V \) with minimum cost s.t. all the modules in the workflow are \( \Gamma \)-workflow-private w.r.t. \( V \). Recall that each attribute \( a \) in \( R \) has a cost \( c_a \) and ideally one would like to find a set \( V \) s.t. the cost of hidden attributes \( c(\overline{V}) = \sum_{a \in V} c_a \) is minimized. The difficulty however is that even for workflows that contain only private modules the problem is NP-hard (and in EXP-time) in the number of attributes in the relation \( R \), which may be very large.

To avoid this exponential dependency on the overall number of attributes, we will use here Theorem 7.10 to assemble a cost efficient solution for the whole workflow out of solutions for the *individual modules*. As we show below, computing solutions for the individual modules may still take time exponential in the number of the module’s attributes. But this number is much smaller than that of the whole workflow, and the computation may be performed as a pre-processing step with the cost being amortized over possibly many uses of the module in different workflows.

**The optimization problem.** Following Theorem 7.10, given a single-predecessor workflow \( W \), our goal is thus to find a set \( V \) of minimal cost\(^{41} \), such that \( V = A \setminus (\bigcup_{i \in M_1} H_i) \) for some sets \( H_i \) that satisfy the requirements in the Theorem. Namely, such that there exist some safe subsets \( V_i \) for the private modules \( m_i \) in \( W \) where only output attributes of \( m_i \) are hidden, \( \overline{V_i} \subseteq H_i \subseteq O_i \cup \bigcup_{k \in C(\overline{V_i})} A_k \), and for every public module \( m_j \in C(\overline{V_i}) \), \( m_j \) is UD-safe w.r.t. \( A_j \setminus H_i \). We call this problem the optimum-view problem.

In Section 7.4.1 we discuss how the optimum-view problem can be solved in four

\(^{41}\text{i.e. where } c(\overline{V}) = \sum_{a \in V} c_a \text{ is minimized}\)
steps, which also allows us to study the complexity of the problem that arises from the respective steps. In Section 7.4.2 and Section 7.4.3, we discuss two of these four steps in more detail.

7.4.1 Optimization in Four Steps

For single-predecessor workflows, the optimum view problem is solved in four steps: (i) we find the safe solutions for standalone-privacy for individual private modules; (ii) we find the UD-safe solutions for individual public modules; (iii) we find the optimal hidden subset $H_i$ for the public-closure of every private module $m_i$ using the outputs of the first two steps; finally, (iv) we combine $H_i$-s to find the final optimal solution $V$. We next consider each of these steps. We use below $M^−$ (resp. $M^+$) to denote the set of private (resp. public) modules $m_i$ in $W$ (or their indices $i$ by overloading the notation).

First step: safe (standalone-private) solutions for individual private modules. First, we find the set of safe subsets for all private modules in $M^−$. For a module $m_i \in M^−$, we compute the set of subsets $S_i = \{S_{i1}, \cdots, S_{ip_i}\}$, where $\overline{S_{il}} = A_i \setminus S_{il} \subseteq O_i$ and $m_i$ is $\Gamma$-standalone-private w.r.t. each of the $S_{il}$. Here $p_i$ is the number of such safe subsets.

Recall from Theorem 7.10 that the choice of safe subset for $m_i$ determines its public-closure (and consequently the possible $H_i$ sets and the cost of the overall solution). It is thus not sufficient to consider only the safe subsets that have the minimum cost; we need to keep all safe subsets for $m_i$, to be examined by subsequent steps.

The complexity of finding safe subsets for individual private modules has been thoroughly studied in [63] under the name standalone Secure-View problem. It was shown that deciding whether a given visible subset $V$ is safe for a private module is NP-hard in the number of attributes of the module; an exponential (again in the number of attributes of the module) lower bound on the communication complexity under different settings for this problem were also given. It was further shown that the set of all safe subsets for the module can be computed in time exponential in the number of attributes assuming constant domain size, which almost matches the lower bounds.

Although the lower and upper bounds are somewhat disappointing, as argued in [63], the number of attributes of an individual module is fairly small. The assumption of
constant domain is reasonable for practical purposes, assuming that the integers and reals are represented in a fixed number of bits. In these cases the individual relations can be big, however this computation can be done only once as a pre-processing step and the cost can be amortized over possibly many uses of the module in different workflows. Expert knowledge (from the module designer) to decide the safe subsets can also be useful to further save time.

**Second Step: UD-safe solutions for individual public modules.** This step focuses on finding the set of all UD-safe solutions for the individual public modules. We denote the UD-safe solutions for a public module $m_j \in M^+$ by $UD-safe_j = \{U_{j1}, \ldots, U_{jp_j}\}$, where each UD-safe subset $U_{j\ell} \subseteq A_j$, and $p_j$ denotes the number of UD-safe solutions for the public module $m_j$. We analyze the complexity of this step in detail in Section 7.4.2. We will see that even deciding whether a given subset is UD-safe for a module is coNP-hard in the number of attributes (and that the set of all such subsets can be computed in exponential time). However, similar to the argument given for the first step, this computation is a one-time procedure that can be done as a pre-processing step with its cost amortized over possibly many workflows where the module is used. In addition, we only need the UD-safe subsets for those public modules that belong to a public-closure w.r.t. some output attribute(s) of a private module, so computing the UD-safe subsets for only these modules suffices.

**Third Step: optimal $H_i$ for each private module.** The third step aims to find a set $H_i$ of hidden attributes, of minimum cost, for every private module $m_i \in M^-$. As per the theorem statement, this set $H_i$ should satisfy the conditions: (a) $H_i \supseteq S_{it}$, for some $S_{it} \in S_i$, and (b) for this safe subset $S_{it}$, every public module $m_j$ in the closure $C(S_{it})$, there exists a UD-safe subset $U_{jq} \in UD-safe_j$ such that $U_{jq} \subseteq A_j \setminus H_i$. We will discuss solving this problem in Section 7.4.3, the motivation will be clear from the next step.

**Fourth step: optimal $V$ for the workflow.** According to Theorem 7.10, $V = A \setminus \bigcup_{i \in M^+} H_i$ is a $\Gamma$-private solution for the workflow. Observe that finding the optimal (minimum cost) such solution $V$ for single-predecessor workflows is straightforward, once the minimum cost $H_i$-s are found in the previous step: The proof of Lemma 7.12 shows that for any two private modules $m_i, m_k$, $H_i \cap H_k = \emptyset$. This implies that the visible subset $V$ with the
minimum cost $\overline{V} = A \setminus V = \bigcup_{i \in M} H_i$ can be obtained using the optimal hidden subsets $H_i$ for individual private modules from Step 3.

As we mentioned above, the first step has been discussed in [63] and the fourth step is straightforward for single-predecessor workflows. We now focus on describing solutions to the second step (Section 7.4.2) and the third step (Section 7.4.3).

### 7.4.2 Solutions for Individual Modules

We show that verifying whether a standalone module $m_j$ is upstream-downstream-safe (UD-safe) w.r.t. a given subset $V$ is coNP-hard.

**Theorem 7.18.** Given public module $m_j$ with total number of attributes $k$, and a subset of attributes $V$, deciding whether $m_j$ is UD-safe w.r.t $V$ is coNP-hard in $k$.

**Proof.** (Sketch) The reduction is from the UNSAT problem, where we are given $n$ variables $x_1, \ldots, x_n$, and a 3NF formula $f(x_1, \ldots, x_n)$; the goal is to check whether $f$ is not satisfiable. In our construction, $m_i$ has $n + 1$ inputs $x_1, \ldots, x_n$ and $y$, and the output is $z = m_i(x_1, \ldots, x_n, y) = f(x_1, \ldots, x_n) \lor y$ (OR). The set of visible attributes is $\{y, z\}$; so all of $x_1, \ldots, x_n$ are hidden. We claim that $f$ is not satisfiable if and only if $m_i$ is UD-safe w.r.t. $V$. The complete argument is given in Appendix A.5.6.

The same construction, with attributes $y$ and $z$ assigned cost zero and all other attributes assigned some higher constant cost, can be used to show that testing whether a safe subset with cost smaller than a given threshold exists is also coNP-hard. In Appendix A.5.7 we also show that the communication complexity to solve these problems is exponential in the number of attributes.

Regarding the upper bound, the trivial algorithm of going over all $2^k$ subsets $V \subseteq A_j$, and checking if $V$ is UD-safe for $m_j$, can be done in EXP-time in $k$ when the domain size is constant (see Appendix A.5.8 for details). Since the UD-safe property is not monotone w.r.t. further deletion of attributes, if $V$ is UD-safe, its subsets may not be UD-safe.

Recall however that deleting the entire subset $A_j$ (i.e. the empty subset $\emptyset \subseteq A_j$) is always UD-safe for $m_j$. So for practical purposes, when the public-closure (to be studied in the third step) for a private module involves a small number of attributes of the public
modules in the closure, or if the attributes of those public modules have small cost $c_a$, the trivial solution ($V = \emptyset$ or $V = A_j$) can be used.

### 7.4.3 Optimization: Single Private Module

Given a private module $m_i$, the set of safe subsets $S_i$ of $m_i$, and the set of UD-safe subsets $UD-safe_j$ for all public modules $m_j$, the goal of this step is to find the hidden subset $H_i$ with minimum cost $c(H_i)$ such that $H_i \supseteq S_i$ for some $S_i \in S_i$ and for all $m_j \in C(S_i)$, there is a $U_{jq} \in UD-safe_j$ such that $U_{jq} = A_j \setminus H_j$. We call this problem the **single-module problem**.

We show that, fortunately, for the important class of chain and tree workflows, this optimization problem is solvable in time polynomial in the number of modules $n$, number of attributes $|A|$, and the maximum number of sets in $S_i$ and $UD-safe_j$, denoted by

$$L = \max_{m_j \in M^+ \cup M^*} p_i$$

In contrast, the problem becomes NP-hard in $n$ when the public-closure forms arbitrary subgraph, even when $L$ is a constant and the number of attributes of the individual modules is bounded by a (small) constant.

**Chain Workflows.** Chain workflows are the simplest class of tree-shaped workflow, hence clearly any algorithm for trees will also work for chains. However, for simplicity we first explain how chains are processed, then extend to general trees. We start by proving the following.

**Theorem 7.19.** The single-subset problem can be solved in PTIME (in $n$, $|A|$ and $L$) for chain workflows.

**Proof.** Note that to obtain an algorithm of time polynomial in $L$, for a given module $m_i$, we can go over all choices of safe subsets $S_i \in S_i$ of $m_i$, compute the public-closure $C(S_i)$, and choose a minimal cost subset $H_i = H_i(S_i)$ that satisfies the UD-safe properties of all modules in the public-closure. Then, output, among them, a subset having the minimum cost. Consequently, it suffices to explain how, given a safe subset $S_i \in S_i$, one can solve, in PTIME, the problem of finding a minimum cost hidden subset $H_i$ that satisfies the UD-safe property of all modules in a subgraph formed by a given $C(S_i)$.
To simplify notation, the given safe subset $S_{i\ell}$ will be denoted below by $S_{is}$, the closure $C(S_{i\ell})$ will be denoted by $C_W$, and the output hidden subset will be denoted by $H$.

Our PTIME algorithm employs dynamic programming to find the optimal $H$. First note that since $C_W$ is the public-closure of output attributes for a chain workflow, $C_W$ should be a chain itself. Let the modules in $C_W$ be renumbered as $m_1, \ldots, m_k$ in order. Now we solve the problem by dynamic programming as follows. Let $Q$ be an $k \times L$ two-dimensional array, where $Q[j, \ell]$ denotes the cost of minimum cost hidden subset $H_{j\ell}$ that satisfies the UD-safe condition for all public modules $m_1$ to $m_j$ and $A_j \setminus H_{j\ell} = U_{j\ell}$ (here $j \leq k$, $\ell \leq p_j \leq L$, and $A_j$ is the attribute set of $m_j$); the actual solution can be stored easily by standard argument.

The initialization step is, for $1 \leq \ell \leq p_1$,

$$Q[1, \ell] = \begin{cases} c(U_{1, \ell}) & \text{if } U_{1, \ell} \supseteq S_{is} \\ \infty & \text{otherwise} \end{cases}$$

Recall that for a chain, $O_{j-1} = I_j$, for $j = 2$ to $k$. Then for $j = 2$ to $k$, $\ell = 1$ to $p_j$,

$$Q[j, \ell] = \begin{cases} \infty & \text{if there is no } 1 \leq q \leq p_{j-1} \\ & \text{such that } U_{j-1, q} \cap O_{j-1} = U_{j, \ell} \cap I_j \\ & \text{where the minimum is taken over all such } q \end{cases}$$

$$Q[j, \ell] = c(O_j \cap U_{j, \ell}) + \min_{q} Q[j-1, q]$$

It is interesting to note that such a $q$ always exists at least for one $\ell \leq p_j$: while defining UD-safe subsets in Definition 7.6, we discussed that any public module $m_j$ is UD-safe when its entire attribute set $A_j$ is hidden. Hence $\emptyset \in UD - safe_{j-1}$ and $\emptyset \in UD - safe_j$, and the respective complement subsets are $A_{j-1}$ and $A_j$, which will make the equality check true (for a chain $O_{j-1} = I_j$).

The following lemma (whose proof is given in Appendix A.5.9) shows that $Q[j, \ell]$ correctly stores the desired value. Then the optimal solution $H$ has cost $\min_{1 \leq \ell \leq p_k} Q[k, \ell]$; the corresponding solution $H$ can be found by standard procedure.

**Lemma 7.20.** For $1 \leq j \leq k$, the entry $Q[j, \ell]$, $1 \leq \ell \leq p_j$, stores the minimum cost of the hidden attributes $\bigcup_{x=1}^{j} A_x \supseteq H_{j\ell} \supseteq S_{is}$ such that $A_j \setminus H_{j\ell} = U_{j, \ell}$, and every module $m_x, 1 \leq x \leq j$ in the chain is UD-safe w.r.t. $A_x \setminus H_{j\ell}$.
This concludes our proof.

Observe that, more generally, the algorithm may also be used for arbitrary non-chain workflows, if the public-closures of the safe subsets for private modules have chain shape. This observation also applies to the following discussion on tree workflows.

**Tree Workflows.** Now consider tree-shaped workflows, where every module in the workflow has at most one immediate predecessor (for all $m_i \in W$, if $I_i \cap O_j \neq \emptyset$ and $I_i \cap O_k \neq \emptyset$, then $j = k$), but a module can have one or more immediate successors.

The treatment of tree-shaped workflows is similar to what we have seen above for chains. Observe that, here again, since $C_W$ is the public-closure of output attributes for a tree-shaped workflow, $C_W$ will be a collection of trees all rooted at $m_i$. As for the case of chains, the processing of the public closure is based on dynamic-programming. The key difference is that the modules in the tree are processed bottom up (rather than top down as in what we have seen above) to handle branching. The details of the algorithm are given in Appendix A.5.10, proving the following theorem.

**Theorem 7.21.** The single-subset problem can be solved in PTIME (in $n$, $|A|$ and $L$) for tree-shaped workflows.

**Public-closure of arbitrary shape.** Finally, for public-closure with arbitrary shape we can show the following.

**Theorem 7.22.** The problem of testing whether the single-subset problem has a solution with cost smaller than a given bound is NP-complete when the public-closure forms an arbitrary subgraph. This is the case even when both the number of attributes and the number of safe and UD-safe subsets of the individual modules is bounded by a (small) constant.

The hardness proof works by a reduction from 3SAT and is given in Appendix A.5.11. The NP algorithm simply guesses a set of attributes and checks whether it forms a legal solution and has cost lower than the given bound. A corresponding EXPtime algorithm that iterates over all subsets can be used to find the optimal solution.

The NP-completeness here is in $n$, the number of modules in the public closure. We note however that in practice the number of public modules that process the output on an individual private module is typically not that high. So the obtained solution to the
optimum-view problem is still better than the naive one, which is exponential in the size of the full workflow.

7.5 General Workflows

The previous sections focused on single-predecessor workflows. In particular we presented a privacy theorem for such workflows and studied optimization w.r.t. this theorem. The following two observations highlight how this privacy theorem can be extended to general workflows. For the sake of brevity, the discussion is informal; full details are given in Appendix A.5.12.

Need for propagation through private modules All examples in the previous sections that show the necessity of the single-predecessor assumption had another private module $m_k$ as a successor of the private module $m_i$ being considered. For instance, in Example 7.17, $m_i = m_1$ and $m_k = m_4$. If we had continued hiding output attributes of $m_4$ in Example 7.17, we could obtain the required possible worlds leading to a non-trivial privacy guarantee $\Gamma > 1$. This implies that for general workflows, the propagation of attribute hiding should continue outside the public closure and through the descendant private modules.

D-safe suffices (instead of UD-safe) The proof of Lemma 7.12 shows that the UD-safe property of modules in the public-closure is needed only when some public-module in the public-closure has a private successor whose output attributes are visible. If all modules in the public closure have no such private successor, then a downstream-safety property (called the D-safe property) is sufficient. More generally, if attribute hiding is propagated through private modules (as discussed above), then it suffices to require the hidden attributes to satisfy the D-safe property rather than the stronger UD-safe property.

The intuition from the above two observations is formalized in a privacy theorem for general workflows, analogous to Theorem 7.10. First, instead of public-closure, it uses downward-closure: for a private module $m_i$, and a set of hidden attributes $h_i$, the downward-closure $D(h_i)$ consists of all modules (public or private) $m_j$, that are reachable from $m_i$ by
a directed path. Second, instead of requiring the sets $H_i$ of hidden attributes to ensure UD-safe, it requires them to only ensure D-safe.

The proof of the revised theorem follows lines similar to that of Theorem 7.10, with an added complication due to the fact that, unlike in the previous case, here the $H_i$ subsets are no longer guaranteed to be disjoint. This is resolved by proving that D-safe subsets are closed under union, allowing for the (possibly overlapping) $H_i$ subsets computed for the individual private modules to be assembled together.

The hardness results from the previous section transfer to the case of general workflow. Since $H_i$-s in this case may be overlapping, the union of optimal solutions $H_i$ for individual modules $m_i$ may not give the optimal solution for the workflow, and whether a non-trivial approximation exists is an interesting open problem.

To conclude the discussion, note that for single-predecessor workflows, we now have two options to ensure workflow-privacy: (i) by considering public-closures and ensuring UD-safe properties for their modules (following the privacy theorem for single-predecessor workflows); or (ii) by considering downward-closures and ensuring D-safe properties for their modules (following the privacy theorem for general workflows). Observe that these two options are incomparable: Satisfying UD-safe properties may require hiding more attributes compared to what is needed for satisfying D-safe properties. On the other hand, the downward-closure includes more modules than the public-closure (for instance the reachable private modules), and additional attributes need to be hidden to satisfy their D-safe properties. One could therefore run both algorithms, and choose the lower cost solution.

### 7.6 Conclusion

In this chapter, we addressed the problem of preserving module privacy in public/private workflows (called workflow-privacy), by providing a view of provenance information in which the input to output mapping of private modules remains hidden. As several examples in this chapter show, the workflow-privacy of a module critically depends on the structure (connection patterns) of the workflow, the behavior/functionality of other modules in the workflow, and the selection of hidden attributes. We show that for an im-
portant class of workflows called single-predecessor workflows, workflow-privacy can be achieved via propagation through public modules only, provided we maintain an invariant on the propagating modules called the UD-safe property. On the other hand, for general workflows, we show that even though propagation through both public and private modules is necessary, a weaker invariant (called the D-safe property) on the propagating modules suffices. We also study related optimization problems.

Several interesting future research directions related to the application of differential privacy were discussed in Section 6.6. Another interesting problem is to develop PTIME approximation algorithms for module privacy (that can handle non-monotonicity of UD-safe and D-safe subsets) in single-predecessor and general workflows.
Chapter 8

Conclusions

In this dissertation we have studied connections between privacy and uncertainty in two main directions: how a succinct representation of provenance can help propagate uncertainty from source to output and vice versa (Chapters 3 to 5), and (ii) how uncertainty can help enable provenance to be revealed while hiding associated private information (Chapters 6 and 7).

Chapters 3 and 4 focus on computing uncertainty in the output given uncertain source data. In particular, we considered query evaluation in probabilistic databases: given a query $q$ and a probabilistic database $I$, compute the probabilities of the answers in $q(I)$. Here our two main goals were (i) to compute the (exact or approximate) probability distribution of the answers efficiently in poly-time, and (ii) to identify the classes of queries $q$ (or, query-instance pairs $⟨q, I⟩$) for which such efficient computation is possible. This problem reduces to the computation of probabilities of boolean expressions given the probabilities of its constituent variables. Therefore, in both these chapters, we investigated boolean provenances resulting from query evaluation.

In Chapter 3, we proposed the instance-by-instance approach that considers both the query $q$ and the given database instance $I$, in contrast to the widely-used approach of only considering the given query. We proposed a novel characterization and efficient algorithms to decide whether the boolean provenances of the answers in $q(I)$ are read-once, which allows us to efficiently compute the probabilities even for the “unsafe” queries for which computing the exact probability is #P-hard in general. However, the read-once
property of boolean provenances is not a necessary condition for poly-time probability computation. In fact, it has been shown that other well-known knowledge-compilation techniques like BDD, d-DNNF, etc. can explain poly-time computation of answer probabilities [101, 137]. Since the computation of provenance does not have much overhead while the query is evaluated, an exact characterization of boolean provenances that are amenable to poly-time computation is of both theoretical and practical interest.

In Chapter 4, we expanded the class of poly-time computable queries by including difference operations. Difference operations are common in practice, but to the best of our knowledge, they have not been considered in this context. We showed that the computation of exact probability is \#P-hard even in very restricted scenarios for queries with difference; moreover, unlike positive queries, even approximating these probabilities is computationally hard. On the positive side, we showed that for a class of queries (and a class of boolean provenances in the instance-by-instance approach), it is indeed possible to approximate the probabilities in poly-time. Our work is a first step toward understanding the complexity of queries with difference operations, and a deeper understanding of these queries will be an important direction to pursue in the future. As more general research directions, one can explore other classes of queries (e.g., recursive datalog queries) and uncertain inputs (e.g., databases allowing correlations in source tuples, semistructured or unstructured data) that have interesting practical applications.

In Chapter 5 we studied tracing errors in the output to find possible erroneous inputs, and thereby to refine the input to improve the quality of the output. We studied this problem in the context of dictionary refinement in information extraction. Many of the rules in a rule-based information extraction system can be abstracted as operations in relational queries, and therefore, the outputs of the system can be associated with boolean provenances in terms of the dictionary entries used in the system. We proposed solutions to address two main challenges in this problem: (i) handling incomplete and sparse labeled data, and (ii) selection of dictionary entries that remove as many false positives as possible without removing too many true positives. We also supported our theoretical results by an extensive empirical evaluation using real-world information extraction system and extractors.
There are numerous interesting future directions in this area. For example, an important problem is to develop techniques for adaptively labeling such that a high quality system can be built with only a small labeled dataset. This is more important for informal domains such as Twitter, Facebook, Youtube and Flickr that are increasingly receiving attention from millions of web users today (as opposed to formal domains like news articles where several syntactic features like proper punctuation and capitalization in the text are available). In addition, the provenance-based framework, models and algorithms in our work on information extraction can be useful in the context of recommendation systems or automated question-answering systems. Given a set of outputs from these systems, where some outputs are correct while others are erroneous, a natural goal is to find the primary causes or sources of these errors; clearly, this is closely related to the objective in our work.

In Chapters 6 and 7, we studied publishing privacy-aware provenance information by introducing uncertainty in the provenance. In Chapter 6, we proposed a formal model for module privacy in the context of workflow provenance by hiding partial provenance information (selected data values over all executions). We showed that private solutions for individual modules can be composed to guarantee their privacy when they are part of a workflow where each module interacts with many other modules. Since hiding provenance information also has a cost in terms of the loss of utility to the user, we thoroughly studied the complexity of finding the minimum amount of provenance that needs to be hidden to guarantee a certain privacy level.

Then in Chapter 7 we took a closer look at module privacy in the presence of public modules with known functionality. The composability property in the previous chapter does not hold any more and “hiding” the names of the modules by privatization may not work in practice. We proposed a propagation model, where the requirement of data hiding is propagated through public modules. We showed that another composability property holds under certain restrictions in this case. We also studied the corresponding optimization problem.

There are other privacy concerns that we propose as interesting future directions: Revealing the sequence of executed modules, even if the entire experimental data is with-
held, can pose *structural privacy* threats for workflow provenance. For example, the results of a set of diagnostic tests conducted on a patient may be concealed, but even knowing that the tests were performed reveals information about the patient’s medical condition. We can try to find suitable provenance queries and formalize structural privacy under such queries. Even for well-studied data privacy, we need to formalize the notion of privacy and utility with respect to workflow provenance where most of the data values are correlated.
Appendix A

Additional Details and Proofs

A.1 Proofs from Chapter 3

A.1.1 Example of Non-Read-Once Boolean Provenances Allowing Poly-Time Computation

The following example shows that there exists a query $Q$ and a probabilistic database instance $D$ such that the expression $E$ for evaluation of query $Q$ on database $D$ is not read-once but still the probability of $E$ being true can be computed in poly-time.

Example A.1. The database $D$ has three tables $R(A), S(A,B), T(B)$. Table $S$ has $n$ tuples. The tuple in the $2i-1$-th row has tuple $(a_i, b_i)$ and the tuple in the $2i$-th row has tuple $(a_{i+1}, b_i)$. We suppose that $S$ is a deterministic relation, i.e. all the tuples is $S$ belong to $S$ with probability one and are annotated with true. If $n = 2k$ then table $R$ has $k + 1$ tuples, if $n = 2k - 1$ then $R$ has $k$ tuple. The tuple in row $j$ of $R$ is $a_j$ and is annotated by $x_{2j-1}$. Table $T$ has $k$ tuples, where $n = 2k - 1$ or $n = 2k$: the tuple in row $j$ is $b_j$ and is annotated by $x_{2j}$. It can be verified that the expression $E_n$ annotating the answer to the query $Q() = R(A), S(A,B), T(B)$ is

$$E_n = x_1x_2 + x_2x_3 + \ldots x_{n-1}x_n + x_nx_{n+1},$$

which is non-read-once for all $n \geq 3$. An example with $n = 3$ is given in Figure A.1.

Next we show that $P_n = P(E_n)$ can be computed in poly-time in $n$ by dynamic programming. Note that $P_1$ can be computed in $O(1)$ time. Suppose for all $\ell < n$, $P_\ell$ is
can be computed in linear time.

Proof of Lemma 3.12.

**Lemma 3.12.** Algorithm CompCoTable adds an edge \((x, y)\) to \(G_C\) if and only if \(x, y\) together appear in some implicant in \(f_{IDNF}\) and the tables containing \(x, y\) are adjacent in \(G_T\).
Proof. Suppose two variables $x,y$ belong to the same implicant in $f_{IDNF}$, and their tables are adjacent in $G_T$. Then by Lemma 3.10, there is a $\cdot$-node $u \in lca(x,y)$, and $x \in \text{Var}(v_1), y \in \text{Var}(v_2)$ for two distinct successors $v_1, v_2$ of $u$. When the algorithm processes the node $u$, if an edge between $x,y$ is not added in a previous step, the edge will be added. This shows the completeness of algorithm CompCoTable.

Now we show the soundness of the algorithm. Consider two variables $x,y$ such that either the tables containing them are not adjacent in $G_T$ or they do not belong together in any of the implicants in $f_{IDNF}$. If the tables containing $x,y$ are not adjacent in $G_T$, clearly, the algorithm never adds an edge between them – so let us consider the case when $x,y$ do not belong to the same implicant in $f_{IDNF}$. Then by Lemma 3.10, there is no $\cdot$-node $u \in lca(x,y)$.

Consider any iteration of the algorithm and consider that a node $u$ is processed by the algorithm in this iteration. If $u$ is a $+$-node or if either $x \notin \text{Var}(u)$ or $y \notin \text{Var}(u)$, again no edge is added between $x,y$. So assume that, $u$ is a $\cdot$-node and $x,y \in \text{Var}(u)$. Then $u$ is a common ancestor of $x$ and $y$. But since $u \notin lca(x,y)$, by definition of least common ancestor set, there is a successor $v$ of $u$ such that $v$ is an ancestor of both $x,y$ and therefore, $x,y \in \text{Var}(v)$. However, by Corollary 3.11, since $x$ or $y$ cannot belong to two distinct successors of node $u$, node $v$ must be the unique successor of $u$ such that $x,y \in \text{Var}(v)$. Since CompCoTable only joins variables from two distinct children, no edge will be added between $x$ and $y$ in $G_C$. \hfill \Box

\textbf{A.1.3 Time Complexity of CompCoTable}

First we prove the following two lemmas bounding the number of times any given pair of variables $x,y$ are considered by the algorithm. The first lemma shows that the variables $x,y$ are considered by algorithm CompCoTable to add an edge between them in $G_C$, only when they together appear in an implicant in $f_{IDNF}$, i.e., only if the edge actually should exist in $G_C$.

\textbf{Lemma A.2.} Consider any two variables $x,y$ and a $\cdot$-node $u$. If $x,y$ do not appear together in an implicant in $f_{IDNF}$, $x,y$ do not belong to the variable sets $\text{Var}(v_1), \text{Var}(v_2)$ for two distinct successors $v_1, v_2$ of $u$.\hfill 178
Proof. This easily follows from Lemma 3.10 which says that if \( x, y \) do not appear together in an implicant in \( f_{IDNF} \), then there is no \( \cdot \)-node in \( \text{lca}(x, y) \). So for every \( \cdot \)-node \( u \), either (i) one of \( x \) and \( y \) \( \notin \text{Var}(u) \), or, (ii) there is a unique successor \( v \) of \( u \) which is a common ancestor of \( x, y \), i.e. both \( x, y \in \text{Var}(v) \) (uniqueness follows from Corollary 3.11). \( \square \)

The second lemma bounds the number of times a pair \( x, y \) is considered by the algorithm to add an edge between them.

**Lemma A.3.** Suppose \( x, y \in \text{Var}(f) \) be such that they together appear in an implicant \( f_{IDNF} \). Then algorithm \textsc{ComPoTable} considers \( x, y \) in Step 10 to add an edge between them maximum \( \beta_H \) times, where \( \beta_H \) is the width of the provenance \( \text{DAG} \) \( H \).

Proof. Note that the check in Step 10 is performed only when the current node \( u \) is a \( \cdot \)-node. Consider any \( \cdot \)-node \( u \). (i) if either \( x \) or \( y \) is not in \( \text{Var}(u) \), clearly, \( x, y \) are not checked in this step, otherwise, (ii) if both \( x, y \in \text{Var}(u) \), and \( x, y \in \text{Var}(v) \) for a unique child \( v \) of \( u \), then also \( x, y \) are not checked at this step, otherwise, (iii) if \( u \) joins \( x, y \), i.e., \( x \in \text{Var}(v_1), y \in \text{Var}(v_2) \) for two distinct children \( v_1, v_2 \) of \( u \), then only \( x, y \) are considered by the algorithm in Step 10. (and after this node \( u \) is processed, both \( x, y \) appear in \( \text{Var}(u) \)).

However, since the query does not have any self-joins, the only time two variables \( x, y \) appear in two distinct successors of a \( \cdot \)-node \( u \) when the query plan joins a subset of tables containing the table for \( x \) with a subset of tables containing the table for \( y \). So the pair \( x, y \) is multiplied at a unique layer of \( H \), and the total number of times they are multiplied cannot exceed the total number of nodes in the layer which is at most the width \( \beta_H \) of the \( \text{DAG} \) \( H \). \( \square \)

Now we complete the running time analysis of algorithm \textsc{ComPoTable}.

**Lemma A.4.** Given the table-adjacency graph \( G_T \) and input query plan \( H \), algorithm \textsc{ComPoTable} can be implemented in time \( O(\beta_H m_{co} + nm_H) \) time, where \( m_{co} \) is the number of edges in the co-occurrence graph, \( m_H \) is the number of edges in the \( \text{DAG} \) \( H \), \( \beta_H \) is the width of the \( \text{DAG} \) \( H \) and \( n = |\text{Var}(f)| \).

Proof. Initialization step can be done in \( O(n) \) time. The topological sort can be done in \( O(m_H + |V(H)|) \) time by any standard algorithm.
At every node $u \in V(H)$, to compute set $\text{var}(u)$, the algorithm scans $O(d_u)$ successors of $u$, where $d_u$ = the outdegree of node $u$ in $H$. Although by Corollary 3.11, for every two distinct children $v_1, v_2$ of a $-$node $u$, $\text{var}(v_1) \cap \text{var}(v_2) = \phi$, they may have some overlap when $u$ is a $+$-node, and here the algorithm incurs an $O(nm_H)$ cost total as follows: (i) create an $n$-length Boolean array for $u$ initialized to all zero, (ii) scan $\text{var}(v)$ list of very successor $v$ of $u$, for a variable $x \in \text{var}(v)$, if the entry for $x$ in the Boolean array is false mark it as true, (iii) finally scan the Boolean array again to collect the variables marked as true for variables in $\text{var}(u)$. At every node $u \in V(H)$, the algorithm spends $O(nd_u)$ time, where $d_u$ = the outdegree of node $u$ in $H$. Hence the total time across all nodes $= \sum_{u \in V(H)} O(nd_u) = O(nm_H)$.

Every check in Step 10, i.e., whether an edge $(x, y)$ has already been added and whether the tables containing $x, y$ are adjacent in $G_T$ can be done in $O(1)$ time using $O(n^2 + k^2) = O(n^2)$ space. Further, by Lemma A.2 and A.3, the number of such checks performed is $O(\beta_H m_{co})$. Since $\text{var}(f) \subseteq V(H)$, and $H$ is connected, $n \leq |V(H)| \leq |E(H)|$. Hence the total time complexity is $O(nm_H + \beta_H m_{co})$. $\square$

We can now finish to prove Theorem 3.8. As shown in Section 3.3.2, computation of the table-adjacency graph $G_T$ takes $O(k^2 \alpha \log \alpha)$ time and this proves the second part of Theorem 3.8. The time complexity analysis in Lemma A.4 also holds when we modify CompCoTable to compute the co-occurrence graph $G_{co}$ instead of the co-table graph $G_C$: the only change is that we do not check whether the tables containing $x, y$ are adjacent in $G_T$. Further, we do not need to precompute the graph $G_T$. This proves the first part and completes the proof of Theorem 3.8.

### A.1.4 Proofs from Section 3.4

Modified query in Algorithm 4 evaluates the same expression:

**Lemma A.5.** Suppose $I = R_{i_1}[T_{i_1}'], \cdots, R_{i_p}[T_{i_p}']$ be the set of input tables to the table decomposition procedure TD and let $Q() : -R_{i_1}(x_{i_1}), \cdots, R_{i_p}(x_{i_p}')$ be the input query. Then the expression $g$ generated by evaluating query $Q$ on $I$ is exactly the same as evaluating $\hat{Q}$ on $I$, where $\hat{Q}' = \cdots$
$\widehat{Q}_1, \cdots, \widehat{Q}_\ell$ is the conjunction of modified queries $\widehat{Q}_j$ returned by the procedure TD for groups $j = 1$ to $\ell$.

Proof. We prove that a set of $p$ tuple variables taken from $p$ tables satisfy the original input query $Q'$ if and only if they satisfy the modified query $\widehat{Q}$. Since the new query subgoals make some of the original variables free, by replacing them with new variables, clearly, if a set of tuples satisfy the original query they also satisfy the modified query. So we prove that the modified query does not introduce any erroneous collection of tuples in the final answer.

Consider a set of tuple variables s.t. the corresponding tuples satisfy the modified query. Let us partition these variables according to the $\ell$ groups of tables as computed by procedure TD. Consider component $j$ of the partition and any table $R_i$ in component $j$. Recall that $C_i$ is the set of all variables on the "+"-edges having one end at the table $i$ in component $j$. A "+" edge between table $R_i$ and $R_{i'}$ implies that the edges between every tuple in $R_i$ and every tuple in $R_{i'}$ exist, which in turn implies that, all tuples in $R_i$ and $R_{i'}$ must have the same values of the attributes corresponding to $C_e = x_i \cap x_{i'}$. Then any set of $p$ tuples taken from $p$ tables must have the same value of attributes corresponding to variables in $C_e$. In other words, every variable $z \in C_i$ can be replaced by a new free variable $z'$ in every table $R_i$ in component $j$ (note that $C_i \subseteq x_i$) without changing the final solution. \hfill \Box


**Lemma 3.14.** At any step of the recursion, if row decomposition is successful then table decomposition is unsuccessful and vice versa.

Proof. Consider any step of the recursive procedure, where the input tables are $R_{i_1}[T'_{i_1}], \ldots, R_{i_q}[T'_{i_q}]$ ($\forall j, T'_{i_j} \subseteq T_i$), input query is $Q'(\cdot) = -R_{i_1}(x_{i_1}), \ldots, R_{i_q}(x_{i_q})$, and the induced subgraphs of $G_C$ and $G_T$ on current sets of tuples and tables are $G'_C$ and $G'_T$ respectively.

Suppose row decomposition is successful, i.e., it is possible to decompose the tuples in $G'_C$ into $\ell \geq 2$ connected components. Consider any two tables $R_{i_1}, R_{i_2}$ such that the edge $(R_{i_1}, R_{i_2})$ exists in $G'_T$, and consider their sub-tables $R_{i_1}[T'_{i_1}]$ and $R_{i_2}[T'_{i_2}]$ taken from two different connected components in $G'_C$. Consider two arbitrary tuples $x \in T'_{i_1}$ and $x' \in T'_{i_2}$.  181
Since $x$ and $x'$ belong to two different connected components in $G_C'$, then there is no edge $(x, x')$ in $G_C'$. Hence by Step 3 of the table decomposition procedure, this edge $(R_i, R_j)$ will be marked by "−". Since $(R_i, R_j)$ was an arbitrary edge in $G'_T$, all edges in $G'_T$ will be marked by "−" and there will be a unique component in $G'_T$ using "−" edges. Therefore, the table decomposition procedure will be unsuccessful.

Now suppose table decomposition is successful, i.e., $G'_T$ can be decomposed into $\ell \geq 2$ components using "−" edges. Note that wlog. we can assume that the initial table-adjacency graph $G_T$ is connected. Otherwise, we can run the algorithm on different components of $G_T$ and multiplied the final expressions from different components at the end. Since the procedure TD returns induced subgraphs for every connected components, the input subgraph $G'_T$ is always a connected graph at every step of the recursion. Now consider any two tables $R_i$ and $R_j$ from two different groups components such that $(R_i, R_j)$ edge exists in $G'_T$ (such a pair must exist since the graph $G'_T$ is connected). Since this edge is between two components of a successful table decomposition procedure, it must be marked with "+". This implies that for any tuple $x \in R_i$ and any tuple $x' \in R_j$, the edge $(x, x')$ exists in $G_C'$ (which follows from Step 3 of this procedure). This in turn implies that row decomposition must fail at this step since the tables $R_i, R_j$ cannot be decomposed into two disjoint components and the graph $G_C'$ will be connected through these tuples. □

Proof of Lemma 3.15.

**Lemma 3.15. (Soundness)** If the algorithm returns with success, then the expression $f^*$ returned by the algorithm CompRO is equivalent to the expression $Q(I)$ generated by evaluation of query $Q$ on instance $I$. Further, the output expression $f^*$ is in read-once form.

*Proof.* We prove the lemma by induction on $n$, where $n = \bigcup_{i=1}^{k} |T_i|$. The base case follows when $n = 1$. In this case there is only one tuple $x$, hence $k$ must be 1 as well, and therefore, the algorithm returns $x$ in Step 2. Here the algorithm trivially returns with success and outputs a read-once form. The output is also correct, since computation of co-table graph ensures that there is no unused tuple in the tables, and the unique tuple $x$ is the answer to query $Q$ on database $I$.

Suppose the induction hypothesis holds for all databases with number of tuples $\leq$
and consider a database with \( n \) tuples. If \( k = 1 \), then irrespective of the query, all
tuples in table \( R_1 \) satisfies the query \( Q() : -R_1(x_1) \) (again, there are no unused tuples),
and therefore the algorithm correctly returns \( \sum_{x \in T_1} x \) as the answer which is also in read-
one form. So let us consider the case when \( k \geq 2 \).

(1) Suppose the current recursive call successfully performs row decomposition, and
\( \ell \geq 2 \) components \( \langle R_1[T_1^1], \ldots, R_k[T_k^1] \rangle, \ldots, \langle R_1[T_1^j], \ldots, R_k[T_k^j] \rangle \) are returned. By the row
decomposition algorithm, it follows that for \( x \in T_i^j \) and \( x' \in T_i^j ', \), \( x \) and \( x' \) do not appear
together in any monomial in the DNF equivalent for \( Q(I) \). So the tuples which row
decomposition puts in different components do not join with each other and then the
final answer of the query is the union of the answers of the queries on the different
components. Then the final expression is the sum of the final expressions corresponding
to the different components. Since all components have \( < n \) tuples and the algorithm
did not return with error in any of the recursive calls, by the inductive hypothesis all the
expressions returned by the recursive calls are the correct expressions and are in read-
one form. Moreover these expressions clearly do not share variables – they correspond
to tuples from different tables since the query does not have a self-join. We conclude
that the final expression computed by the algorithm is the correct one and is in read-once
form.

(2) Otherwise, suppose the current step successfully performs table decomposition.
Let \( \ell \geq 2 \) groups \( R_1, \ldots, R_\ell \) are returned. Correctness of table decomposition procedure,
i.e., correctness of the expression \( f^* = f_1 \cdots f_\ell \), when all the recursive calls return
successfully follows from Lemma A.5 using the induction hypothesis (the algorithm multi-
plies the expressions returned by different groups which themselves are correct by the
inductive hypothesis). Further, since all components have \( < n \) tuples, and the algorithm
did not return with error in any of the recursive calls, all expressions returned by the
recursive calls are in read-once form. Since they do not share any common variable, the
final output expression is also in read-once form. \( \square \)

Proof of Lemma 3.16.

**Lemma 3.16. (Completeness)** If the expression \( Q(I) \) is read-once, then the algorithm \textsc{CompRO}
returns the unique read-once form \( f^* \) of the expression.
Proof. Suppose the expression is read-once and consider the tree representation $T^*$ of the unique read-once form $f^*$ of the expression ($T^*$ is in canonical form and has alternate levels of $+$ and $\cdot$ nodes, which implies that every node in $T^*$ must have at least two children.). We prove the lemma by induction on the height $h$ of tree $T^*$.

First consider the base case. If $h = 1$, then the tree must have a single node for a single tuple variable $x$. Then $k$ must be 1 and the algorithm returns the correct answer. So consider $h \geq 2$.

(1) Consider the case when root of the tree is a $+$ node. If $h = 2$, since we do not allow union operation, $k$ must be 1 and all the tuples must belong to the same table $R_1$. This is taken care of by Step 2 of CompRO. If $h > 2$, then $k$ must be $\geq 2$ and the answer to the join operation must be non-empty. Every child of the root node corresponds to a set of monomials which will be generated by the equivalent DNF expression $f_{D\text{NF}}$ for the subtree rooted at that child. Note that no two variables in two different children of the root node can belong to any monomial together since the tree $T^*$ is in read-once form. In other words, they do not share an edge in $G_C$. Hence the component formed by the set of variables at a child will not have any edge to the set of variables at another child of the root node. This shows that all variables at different children of the root node will belong to different components by the row decomposition procedure.

Now we show that variables at different children of the root node are put to different components by the row decomposition procedure, which shows that the row decomposition algorithm will divide the tuples exactly the same was as the root of $T^*$ divides tuples among its children. Since $T^*$ is in canonical read-once form and has alternate levels of $+$ and $\cdot$ nodes, then row decomposition cannot be done within the same subtree of a $+$ node. So all variables in a subtree must form a connected component. Since the root has $\geq 2$ children, in this case we will have a successful row decomposition operation. By inductive hypothesis, since the subtrees rooted at the children of the root are all in read-once form, the recursive calls of the algorithm on the corresponding subtrees are successful. Hence the overall algorithm at the top-most level will be successful.

(2) Now consider the case when root of the tree is a $\cdot$ node. Note that the $\cdot$ operator can only appear as a result of join operation. If the root has $\ell' \geq 2$ children $c_1, \cdots, c_{\ell'}$, then
every tuple $x$ in the subtree at $c_j$ joins with every tuple $y$ in the subtree at $c_{j'}$ for every pair $1 \leq j \neq j' \leq \ell'$. Moreover since the query does not have a self join, $x, y$ must belong to two different tables, which implies that there is an edge $(x, y)$ in $G_C$ between every pair of tuples $x, y$ from subtrees at $c_j, c_{j'}$ respectively. Again, since we do not allow self-join, and $T^*$ is in read-once form, the tuples in the subtrees at $c_j, c_{j'}$ must belong to different tables if $j \neq j'$. In other words, the tables $R_1, \ldots, R_k$ are partitioned into $\ell'$ disjoint groups $R'_{1}, \ldots, R'_{\ell'}$.

Next we argue that $\ell = \ell'$ and the partition returned by the table decomposition procedure $R_1, \ldots, R_\ell$ is identical to $R'_{1}, \ldots, R'_{\ell'}$ up to a permutation of indices. Consider any pair $R'_j$ and $R'_{j'}$. Since the tuple variables in these two groups are connected by a $\cdot$ operator, all tuples in all tables in $R'_j$ join with all tuples in all tables in $R'_{j'}$. In other words, for any pair of tuples $x, x'$ from $R_{i_j} \in R'_j$ and $R_{i_{j'}} \in R'_{j'}$, there is an edge $(x, x')$ in the co-occurrence graph $G_{co}$. Hence if there is a common subset of join attributes between $R_{i_j}$ and $R_{i_{j'}}$, i.e., the edge $(R_{i_j}, R_{i_{j'}})$ exists in $G_T$, it will be marked by a “+” (all possible edges between tuples will exist in the co-table graph $G_T$). So the table decomposition procedure will put $R'_j$ and $R'_{j'}$ in two different components. This shows that $\ell \geq \ell'$. However, since $T^*$ is in read-once form and has alternate levels of $+$ and $\cdot$ nodes, no $R'_j$ can be decomposed further using join operation (i.e., using “+” marked edges by the table decomposition procedure); therefore, $\ell' = \ell$. Hence our table decomposition operations exactly outputs the groups $R'_{1}, \ldots, R'_{\ell'}$. By the inductive hypothesis the algorithm returns with success in all recursive calls, and since $\ell' = \ell \geq 2$, the table decomposition returns with success. So the algorithm returns with success.

### A.1.5 Time Complexity of CompRO

Here we discuss the time complexity of algorithm CompRO in detail and show that algorithm CompRO runs in time $O(mT^\alpha \log \alpha + (m + n) \min(k, \sqrt{n}))$. We divide the time complexity computation in two parts: (i) total time required to compute the modified queries across all table decomposition steps performed by the algorithm (this will give $O(mT^\alpha \log \alpha)$ time) and (ii) total time required for all other steps: here we will ignore the time complexity for the modified query computation step and will get a bound of
\((m_C + n) \min(k, \sqrt{n})\). First we bound the time complexity of individual row decomposition and table decomposition steps.

**Lemma A.6.** The row decomposition procedure as given in Algorithm 3 runs in time \(O(m'_C + n')\), where \(n' = \sum_{j=1}^{\delta} |T_j|\) is the total number of input tuples to the procedure, and \(m'_C\) is the number of edges in the induced subgraph of \(G_C\) on these \(n'\) tuples.

**Proof.** The row decomposition procedure only runs a connectivity algorithm like BF-S/DFS to compute the connected components. Then it collects and returns the tuples and computes the induced subgraphs in these components. All these can be done in linear time in the size of the input graph which is \(O(m'_C + n')\). 

Next we show that the table decomposition can be executed in time \(O(m'_C + n')\) as well.

**Lemma A.7.** The table decomposition procedure as given in Algorithm 4 runs in time \(O(m'_C + n')\), ignoring the time required to compute the modified queries \(\widehat{Q}_j\) where \(n' = \sum_{j=1}^{\delta} |T'_j|\) is the total number of input tuples to the procedure, and \(m'_C\) is the number of edges in the induced subgraph of \(G_C\) on these \(n'\) tuples.

**Proof.** Step 3 in the table decomposition procedure marks edges in \(G'_T\) using \(G'_C\). Let us assume that \(G'_C\) has been represented in a standard adjacency list. Consider a table \(R_j[T'_j]\), where \(T'_j \subseteq T_j\) and let \(d\) be the degree of \(R_j\) in \(G'_T\). Now a linear scan over the edges in \(G'_C\) can partition the edges \(e\) from a tuple \(x \in T'_j\) in table \(R_j\) into \(E_1, \cdots, E_d\), where \(E_q\) (\(q \in [1, d]\)) contains all edges from \(x\) to tuples \(x'\), belonging to the \(q\)-th neighbor of \(R_j\). A second linear scan on these grouped adjacency lists computed in the previous step is sufficient to mark every edge in \(G'_T\) with a “+” or a “−”: for every neighbor \(q\) of \(R_j\), say \(R_j[q]\), for every tuple \(x\) in \(T'_j\), scan the \(q\)-th group in adjacency list to check if \(x\) has edges with all tuples in \(R_j[q][T'_j]\). If yes, then all tuples in \(R_j[q]\) also have edges to all tuples in \(R_j\), and the edge \((R_j, R_j[q])\) is marked with a “+”. Otherwise, the edge is marked with a “−”. Hence the above two steps take \(O(m'_C + n' + m'_T + k')\) time, where \(k'\) and \(m'_T\) are the number of vertices (number of input tables) and edges in the subgraph \(G'_T\).

Finally returning the induced subgraphs of \(G'_T\) for the connected components and decomposition of the tuples takes \(O(m'_C + n' + m'_T + k')\) time. Since \(n' \geq k'\) and \(m'_C \geq m'_T\),
not considering the time needed to recompute the queries, step, the total time complexity is bounded by $O(m'_C + n')$.

The next lemma bounds the total time required to compute the modified queries over all calls to the recursive algorithm.

**Lemma A.8.** The modified queries $\hat{Q}_j$ over all steps can be computed in time $O(m_T\alpha \log \alpha)$, where $\alpha$ is the maximum size of a subgoal.

**Proof.** We will use a simple charging argument to prove this lemma. For an edge $e = (R_i, R_j)$ in $G_T$, the common variable set $C_e = x_i \cap x_j$ can be computed by (i) first sorting the variables in $x_i, x_j$ in some fixed order, and then (ii) doing a linear scan on these sorted lists to compute the common variables. Here we compute the set $C_e$. Hence this step takes $O(\alpha \log \alpha)$ time. Alternatively, we can use a hash table to store the variables in $x_i$, and then by a single scan of variables in $x_j$ and using this hash table we can compute the common attribute set $C_e$ in $O(\alpha)$ expected time. When $C_e$ has been computed in a fixed sorted order for every edge $e$ incident on $R_i$ to a different component, the lists $C_e$-s can be repeatedly merged to compute the variables set $C_i = \bigcup C_e$ in $O(d_i\alpha)$ time (note that even after merging any number of $C_e$ sets, the individual lists length are bounded by the subgoal size of $R_i$ which is bounded by $\alpha$). However, instead of considering the total time $O(d_i\alpha)$ for the node $R_i$ in $G_T$, we will charge every such edge $e = (R_i, R_j)$ in $G_T$ for this merging procedure an amount of $O(\alpha)$. So every edge $e$ from $R_i$ to an $R_j$ in different component gets a charge of $O(\alpha \log \alpha)$.

Suppose we charge the outgoing edges $(R_i, R_j)$ from $R_i$ to different components by a fixed cost of $P$, $P = O(\alpha)$ in the above process. From the table decomposition procedure it follows that, the common join attributes are computed, and the query is updated, only when the edge $(R_i, R_j)$ belongs to the cut between two connected components formed by the “−” edges. These edges then get deleted by the table decomposition procedure: all the following recursive calls consider the edges inside these connected components and the edges between two connected components are never considered later. So each edge in the graph $G_T$ can be charged at most once for computation of common join attributes and this gives $O(m_C\alpha \log \alpha)$ as the total time required for this process.

---

We abuse the notation and consider the sets corresponding to vectors $x_i, x_j$ to compute $C_e$. 

---
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Finally, the variables in $x_i$ can also be replaced by new variables using the sorted list for $C_i$ in $O(a)$ time, so the total time needed is $O(mC\alpha \log \alpha + na) = O(mC\alpha \log \alpha)$ (since we assumed $G_T$ for the query $Q$ is connected without loss of generality).

Now we show that the depth of the recursion tree is $O(\min(k, \sqrt{n}))$ and in every level of the tree, the total time required is at most $O(mC\alpha \log \alpha + n\alpha)$. Let us consider the recursion tree of the algorithm COMPRO and wlog. assume that the top-most level performs a row decomposition. Since the size of the table-adjacency subgraph $G'_T$ is always dominated by the co-table subgraph $G'_C$ at any recursive call of the algorithm, we express the time complexity of the algorithm with $k$ tables, and, $n$ tuples and $m$ edges in the subgraph $G'_C$ as $T_1(n, m, k)$, where the top-most operation is a row decomposition. Further, every component after row decomposition has exactly $k$ tables and therefore must have at least $k$ tuples, because, we assumed wlog. that initial table adjacency graph $G_T$ is connected and there is no unused tuples in the tables. Similarly, $T_2(n, m, k)$ denotes the time complexity when the top-most operation is a table decomposition operation. Note that at every step, for row decomposition, every tuple and every edge in $G'_C$ goes to exactly one of the recursive calls of the algorithm; however, the number of tables $k$ remains unchanged. On the other hand, for table decomposition operation, every tuple goes to exactly one recursive call, every edge goes to at most one such calls (edges between connected components are discarded), and every table goes to exactly one call. Recall that the row and table decomposition alternates at every step, and the time required for both steps is $O(m + n)$ (not considering computation of modified queries at every table decomposition steps) so we have the following recursive formula for $T_1(n, m, k)$ and $T_2(n, m, k)$.

$$T_1(n, m, k) = O(m + n) + \sum_{j=1}^{\ell} T_2(n_j, m_j, k) \quad \text{where} \quad \sum_{j=1}^{\ell} n_j = n, \sum_{j=1}^{\ell} m_j = m, n_j \geq k \forall j$$

$$T_2(n, m, k) = O(m + n) + \sum_{j=1}^{\ell} T_1(n_j, m_j, k_j) \quad \text{where} \quad \sum_{j=1}^{\ell} n_j = n, \sum_{j=1}^{\ell} m_j \leq m, \sum_{j=1}^{\ell} k_j = k$$

where $n_j, m_j$ and $k_j$ are the total number of tuples and edges in $G'_C$, and the number of tables for the $j$-th recursive call (for row decomposition, $k_j = k$). For the base case, we have $T_2(n_j, m_j, 1) = O(n_j)$ – for $k = 1$, to compute the the read once form, $O(n_j)$ time is needed; also in this case $m_j = 0$ (a row decomposition cannot be a leaf in the recursion.
tree for a successful completion of the algorithm). Moreover, it is important to note that for a successful row or table decomposition, $\ell \geq 2$.

If we draw the recursion tree for $T_1(n, m, C, k)$ (assuming the top-most operation is a row-decomposition operation), at every level of the tree we pay cost at most $O(mC + n)$. This is because the tuples and edges go to at most one of the recursive calls and $k$ does not play a role at any node of the recursion tree (and is absorbed by the term $O(mC + n)$).

Now we give a bound on the height of the recursion tree.

**Lemma A.9.** The height of the recursion tree is upper bounded by $O(\min(k, \sqrt{n}))$.

**Proof.** Every internal node has at least two children and there are at most $k$ leaves (we return from a path in the recursion tree when $k$ becomes 1). Therefore, there are $O(k)$ nodes in the tree and the height of the tree is bounded by $O(k)$ (note that both the number of nodes and the height may be $\Theta(k)$ when the tree is not balanced).

Next we show that the height of the recursion tree is also bounded by $4\sqrt{n}$. The recursion tree has alternate layers of table and row decomposition. We focus on only the table decomposition layers, the height of the tree will be at most twice the number of these layers. Now consider any arbitrary path $P$ in the recursion tree from the root to a leaf where the number of table decompositions on $P$ is $h$. Suppose that in the calls $T_2(n, m, C, k)$, the values of $n$ and $k$ along this path (for the table decomposition layers) are $(n_0, k_0), (n_1, k_1), \ldots, (n_h, k_h)$, where $k_0 = k$ and $n_0 \leq n$ (if the top-most level has a table-decomposition operation, then $n_0 = n$). We show that $h \leq 2\sqrt{n}$.

Let’s assume the contradiction that $h > 2\sqrt{n}$ and let’s look at the first $p = 2\sqrt{n}$ levels along the path $P$. If at any $j$-th layer, $j \in [1, p]$, $k_j \leq 2\sqrt{n} - j$, then the number of table decomposition steps along $P$ is at most $2\sqrt{n}$: every node in the recursion tree has at least two children, so the value of $k$ decreases by at least 1. The number of table-decomposition layers after the $j$-th node is at most $k_j$, and the number of table-decomposition layers before the $j$-th node is exactly $j$. Therefore, the total number of table-decomposition layers is $\leq 2\sqrt{n}$.

Otherwise, for all $j \in [1, p]$, $k_j > 2\sqrt{n} - j$. Note that $n_j \leq n_{j-1} - k_{j-1}$: there is a row decomposition step between two table decompositions, and every component in the $j$-th row decomposition step will have at least $k_j$ nodes. If this is the case, we show that $n_p < 0$.
However,

\[ n_p \leq n_{p-1} - k_{p-1} \leq n_{p-2} - k_{p-2} - k_{p-1} \leq \cdots \leq n_0 - \sum_{j=0}^{p-1} k_j \leq n - \sum_{j=0}^{p-1} k_j \]

\[ \leq n - \sum_{j=0}^{2\sqrt{n}-1} (2\sqrt{n} - j) = n - \sum_{j=1}^{2\sqrt{n}} j = n - \frac{2\sqrt{n}(2\sqrt{n}+1)}{2} = n - 2n - \sqrt{n} < 0 \]

which is a contradiction since \( n_p \) is the number of nodes at a recursive call and cannot be negative. This shows that along any path from root to leaves, the number of table decomposition layers is bounded by \( 2\sqrt{n} \) which in turn shows that the height of the tree is bounded by \( 4\sqrt{n} \).

Since total time needed at every step of the recursion tree is \( O(m_C + n) \), we have the following corollary,

**Corollary A.10.** Not considering the time complexity to compute the modified queries by the table decomposition procedure, the algorithm ComPRO runs in time \( O((m_C + n) \min(k, \sqrt{n})) \).

The above corollary together with Lemma A.8 (which says that to compute the modified queries \( O(m_T \alpha \log \alpha) \) time suffices) shows that ComPRO runs in time \( O(m_T \alpha \log \alpha + (m_C + n) \min(k, \sqrt{n})) \).

### A.2 Proofs from Chapter 4

#### A.2.1 Proof of Proposition 4.4

**Proposition 4.4.** For any relational algebra query \( q \) such that \( \delta(q) \leq 1 \), and for any probabilistic database \( I \) where \( |I| = n \), the boolean provenance of any tuple \( t \in q(I) \) can be computed in poly-time in \( n \) in the form

\[ \alpha_0 + \sum_{i=1}^{r} \alpha_i \beta_i \]

where each of \( \alpha_0, \cdots, \alpha_r \) and \( \beta_1, \cdots, \beta_r \) is a monotone DNF in poly-size in \( n \) while \( r \) is also polynomial in \( n \); moreover, if \( \delta(q) = 0 \), then \( r = 0 \) (we have a single DNF \( \alpha_0 \)).

We combine the proofs of Proposition 4.1 and Proposition 4.3 together since they use similar induction argument.
Proof. Let us denote by $N(q, I)$, the number of tuples in the answer output by query $q$ on instance $I$. We prove by induction on the size of the $\mathcal{RA}$ expression $q$ that (1) $N(q, I)$ is bounded by $n|q|$, (b) the provenance expression $\phi_t$ of all result tuples $t$ can be computed in total time $O(n^{|q|})$, for some constant $c \geq 3$, such that (a) each expression $\phi_t$ has the form $\phi_t = \alpha_0 + \sum_{i=1}^\ell \alpha_i \beta_{t_i}$, (b) for every such $\phi_t$, for all $\alpha_i$ and $\beta_{t_i}$, $|\alpha_i|$ and $\beta_{t_i}$ are bounded by $n|q| + 1$, (c) $\sum_{t \in q[I]} r_t \leq n|q|$, and, (d) for each $t, r_t = 0$ if $\delta(q) = 0$ (it may be the case that $r_t = 0$ even when $\delta(q) = 1$). Since $|q|$ is considered a constant, this will imply the statements of both Proposition 4.1 and Proposition 4.3.

The base case follows for queries $q$ such that $|q| = 1$, which must be a single base relation $R$; hence $\delta(q) = 0$. Here $N(q, I) \leq n$, the provenance expressions are the tuple variable themselves, so they can be computed in $O(n) = O(n^c)$ time. The tuple variables are trivially IDNF expression $\alpha_0$ with $r_t = 0$ (hence $\sum_{t \in q[I]} r_t = 0 \leq n|q|$) and $|\alpha_0| = 1 \leq n|q|$.

Suppose the induction hypothesis holds for all $\mathcal{RA}$ expressions $q$ such that $|q| < k$, where $\delta(q) \leq 1$. Now consider a query $q$ such that $|q| = k, k > 1$. The hypothesis is proved for all possible operations in $q$.

1. (Project) If $q$ is of the form $\Pi q_1$, then $|q_1| = |q| - 1 < k$. Hence $N(q, I) \leq N(q_1, I) \leq n|q_1|$ (by IH), $\leq n|q|$. The provenance expression for every tuple $t$ will equal to $\phi_{t_1} + \cdots + \phi_{t_{\ell}}$, for some tuples $t_1, \cdots, t_{\ell}$ in $q_1[I]$. Since $\ell \leq n|q_1|$, this can be computed in time $O(n^3|q_1|) + O(n^c|q_1|) = O(n^c|q_1|) = O(n^c|q|)$ (the total time complexity to compute the project operation even by brute-force method is $O(N(q_1, I) \times N(q_1, I) \times \max_{t_1 \in q_1[I]} |\phi_{t_1}| = O(n^3|q_1|)$), and the time complexity to compute $q_1[I]$ is $O(n^c|q_1|))$. Also, $\sum_{t \in q[I]} r_t$ is bounded by $\sum_{t \in q_1[I]} r_{t_1} \leq n|q_1|$ (by IH), $\leq n|q|$. This is because every tuple in $q_1[I]$ contributes to exactly one tuple in $q[I]$.

$\phi_t = \phi_{t_1} + \cdots + \phi_{t_{\ell}}$ will have the form $\alpha_0 + \sum_{i=1}^\ell \alpha_i \beta_{t_i}$ by IH. Size of every DNF $\alpha_{t_i}$ and $\beta_{t_i}$ remains the same, hence the sizes are bounded by $n|q_1| \leq n|q|$. Further, if $\delta(q) = 0$, $\delta(q_1) = 0$ as well. So the value of $r = r(t_j)$ is $o$ for all $j \in [1, \ell]$. Hence $r_t$ is also $o$.

2. (Select) Here $q = \sigma q_1$, hence $|q| = |q_1| + 1$. In this case $\phi_t = \phi_{t_1}$, for some $t_1$ in $q_1[I]$. Hence $N(q, I) \leq n|q_1|$ (by IH), $\leq n|q|$, the tuple can be output in time $O(n^{|q_1|} +
Let $q = q_1 \mathbin{\&} q_2$, i.e. $|q| = |q_1| + |q_2| + 1$. In the worst case, every tuple in $q_1$ can join with every tuple in $q_2$. Therefore, $\mathcal{N}(q, I) \leq \mathcal{N}(q_1, I) \times \mathcal{N}(q_2, I), \leq n^{\|q_1\|} \times n^{\|q_2\|}$ (by IH), $\leq n^{|q|}$. If $\delta(q) = 0$, both $\delta(q_1), \delta(q_2)$ are 0, therefore we have the required form of $\phi_t$ for a tuple $t$, where $r_t = 0$. Hence $\sum_{t \in q[I]} r_t = 0$ as well.

If $\delta(q) = 1$, exactly one of $\delta(q_1), \delta(q_2)$ is 1; wlog. let $\delta(q_1) = 1, \delta(q_2) = 0$. Then also for every tuple $\phi_t$ in $q[I]$, $\phi_t = \phi_{t_1} \times \phi_{t_2}$. Let $\phi_{t_1} = \alpha_0 + \sum_{i=1}^{r} \alpha_i \beta_i$, $\phi_{t_2} = \alpha'_0$. Then $\phi_t = (\alpha_0 + \sum_{i=1}^{r} \alpha_i \beta_i') \times \alpha'_0 = = \alpha''_0 + \sum_{i=1}^{r} \alpha''_i \beta'_i$, where $\alpha''_i, i \in [0, r]$, are obtained by computing the IDNF of $\alpha_i \times \alpha'_0$. Hence $\sum_{t \in q[I]} r_t = (\sum_{t \in q[I]} r_t) \times \mathcal{N}(q_2, I)$ (since every tuple in $q_1[I]$ can join with at most $\mathcal{N}(q_2, I)$ tuples in $q_2[I]$), and every tuple $t_2$ in $q_2[I]$ have $r_{t_2} = 0$) $\leq n^{\|q_1\|} \times n^{\|q_2\|}$ (by IH), $\leq n^{\|q_1\|+\|q_2\|} \leq n^{|q|}$. Size of $|\beta_j|$ remains the same, and $|\alpha''_i| \leq n^{\|q_1\|} \times n^{\|q_2\|} \leq n^{|q|}$. The time complexity of the brute-force method can be shown to be $O(n^{|q|})$.

4. (Union) Let $q = q_1 \cup q_2$, i.e. $|q| = |q_1| + |q_2| + 1$. Therefore, $\mathcal{N}(q, I) = \mathcal{N}(q_1, I) + \mathcal{N}(q_2, I), \leq n^{\|q_1\|} + n^{\|q_2\|}$ (by IH), $\leq n^{|q|}$.

For union, either (i) $\phi_t = \phi_{t_1}$, for some $t_1$ in $q_1[I]$ or $q_2[I]$, or, (ii) $\phi_t = \phi_{t_1} + \phi_{t_2}$, for some $t_1$ in $q_1[I]$ and $t_2$ in $q_2[I]$. If $\delta(q) = 0$, both $\delta(q_1), \delta(q_2)$ are 0, therefore we have the required form of $\phi_t$ for a tuple $t$, where $r_t = 0$ (for both cases (i) and (iii)). If $\delta(q) = 1$, then also for both cases (i) and (ii) and for both (a) when exactly one of $\delta(q_1), \delta(q_2)$ is 1, and (b) when $\delta(q_1) = \delta(q_2) = 1$, $\phi_t$ has the required form. Further, $\sum_{t \in q[I]} r_t = \sum_{t_1 \in q_1[I]} r_{t_1} + \sum_{t_2 \in q_2[I]} r_{t_2}$ (since every tuple in $q_1[I]$ or $q_2[I]$ contributes to exactly one tuple in $q[I]$), $\leq n^{\|q_1\|} + n^{\|q_2\|} \leq n^{\|q_1\|+\|q_2\|+1} = n^{|q|}$. Size of every $\alpha_i, \beta_j$ in $\phi_t$ is bounded by $n^{\|q_1\|+\|q_2\|+1} \leq n^{|q|+1}$.

To compute $\phi_t = \phi_{t_1} + \phi_{t_2}$, for every tuple $t_1$ in $q_1[I]$, we need to go over all tuples in $q_2[I]$, but unlike join, the expressions are not needed to be multiplied. Hence the union can be computed in total time $O(n^{|q|}) \times n^{k_2} \times (n^{k_1} + 1) + n^{k_2} n^{k_2+1}$

$+ O(n^{c' k_1}) + O(n^{c' k_2})$ (by IH), $= O(n^{c(k_1+k_2+1)}) = O(n^{|q|})$.

5. (Difference) Let $q = q_1 - q_2$, i.e. $|q| = |q_1| + |q_2| + 1$. Therefore, $\mathcal{N}(q, I) \leq \mathcal{N}(q_1, I)$,
\[ \leq n^{\varphi_1} \text{ (by IH)}, \leq n^{\varphi_1}. \]

For difference, \( \delta(q) \) can not be 0, i.e., \( \delta(q) = 1 \), and it must be the case that \( \delta(q_1) = \delta(q_2) = 0 \). For a tuple \( t \) in \( q[I] \), either (i) \( \phi_t = \phi_{t_1} \), for some \( t_1 \) in \( q_1[I] \) (when there is no tuple in \( q_2[I] \) that has the same value as in \( t \)), or, (ii) \( \phi_t = \phi_{t_1} \times \bar{\phi}_{t_2} \), for some \( t_1 \) in \( q_1[I] \) and \( t_2 \) in \( q_2[I] \). In case (i), \( \phi_t \) obviously has the required form, \( r_t = 0 \), and \(|\alpha_i|, |\beta_i|\) have the required size bound. In case (ii), since \( \delta(q_1) = \delta(q_2) = 0 \), we have by IH, \( \phi_{t_1} = \alpha_0 \) and \( \phi_{t_2} = \alpha'_0 \), where both \( \alpha_0, \alpha'_0 \) are positive IDNF. Hence \( \phi_t = \phi_{t_1} \times \bar{\phi}_{t_2} = \alpha_0 \alpha'_0 \). Hence again \( \phi_t \) has the required form, and again \(|\alpha_0|\) and \(|\alpha'_0|\) individually have the required size bound. For both \( t_1, t_2 \), \( r_{t_1} = r_{t_2} = 0 \), so \( r_t = 1 \). Hence \( \sum_{t \in q[I]} r_t \leq N(q, I) \leq n^{\varphi_1} \). The difference can be computed in time \( O(n^{\varphi_1} \times n^{\varphi_2}) + O(n^{\varphi_1}) + O(n^{\varphi_2}) \) (by IH), = \( O(n^{\varphi_1}) \).

This completes the proof of the proposition.

\[ \square \]

### A.2.2 Proof of Theorem 4.5

The following lemma shows a nice property of product of two RO expressions and will be useful in proving Step 3 and Step 4.

**Lemma A.11.** Let \( \phi_1, \phi_2 \) be two read-once Boolean expression on the same set of variables. Then either each of \( \mathcal{C}(\phi_1 \cdot \overline{\phi}_2), \mathcal{C}(\phi_1 \cdot \phi_2), \mathcal{C}(\overline{\phi}_1 \cdot \phi_2) \) and \( \mathcal{C}(\overline{\phi}_1 \cdot \overline{\phi}_2) \) is poly-time computable or none of them is.

**Proof.** Let \( n = |\text{var}(\phi_1)| = |\text{var}(\phi_2)| \). If \( \phi \) is an RO expression, then \( \mathcal{C}(\phi) \) can be exactly computed in time linear in the size of \( \phi \). Therefore, \( \mathcal{C}(\overline{\phi}_1) = 2^n - \mathcal{C}(\phi) \) can also be efficiently computed. Now we have, (i) \( \mathcal{C}(\phi_1) = \mathcal{C}(\phi_1 \cdot \phi_2) + \mathcal{C}(\phi_1 \cdot \overline{\phi}_2) \), (ii) \( \mathcal{C}(\overline{\phi}_1) = \mathcal{C}(\overline{\phi}_1 \cdot \phi_2) + \mathcal{C}(\overline{\phi}_1 \cdot \overline{\phi}_2) \), (iii) \( \mathcal{C}(\phi_2) = \mathcal{C}(\phi_1 \cdot \phi_2) + \mathcal{C}(\overline{\phi}_1 \cdot \phi_2) \), and, (iv) \( \mathcal{C}(\overline{\phi}_2) = \mathcal{C}(\phi_1 \cdot \overline{\phi}_2) + \mathcal{C}(\overline{\phi}_1 \cdot \overline{\phi}_2) \). Using the above equations, if any one of \( \mathcal{C}(\phi_1 \cdot \phi_2), \mathcal{C}(\phi_1 \cdot \overline{\phi}_2), \mathcal{C}(\overline{\phi}_1 \cdot \phi_2) \), or \( \mathcal{C}(\overline{\phi}_1 \cdot \overline{\phi}_2) \) can be exactly computed in poly-time, all the others can be exactly computed in poly-time. \[ \square \]

Now we discuss the details of these four steps.
### A.2.3 Step 1: \#P-hardness of \#4Partite-4BEC

For a graph $G(V, E)$, a subset $U \subseteq E$ is an edge cover if every vertex of $G$ has at least one incident edge in $U$. The following theorem shows the \#P-hardness of the \#4Partite-4BEC problem. The proof uses similar idea as given in [23] which reduces \#independent set problem in a constant degree graph to the \#edge-cover problem in a graph of minimum degree $\Delta$, and shows that by constructing a number of \#edge-cover instances, and using the interpolation technique [168], independent set in a constant degree graph can be exactly computed. However, the edge-cover instances constructed in [23] are non-bipartite and the vertices in those instances do not have constant degrees; hence we need to modify the construction.

We reduce the problem of \#independent set in 3-regular bipartite graphs (\#3-reg-BIS) to the \#4Partite-4BEC problem. The \#vertex-cover problem in 3-regular bipartite graphs is known to be \#P-hard [176]. In a graph $G(V, E)$, $S \subseteq V$ is a vertex cover if and only if $V \setminus S$ is an independent set. Hence the set of vertex cover has a 1-1 correspondence with the set of independent sets in any graph which shows that \#3-reg-BIS is \#P-hard.

**Theorem A.12.** \#4Partite-4BEC is \#P-hard.

*Proof.* Let $G(V_1, V_2, E)$ be a bipartite 3-regular graph, where $|V_1| = |V_2| = n'$. We will use $V = V_1 \cup V_2$ to denote the vertex set of $G$, and and $n = 2n'$ to denote the total number of vertices in $G$. Let $I_j(G)$ be the number of independent sets of size $j$, $j \in [0, n]$. Form $G'$ by inserting a vertex $u_e$ on every edge $e \in E$. Let $U = \{x_e : e \in E\}$ ($|U| = 3n/2$). Let $N_i(G')$ be the number of edge subsets in $G'$ which leave exactly $i$ vertices in $V$ uncovered, but no vertex in $U$ uncovered ($N_0(G')$ is the number of edge covers in $G'$). The set of vertices in $G'$ which are not covered by such a subset of edges forms an independent set in $G$: if a vertex $u \in V$ is uncovered in $G'$, for every incident edge $e$ on $u$, $e = (u, v) \in E$, $x_e$ and hence $v$ must be covered.

Let $W \subset V$ be an independent set of size $j$ in $G$. Let us count the number of edge subsets in $G'$ that (i) do not cover $W$, (ii) cover all members of $U$, and (iii) may or may not cover the vertices in $V \setminus W$. The $3j$ edges incident on $W$ must not be chosen in such a subset, hence the $3j$ edges next to these edges must be chosen to cover all members in $U$. Hence we are left with $3n - 6j$ edges which can be paired up into $\frac{3n-6j}{2}$ groups according...
to the edges in $E$ they came from. At least one edge in each such pair must be chosen to cover vertices in $U$, so we have 3 choices for each pair. Hence for a fixed independent set $W$ of size $j$, the number of choices is $3^{(3n-6j)/2}$. If we multiply this quantity with the number of independent sets of size $j$ in $G$, i.e. $I_j(G)$, we double count some of the edge subsets which cover more than one independent sets of size $j$. An edge subset which covers exactly $i$ vertices from $V$ and all vertices from $U$ is counted $\binom{i}{j}$ times, once for every choice of $j$ out of those $i$ vertices the subset covers. Hence it follows that

$$3^{(3n-6j)/2}I_j(G) = \sum_{i=n}^{n-j} \binom{i}{j} N_i(G')$$

Hence if we can compute all $N_i(G')$, $i \in [0,n]$, we can compute the number of all independent sets $\sum_{i=0}^{n} I_j(G)$ in $G$.

So focus on computing all $N_i(G')$ in $G'$. Let $C_k$ denote a chain with $k$ nodes. We attach a copy $C'_s$ of $C_s$ to each vertex $v \in V$ by identifying $v$ with an endpoint of $C_s$. Let us call the resulting graph $G'_s$. Since we started with a regular bipartite graph $G$ of degree 3, $G'_s$ is a bipartite graph with maximum degree 4 (vertices in $V$ have degree 4, vertices in $U$ have degree 2, and the vertices in the chains $C'_s$, $v \in V$ have degree at most 2).

Let $M_k$ denote the number of edge covers in $C_k$. Now we count the number of edge covers in $G'_s$. Each edge cover of $G'_s$ induces an edge subset of $G'$. To extend an edge subset of $G'$ which leaves exactly $i$ vertices in $V$ uncovered, and no vertex in $U$ uncovered, to an edge cover of $G'_s$, we must select an edge cover for $i$ copies of $C_s$, but either an edge cover or a cover missing the first vertex (identified with the corresponding $x_v$) for the remaining $n-i$ copies of $C_s$. Thus the total number of edge covers $N_0(G'_s)$ is given by:

$$N_0(G'_s) = \sum_{i=0}^{n} M'_s(M_s + M_{s-1})^{n-i} N_i(G')$$

$$= M'_s \sum_{i=0}^{n} (1 + \frac{M_{s-1}}{M_s})^{n-i} N_i(G')$$

In Lemma A.13 we show that the edge set can indeed be partitioned into four disjoint matchings, which shows that each $G'_s$, for any value of $s$, is an instance of the \#4Partite-4BEC problem.
Suppose we are given an oracle for the \#4Partite-4BEC problem. That oracle can be used to compute \( N_0(G'_s) \) for any \( s \) value. From Lemma A.17 the values of \( \frac{M_i}{M_0} \) are distinct for all distinct \( s \), and therefore from Fact A.16, all the coefficients \( N_i(G') \) can be computed by calling the edge cover oracle on \( G'_s \) graphs for \( n + 1 \) distinct values of \( s \) (in \( A.4 \)). From these \( N_i(G') \) values the number of independent sets in a 3-regular graph can be exactly computed using \( (A.3) \). This completes the reduction.

**Lemma A.13.** The set of edges in each \( G'_s \) in the proof of Theorem A.12 can be partitioned into set of four disjoint matchings.

**Proof.** Recall that we started with a 3-regular bipartite graph \( G(V,E) \), inserted the vertex set \( U = \{ x_v : e \in E \} \) into the edges in \( E \) to form the graph \( G' \), and attached chains with \( s \) vertices, \( C_s \) with every vertex in \( V \) to form the graph \( G'_s \).

It is well-known that a 3-regular graph can be partitioned into 3 disjoint perfect matchings (see, for instance \([22]\)). Let a set of 3 disjoint matchings for \( G \) be \( E_1, E_2, E_3 \), where \( E = E_1 \cup E_2 \cup E_3 \). Let \( V_1, V_2 \) be the bipartition of vertices in \( G \) \( (V = V_1 \cup V_2) \), and let \( E_1^i, E_2^i, E_3^i \), \( i \in \{1, 2, 3\} \), denote the set of edges in \( G' \) which are incident on \( V_1 \) and \( V_2 \) respectively. Note that \( \bigcup_{i=1}^{3} (E_1^i \cup E_2^i) \) is exactly the edge set in \( G' \).

Further, any chain \( C_s \) can be partitioned into two disjoint matchings (comprising the alternating edges). For a copy of the chain \( C_s^v \), \( v \in V \), let \( M_1(C_s^v) \) the matching which includes the edge incident on \( v \), and \( M_2(C_s^v) \) be the other matching.

Now we construct four disjoint group of matchings \( P_1, P_2, P_3, P_4 \) as follows (there may be several other ways): (i) \( P_1 = E_1^1 \cup E_2^2 \cup \bigcup_{s \in V} \{M_2(C_s^v)\} \), (ii) \( P_2 = E_1^2 \cup E_2^3 \), (iii) \( P_3 = E_1^3 \cup E_2^1 \), (iv) \( P_4 = \bigcup_{s \in V} \{M_1(C_s^v)\} \).

Clearly, \( P_1 \cup P_2 \cup P_3 \cup P_4 \) is exactly the edge set of \( G'_s \). The fact that \( P_4 \) is a matching follows easily, since all the copies of the chains \( C_s^v \) are disjoint. Each \( E_j^i, i \in \{1, 2\}, j \in \{1, 2, 3\} \) forms a matching themselves, since they are taken from the matchings \( E_1, E_2, E_3 \) in \( G \). In \( P_1, P_2 \) or \( P_3 \), the edges taken from \( G' \) are of the form \( E_j^i \cup E_j^{i'} \), where \( i \neq i' \) and \( j \neq j' \). Since \( i \neq i' \), if the edges \( E_j^i \) are incident on \( V_1 \), \( E_j^{i'} \) are incident on \( V_2 \) (or vice versa). Since \( j \neq j' \), no two edges incident on some \( x_v \in U \) are ever included together. Moreover, \( P_1 \) includes the edges from the chains \( \bigcup_{s \in V} \{M_2(C_s^v)\} \) which themselves are matchings, and are not incident on any vertex in \( V_1 \cup V_2 \). Therefore, the \( P_i-s, i \in \{1, 4\} \) partition the edge set in \( G'_s \).
in four disjoint matchings.

The following lemma counts the number of edge covers in a chain (similar to vertex cover counting in a chain [168]).

**Lemma A.14.** Let \( M_k \) denote the number of edge covers in a chain graph with \( k \) nodes \( C_k \). Then \( M_k \) can be computed by the recurrence \( M_k = M_{k-1} + M_{k-2} \), for \( k \geq 3 \), and \( M_2 = M_3 = 1 \) (there is no edge cover for a singleton node).

**Proof.** In \( C_2 \), the unique edge must be chosen, so \( M_2 = 1 \). Again in \( C_3 \), both the edges must be chosen to cover two endpoints, hence \( M_3 = 1 \).

Let \( v_0, \ldots, v_k \) be the vertices in the chain \( C_k \), \( k \geq 3 \). The first edge \((v_0, v_1)\) in the chain must be included in any edge cover which also covers \( v_1 \). Hence \( v_1 \) may or may not be covered by the edge \((v_1, v_2)\). The number of edge subsets in the chain \( v_1, \ldots, v_k \) which covers \( v_1 \) (and the other vertices \( v_2, \ldots, v_k \)), i.e. includes \((v_1, v_2)\), is \( M_{k-1} \), whereas the number of edge subsets which do not cover \( v_1 \) (does not include \((v_1, v_2)\)), but covers \( v_2, \ldots, v_k \) is \( M_{k-2} \). Hence \( M_k = M_{k-1} + M_{k-2} \).

**Corollary A.15.** The value of \( M_k \) is the same as the \((k - 1)\)-th number in the Fibonacci series.

The following Fact A.16 and Lemma A.17 used in the proof of Theorem A.12 have been proved in [168] (Fact 4.1 and Lemma A.1 respectively).

**Fact A.16.** [168] Let \( f(x) = \sum_{i=0}^{d} a_i x^i \) be a polynomial with rational coefficients. If \((a_0, \beta_0), \ldots, (a_d, \beta_d)\) are such that \( f(a_j) = \beta_j \), \( j = 1 \) to \( d \), and all \( a_j \)-s are distinct, then all the coefficients \( a_i \)-s of \( f \) can be recovered in time polynomial in \( d \) and the maximum number of bits needed to represent \( a_j \)-s and \( \beta_j \)-s.

**Lemma A.17.** [168] Let \( F_N \) denote the \( N \)-th Fibonacci number and let \( r_N = \frac{F_{N+1}}{F_N} \). Then \( r_i \neq r_j \) for any \( i \neq j \).

### A.2.4 Step2: \#P-hardness of \#RO×RO-4Partite-4CNF

Here we prove the following theorem.

**Theorem A.18.** \#RO×RO-4Partite-4CNF is \#P-hard.
Given an instance of #4Partite-4BEC, we construct an instance of the problem #RO×RO-4Partite-4CNF as follows (as done in [31]): Let the #4Partite-4BEC instance be \(G(V_1, V_2, E)\). There is a variable \(x_e\) for every edge \(e \in E\). The two DNF expressions \(\psi_1, \psi_2\) correspond to bipartite vertex sets \(V_1, V_2\) respectively. There is a clause \(\sum_{e \ni v} x_e\) in \(\psi_1\) (resp. \(\psi_2\)) for every vertex \(v \in V_1\) (resp \(v \in V_2\)). Note that \(E' \subseteq E\) is an edge-cover of \(G\) if and only if by assigning 1 to the variables \(x_e, e \in E'\) and assigning 0 to the variables \(x_e, e \notin E'\) we get a satisfying assignments of \(\psi_1 \cdot \psi_2\). Hence given an oracle for computing \(C(\psi_1 \cdot \psi_2)\), the number of edge covers in \(G\) can be exactly computed.

By construction, both \(\psi_1, \psi_2\) are positive and RO (since \(G\) is bipartite). Moreover, since degree of every vertex in \(V_1, V_2\) is bounded by 4, the number of variables in every clause is also bounded by 4. The set of edges \(E\) can be partitioned into four disjoint matchings \(P_i\) (\(i \in [1,4]\)). However, two variables \(x_e, x_{e'}\) co-occur in a clause in \(\psi_1\) or \(\psi_2\) if and only if \(e\) and \(e'\) have a common endpoint. Therefore, the variable set \(\{x_e : e \in E\}\) can be partitioned into four groups \(X_i\), where \(X_i = \{x_e : e \in P_i\}\) (\(i \in [1,4]\)), such that no two variables from the same \(X_i\) will co-occur in a clause in \(\psi_1\) or \(\psi_2\). Finally, each edge has an endpoint in both \(V_1\) and \(V_2\), hence \(\text{Var}(V_1) = \text{Var}(V_2)\). Hence \(\psi_1 \cdot \psi_2\) is an instance of the #RO×RO-4Partite-4CNF problem. Since the problem #4Partite-4BEC is #P-hard, #RO×RO-4Partite-4CNF is also #P-hard.

A.2.5 Step3: #P-hardness of #RO×RO-4Partite-4DNF

Here we show that the #RO×RO-4Partite-4DNF problem is #P-hard by a reduction from #RO×RO-4Partite-4CNF that uses the properties of RO expressions given by Lemma A.11.

Theorem A.19. The #RO×RO-4Partite-4DNF problem is #P-hard.

Proof. Consider an instance of #RO×RO-4Partite-4CNF, where we are given two positive RO CNF expressions \(\psi_1, \psi_2\) that are defined on the variable set, such that every clause in \(\psi_1, \psi_2\) has at most four variables. The goal is to compute \(C(\psi_1 \cdot \psi_2)\). Then using Lemma A.11, \(C(\overline{\psi_1} \cdot \overline{\psi_2})\) is #P-hard (otherwise given an oracle to compute \(C(\overline{\psi_1} \cdot \overline{\psi_2})\), \(C(\psi_1 \cdot \psi_2)\) can be exactly computed). Since \(\psi_1, \psi_2\) are positive CNF RO expression where
each clause has at most four positive variables, both \( \overline{\psi}_1, \overline{\psi}_2 \) are DNF RO expressions, where each term has at most four variables (all are negated literals).

From \( \overline{\psi}_1, \overline{\psi}_2 \), we construct two positive DNF RO expressions \( \eta_1, \eta_2 \), by making each negated variable in each term of \( \overline{\psi}_1, \overline{\psi}_2 \) positive in \( \eta_1, \eta_2 \) respectively. Hence \( \eta_1, \eta_2 \) are positive DNF RO expressions, where each term has at most four positive variables, and therefore \( \eta_1 \cdot \eta_2 \) is an instance of the \#RO\times RO-4Partite-4DNF problem. Let \( N = |\text{Var}(\psi_1)| = |\text{Var}(\psi_2)| = |\text{Var}(\eta_1)| = |\text{Var}(\eta_2)| \). It is easy to verify that, \( x = \langle x_1, \cdots, x_N \rangle \) is a satisfying assignment of \( \overline{\psi}_1 \cdot \overline{\psi}_2 \), if and only if \( y = \langle \overline{x_1}, \cdots, \overline{x_N} \rangle \) is a satisfying assignment of \( \eta_1 \cdot \eta_2 \). Hence there is a one-one correspondence between the satisfying assignments of \( \overline{\psi}_1 \cdot \overline{\psi}_2 \) and \( \eta_1 \cdot \eta_2 \), and therefore \( C(\overline{\psi}_1 \cdot \overline{\psi}_2) = C(\eta_1 \cdot \eta_2) \). Combining the above two steps, if there is an oracle to solve \#RO\times RO-4Partite-4DNF, we can also solve \#RO\times RO-4Partite-4CNF. Since the problem \#RO\times RO-4Partite-4CNF is \#P-hard, \#RO\times RO-4Partite-4DNF is also \#P-hard.

**A.2.6 Step4: \#P-hardness of \text{Pr}[q_1 - q_2]**

Finally we prove Step4 by reducing \#RO\times RO-4Partite-4DNF to probability computation of a query with difference.

*Proof.* Let \( \eta_1 \cdot \eta_2 \) be an instance of \#RO\times RO-4Partite-4DNF. To prove the \#P-hardness of exact computation of \( \text{Pr}[\phi_1 \cdot \overline{\phi}_2] \) (equivalently \( C(\phi_1 \cdot \overline{\phi}_2) \)) since all the uncertain variables \( x \) will have \( \text{Pr}[x] = \frac{1}{2} \) it suffices to construct two queries \( q_1, q_2 \) along with an instance of probabilistic database such that \( \phi_1 = q_1(I) = \eta_1 \) and \( \phi_2 = q_2(I) = \eta_2 \). This again follows from Lemma A.11, since given an oracle for \( C(\phi_1 \cdot \phi_2) \), \( C(\phi_1 \cdot \overline{\phi}_2) \) can be exactly computed.

1. First we extend the minterms (any term in an RO DNF expression is a minterm) with one, two or three variables to have exactly four variables by inserting dummy variables which always assume value 1 (in probabilistic database they correspond to deterministic tuples). Let the corresponding RO DNF expressions be \( \eta_1' \) and \( \eta_2' \). Always fresh variables are inserted in every clause of \( \eta_1 \) and \( \eta_2 \) and therefore \( \text{var}(\eta_1') \neq \text{var}(\eta_2') \). However, \( C(\eta_1 \cdot \eta_2) = C(\eta_1' \cdot \eta_2') \) (the satisfying assignments have a one-one correspondence).

2. Now recall that the variables \( V = \text{var}(\eta_1) = \text{var}(\eta_2) \) can be partitioned into four disjoint groups \( V_1, \cdots, V_4 \) such that no two variables \( x, y \) from the same group \( V_i, i \in [1, 4] \)
do not co-occur in a minterm in $\eta_1$ or $\eta_2$. Since we always inserted fresh variables in the minterms of $\eta_1, \eta_2$, this property also holds for $\eta'_1$ and $\eta'_2$ by arbitrarily assigning new variables to different groups. Hence, every minterm will have a variable from each of the groups $V_1, \ldots, V_4$.

(3) The probabilistic database instance $I$ has four relations $R_1(A,B), R_2(A,B), R_3(A,B), R_4(A,B)$, all with two attributes $A$ and $B$, that contain tuples annotated with the variables in $X_1, \ldots, X_4$ respectively. Let the number of minterms in $\eta_1'$ (resp. $\eta_2'$) be $m_1$ (resp. $m_2$). We fill out the attribute values $s$ of the four tables in the following way:

(a) Let the $i$-th minterm in $\eta_1'$ be $\langle x_{i1}, y_{i2}, z_{i3}, w_{i4} \rangle$, where $x_{i1} \in R_1$, $y_{i2} \in R_2$, $z_{i3} \in R_3$, and $w_{i4} \in R_4$. Assign $a_i$ as the values of attribute $A$ in the $i_1$-th row of $R_1$, $i_2$-th row of $R_2$, $i_3$-th row of $R_3$ and $i_4$-th row of $R_4$, for all $i \in [1,m_1]$.

(b) Similarly, let the $j$-th minterm in $\eta_2'$ be $\langle x_{j1}, y_{j2}, z_{j3}, w_{j4} \rangle$, where $x_{j1} \in R_1$, $y_{j2} \in R_2$, $z_{j3} \in R_3$, and $w_{j4} \in R_4$. Assign $b_j$ as the values of $B$ in the $j_1$-th row of $R_1$, $j_2$-th row of $R_2$, $j_3$-th row of $R_3$ and $j_4$-th row of $R_4$, for all $j \in [1,m_2]$.

(c) Now, due to the introduction of dummy variable, and possible unequal values of $m_1, m_2$, some of the attribute values in the tables $R_1, \ldots, R_4$ may be unassigned after the above two steps. Every such unassigned positions are filled with a fresh attribute value not used before.

(4) Let $N_i = |X_i|$ ($i \in [1,4]$). Let the value of the tuple in the $j$-th row of $R_1, \ldots, R_4$ be $a_j, b_j, c_j$ and $d_j$ respectively, $j \in [1,N_i]$. The original variables in $V = \forall x (\eta_1) = \forall x (\eta_2)$ appear with probability $\frac{1}{2}$, whereas the new variables inserted in $\eta'_1$ and $\eta'_2$ appear with probability $1$.

(5) Finally, $q_1() \equiv R_1(x,y_1) \land R_2(x,y_2) \land R_3(x,y_3) \land R_4(x,y_4)$ and $q_2() \equiv R_1(x_1,y) \land R_2(x_2,y) \land R_3(x_3,y) \land R_4(x_4,y)$.

Since exactly the tuples appearing in the same minterms of $\eta'_1, \eta'_2$ join in $q_1, q_2$ respectively, it easily follows that $q_1(I) = \eta'_1$ and $q_2(I) = \eta'_2$. Clearly, $q_1$ and $q_2$ are queries in $\neg \neg CQ$. Further, both Boolean queries $q_1, q_2$ are hierarchical (i.e. for every two variables $x, y$, the sets of subgoals that contain $x, y$ are either disjoint or one is contained in the other) and therefore are safe [56].

This completes the proof of Theorem 4.5.
A.2.7 Proof of Theorem 4.7

Here we show that in general no non-trivial approximation exists even for general SPJUD queries with difference rank = 1.

Proof. The reduction is from counting the number of independent sets in a graph. Given a graph $G(V,E)$, consider the relational schema $(V,E,S)$ where $V(A), S(A)$ are unary relations while $E(A_1,A_2)$ is binary. $V$ and $E$ capture the vertex and edges in $G$, whereas $S$ captures a subset of vertices, in particular, the set of possible worlds of $I$ which correspond to an independent set in $G$. The tuple variables in $V,E$ are deterministic, and appear with probability 1, whereas, every tuple variable in $S$ appears with probability $\frac{1}{2}$. As we discussed in Section 4.2.3, the independence sets in a graph can be captured by the SPJUD query $q_{\text{ind-set}} = \text{True} - [E \bowtie \rho_{A_1} \bowtie S \bowtie \rho_{A_2} / A S]$. Clearly, $q_{\text{ind-set}} = 1$.

Let $\phi$ be the boolean provenance of the unique tuple in $q_{\text{ind-set}}(I)$. Clearly, $\Pr[\phi] = \frac{N_{IS}}{2^n}$, where $n = |V|$ and $N_{IS}$ is the number of independent sets in $G$. It is known that counting independent sets in an arbitrary graph does not have any non-trivial approximation unless $P = NP$ [72]. This shows the inapproximability of tuple probabilities generated by SPJUD queries even if the query has difference rank 1 and proves Theorem 4.7. \hfill \square

Remark: The above query $q_{\text{ind-set}}$ uses self-join. The hardness can be extended to queries without self-join under the weaker assumption that counting independent sets in bipartite graphs do not have any approximation [72].

A.3 Proofs from Chapter 5

A.3.1 NP-hardness for Recall Budget Constraint in Single Dictionary

We prove the following theorem:

Theorem A.20. Maximization of the residual F-score for single dictionary refinement under recall budget constraint is NP-hard.

We prove the NP-hardness via a reduction from the subset-sum problem which is known to be NP-hard [80]. In the subset-sum problem the input is a sequence of positive integers
\[ I = \langle x_1, \cdots, x_n \rangle, \] and an integer \( C \), and the goal is to decide if there is a subset \( S \subseteq I \) such that \( \sum_{x_i \in S} x_i = C \).

**Construction.** Given an instance of subset sum problem we reduce is to the following instance the dictionary refinement problem. In the dictionary refinement instance we create, \( A = \{ w_1, \cdots, w_n \} \). There are \( n \) dictionary entries \( w_1, \cdots, w_n \) corresponding to the integers \( x_1, \cdots, x_n \) such that each \( w_i \) has \( f_{w_i} = cx_i \) and \( p_{w_i} = \frac{1}{x_i} \) (hence \( p_{w_i} f_{w_i} = x_i \)). We choose \( c = 3 + K \). In addition, there is a special entry \( w^* \) such that \( f_{w^*} = 1 \) and \( p_{w^*} = 1 \).

The budget on the residual recall \( \rho = \frac{1+B}{1+K} \). The goal is to check if there is a subset \( S' \) of the entries such that the residual F-score \( F_{S'} \geq \frac{2(1+B)}{(1+K)+(1+\epsilon B)} \) and the residual recall \( R_{S'} \geq \rho \).

Next we argue that such a subset \( S' \) exists if and only if the instance of the subset-sum problem has a solution.

(i) Let the subset-sum instance have a solution \( S \) such that \( \sum_{x_i \in S} x_i = C \), i.e. \( \sum_{x_i \in I \setminus S} x_i = K - C = B \). We show that the subset of entries \( S' = \{ w_i : x_i \in S \} \) has the desired properties. First, \( R_{S'} = \frac{\sum_{x_i \in S} p_{w_i} f_{w_i}}{\sum_{w_i \in A} p_{w_i} f_{w_i}} = \frac{1+B}{1+K} = \rho \). Also \( F_{S'} = \frac{2\sum_{x_i \in S} p_{w_i} f_{w_i}}{\sum_{w_i \in A} p_{w_i} f_{w_i} + \sum_{x_i \in S} f_{w_i}} = 2 \left( \frac{1+B}{1+K} \right) \left( \frac{1+K}{1+\epsilon B} \right) \).

(only if) Suppose there is a subset \( S' \) of entries such that \( F_{S'} \geq \frac{2(1+B)}{(1+K)+(1+\epsilon B)} \) and \( R_{S'} \geq \rho = \frac{1+B}{1+K} \). Wlog., we can assume that \( w^* \notin S' \), since otherwise we can exclude \( w^* \) from \( S' \) without decreasing the values of residual precision or residual recall (hence also the residual F-score). Hence all entries in \( S' \) corresponds to integers in the subset-sum problem, and Let the corresponding set of integers in the subset-sum problem be \( S \). Now

\[ R_{S'} = \frac{\sum_{x_i \in S} p_{w_i} f_{w_i}}{\sum_{w_i \in A} p_{w_i} f_{w_i}} = \frac{1+B}{1+K}, \text{ or,} \]

\[ \sum_{x_i \in I \setminus S} x_i \geq B \quad \text{(A.5)} \]

Again, \( F_{S'} = 2 \left( \frac{\sum_{x_i \in S} p_{w_i} f_{w_i}}{\sum_{w_i \in A} p_{w_i} f_{w_i} + \sum_{x_i \in S} f_{w_i}} \right) \geq \frac{2(1+B)}{(1+K)+(1+\epsilon B)} \). Rearranging and simplifying both sides, \((c-2-K)\sum_{x_i \in I \setminus S} x_i \leq (c-2-K)B \). Since \( c = 3 + K \),

\[ \sum_{x_i \in I \setminus S} x_i \leq B \quad \text{(A.6)} \]

From (A.5) and (A.6), \( \sum_{x_i \in I \setminus S} x_i = B \), or, \( \sum_{x_i \in S} x_i = K - B = C \). Therefore \( S \subseteq I \) is a solution for the subset-sum problem.
A.3.2 Update Rules for EM

Here we derive the update rules for the EM-based algorithm described in Section 5.3.3. Let us denote the parameter vector at iteration $t$ to be $\tilde{\theta}^t$. Suppose $c_{w_i,\tau_j,l} = \mathbb{E}[y_j^f | \tau_j, \tilde{\theta}^t]$, where $\tau_j \in \text{Succ}(w_i)$ and $\text{Prov}(y_j^f) = w_i$. We show that the update rules for parameters $p_i$ has a nice closed form: $p_i = \frac{C_i}{C_1 + C_2}$, where $C_1 = \sum c_{w_i,\tau_j,l}$ and $C_2 = \sum (1 - c_{w_i,\tau_j,l})$, where the sum is over $1 \leq j \leq N$ such that $\tau_j \in \text{Succ}(w_i)$. These parameter values are considered to be $\theta^{t+1}$, estimation of the parameters in the $t+1$-th round.

Derivation of the update rules. The log-likelihood of the observed data

$$q(\bar{x}; \bar{\theta}) = \log P(\bar{x} | \bar{\theta}) = \sum_{j=1}^N P(\tau_j | \bar{\theta})$$

The complete data version of the problem will have the observed data $\bar{x} = (\tau_1, \ldots, \tau_N)$ as well as the hidden data $\bar{y} = (y_j^f)_{j \in [1,N], i \in [1,L]}$. The expected log-likelihood of the complete data given the observed data $\bar{x}$ and current parameter vector $\tilde{\theta}^t$ will be given by

$$\mathbb{E}[q(\bar{x}, \bar{y}; \tilde{\theta}^t) | \bar{x}, \tilde{\theta}^t]$$

$$= \sum_{j=1}^N \sum_{\bar{y}_j} \text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t] \log \text{Pr}[\tau_j, \bar{y}_j | \tilde{\theta}^t]$$

$$= \sum_{j=1}^N \sum_{\bar{y}_j} \text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t] \log \text{Pr}[\tau_j, \bar{y}_j | \tilde{\theta}^t]$$

$$= \sum_{j=1}^N \sum_{\bar{y}_j} \text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t] \log \text{Pr}[\tau_j | \bar{y}_j, \tilde{\theta}] \text{Pr}[\bar{y}_j | \tilde{\theta}]$$

$$= \sum_{j=1}^N \sum_{\bar{y}_j} \text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t] \log \text{Pr}[\bar{y}_j | \tilde{\theta}]$$

$$= K(\text{say})$$

In the third step of the above derivation, for $\bar{y}_j$ such that $\phi_j(\bar{y}_j) \neq \tau_j$, $\text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t] = 0$, and in the fifth step, for $\bar{y}_j$ such that $\phi_j(\bar{y}_j) = \tau_j$, $\text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}] = 1$. Note that, given the current guess of parameters $\tilde{\theta}^t = (p_1^t, \ldots, p_N^t)$, $\text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t]$ can be easily computed and is a constant. For $\bar{y}_j$ such that $\phi_j(\bar{y}_j) = \tau_j$, $\text{Pr}[\bar{y}_j | \tau_j, \tilde{\theta}^t]$ is

$$\frac{\text{Pr}[\bar{y}_j | \tilde{\theta}^t]}{\text{Pr}[\tau_j | \tilde{\theta}^t]} = \frac{\prod_{\tau_j \neq 1} p_{\text{Prov}(\bar{y}_j)}^t \prod_{\tau_j = 0} (1 - p_{\text{Prov}(\bar{y}_j)}^t)}{\sum_{\phi_j(\bar{y}_j) = \tau_j} \prod_{\tau_j \neq 1} p_{\text{Prov}(\bar{y}_j)}^t \prod_{\tau_j = 0} (1 - p_{\text{Prov}(\bar{y}_j)}^t)}$$

We obtain
slightly abuse the notation here: \( p^t_\text{ProV}(y^t_i) = p^t_i \), where \( \text{ProV}(y^t_i) = w_i \).

Next we rewrite \( K \) by expanding and collecting coefficients of \( \log p_i \) and \( \log(1 - p_i) \) for every word \( w_i, i \in [1,n] \). Then the value of \( K \)

\[
= \sum_{j=1}^{N} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j} \Pr[\nu_j | \tau_j, \tilde{\theta}] \log \Pr[\nu_j | \theta]
\]

\[
= \sum_{j=1}^{N} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j} \Pr[\nu_j | \tau_j, \tilde{\theta}] \log \left[ \prod_{\ell=1}^{\ell} \Pr[y_j^\ell | \theta] \right]
\]

\[
= \sum_{j=1}^{N} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j} \Pr[\nu_j | \tau_j, \tilde{\theta}] \log \left[ \prod_{y_j=1}^{y_j^\ell} p_{\text{ProV}(y_j)} \prod_{y_j'=0}^{(1 - p_{\text{ProV}(y_j')})} \right]
\]

\[
= \sum_{j=1}^{N} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j} \Pr[\nu_j | \tau_j, \tilde{\theta}] \left[ \sum_{y_j=1}^{y_j^\ell} \log(p_{\text{ProV}(y_j)}) + \sum_{y_j'=0}^{(1 - p_{\text{ProV}(y_j')})} \log(1 - p_{\text{ProV}(y_j')}) \right]
\]

\[
= \sum_{i=1}^{n} \sum_{\tau_j \in \text{Succ}(w_i)} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j, \text{ProV}(y_j) = w_i} \Pr[\nu_j | \tau_j, \tilde{\theta}] \left[ y_j^\ell \log p_i + (1 - y_j^\ell) \log(1 - p_i) \right]
\]

\[
= \sum_{i=1}^{n} \sum_{\tau_j \in \text{Succ}(w_i)} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j, \text{ProV}(y_j) = w_i} \mathbb{E}[y_j^\ell | \tau_j, \tilde{\theta}] \log p_i + (1 - \mathbb{E}[y_j^\ell | \tau_j, \tilde{\theta}]) \log(1 - p_i)
\]

\[
= \sum_{i=1}^{n} \sum_{\tau_j \in \text{Succ}(w_i)} \sum_{\nu_j: \phi_j(\nu_j) = \tau_j, \text{ProV}(y_j) = w_i} c_{w_i, \tau_j, i} \log p_i + (1 - c_{w_i, \tau_j, i}) \log(1 - p_i)
\]

In the above equations, \( c_{w_i, \tau_j, i} = \mathbb{E}[y_j^\ell | \tau_j, \tilde{\theta}] \). In the E-step, for every word \( w_i \), and for every occurrence \( \tau_j \in \text{Succ}(w_i) \), we compute the expectation of \( y_j^\ell \) (the \( \ell \)-th bit of \( \nu_j \)) given the current parameter vector \( \tilde{\theta} \), where \( \text{ProV}(y_j^\ell) = w_i \). This can be computed from the probabilities \( \Pr[\nu_j | \tau_j, \tilde{\theta}] \). So for every occurrence \( \tau_j \), if \( \phi_j \) takes \( b \) inputs, we have a vector of real numbers of size \( b \) after the E-step.

In the M-step, we maximize the expression \( K \) w.r.t. parameter vector \( \tilde{\theta} \) to get the next guess of the parameters \( \theta^{t+1} \).
For every $i \in [1,n]$, 
\[
\delta K \frac{\delta}{\delta p_i} = 0 \\
\Rightarrow \sum_{j=1}^{N} \left[ \frac{c_{w_i,\tau_j,t}}{p_i} - \frac{1 - c_{w_i,\tau_j,t}}{1 - p_i} \right] = 0 \\
\Rightarrow \frac{C_1}{p_i} - \frac{C_2}{1 - p_i} = 0 \quad \text{[collecting the constants]} \\
\Rightarrow p_i = \frac{C_1}{C_1 + C_2}
\]

### A.3.3 Proof of Theorem 5.7

**Theorem 5.7.** Maximization of the residual F-score for multiple dictionary refinement under size constraint is NP-hard even for the simple firstname-lastname rule (i.e., the rule $R_4$ in Figure 2.4).

We give a reduction from the $k'$-densest subgraph problem in bipartite graphs which has been proved to be NP-hard in [48]. Here the input is a bipartite graph $H(U,V,E)$ with $n'$ vertices and $m'$ edges, and, an integer $k' < n'$. The goal is to select a subset of vertices $W \subseteq U \cup V$ such that $|W| = k'$ and the subgraph induced on $W$ has the maximum number of edges. We will denote the set of edges in the induced subgraph on $W$ (every edge in the subgraph has both its endpoints in $W$) by $E(W)$.

For simplicity, first we prove a weaker claim: removing a subset $S$ such that the size of $S$ is exactly $k$ (as opposed to at most $k$) is NP-hard. Intuitively, the vertices correspond to entries and the edges correspond to occurrences. We show that if the induced subgraph on a subset of vertices of size at most $k'$ has a large number of edges, then removing entries in the complement of this subset results in this induced subgraph that gives a large residual F-score.

**Construction for the weaker claim.** Given an instance of the $k'$-densest subgraph problem, we create an instance of the dictionary refinement problem with two dictionaries
Then there is a subset \( S \) for the dictionary refinement problem such that for any \( (\tau) = \langle u, v \rangle \in E \), the parameter \( k \) in the dictionary refinement problem is \( k = n' - k' \).

We prove the following lemma:

**Lemma A.21.** There is a subset \( W \subseteq U \cup V \), such that \( |W| = k' \) and \( E(W) \geq q \) if and only if there is a subset \( S \) for the dictionary refinement problem such that \( |S| = k \) and \( F_S \geq \frac{2}{q+2} \).

**Proof.** (if) Let \( W \) be a solution of \( k' \)-densest subgraph problem such that \( |E(W)| \geq q \), \( |W| = k' \). Choose \( S \) to be the dictionary entries corresponding to vertices in \( (U \cup V) \setminus W \). Then \( |S| = n' - k' = k \) as desired. Further for any edge \( (u, v) \in H \), any result \( \tau \) such that \( \text{Prov}(\tau) = uv \in \text{surv}(S) \) if and only if both \( u, v \in W \), i.e., \( (u, v) \in E(W) \). Also recall that for any \( (u, v) \in E \), there is a \text{Good} tuple \( \tau_g \) with \( \phi(\tau_g) = 1 \) and a \text{Bad} tuple \( \tau_b \) with \( \phi(\tau_b) = 0 \).

Then \( P_S = \frac{\sum_{\text{surv}(S)} \phi(\tau)}{|\text{surv}(S)|} = \frac{1}{2} \), and \( R_S = \frac{\sum_{\text{surv}(S)} \phi(\tau)}{\sum_{\tau} \phi(\tau)} = \frac{|E(W)|}{m} \geq \frac{q}{m} \). Hence \( F_S = \frac{2}{1 + \frac{1}{R_S}} \geq \frac{2}{q+2} \).

(only if) Let \( S \) be a solution of the dictionary refinement problem, such that \( |S| = k \) and \( F_S \geq \frac{2}{q+2} \). Choose \( W = (U \cup V) \setminus W_S \), where \( W_S \) is the subset of vertices corresponding to \( S \). Again, \( |W| = n' - k = k' \). For subset \( S \), \( P_S = \frac{1}{2} \) and \( R_S = \frac{2}{1 + \frac{1}{R_S}} \geq \frac{2}{q+2} \). Therefore \( R_S = \frac{|E(W)|}{m} \geq \frac{q}{m} \), i.e., \( |E(W)| \geq q \) as desired. \( \square \)

**Proof of Theorem 5.7.** Now we strengthen the above reduction to work for the relaxed constraint \( |S| \leq k \).

**Construction.** Given an instance of the \( k' \)-densest subgraph problem, we create an instance of the dictionary refinement problem with two dictionaries \( D_1, D_2 \) as follows.

(i) The vertices in \( U \) (resp. \( V \)) form a subset of the entries in dictionary \( D_1 \) (resp. \( D_2 \)).

For all results \( \tau \) produced by the join of \( u \) from \( D_1 \) and \( v \) from \( D_2 \), where \( (u, v) \in E \), \( \text{Prov}(\tau) = uv \). For each \( (u, v) \in E \), as before, there is a single \text{Good} tuple \( \tau_g \) with \( \phi(\tau_g) = 1 \) and a \text{Bad} tuple \( \tau_b \) with \( \phi(\tau_b) = 0 \).
(ii) In addition, we add \( s \) Good result tuples with provenance \( ab \) unrelated to anything where \( s = m'n' \). These tuples will make the differences in the recall between solutions tiny (while preserving monotonicity in the size of \( E(W) \)). (iii) For every vertex \( u \in U \cup V \) in the graph \( H \), we add \( s \) Bad tuples with provenance \( uu' \). (iv) The parameter \( k \) in the dictionary refinement problem is \( k = n' - k' \). The normalizing constant is \( C = 2m' + n's + s \).

**Lemma A.22.** There is a subset \( W \subseteq U \cup V \), such that \( |W| = k' \) and \( E(W) \geq q \) if and only if there is a subset \( S \) for the dictionary refinement problem such that \( |S| \leq k \) and \( F_S \geq \frac{2}{\frac{m'(n'-k)}{s+q} + 2} \).

**Proof.** (only if) Suppose there is such a solution \( W \) of the \( k' \)-densest subgraph problem. Select \( S \) to be the entries corresponding to \( U \cup V \setminus W \) in the dictionary refinement instance created. Hence \( |S| = n' - k' = k \). Also after removal of \( S \), the tuples in induced subgraph on \( W \), the auxiliary bad tuples incident on \( W \), and the special good tuples with provenance \( ab \) will survive. Hence, residual recall \( R_S = \frac{s+|E(W)|}{s+m'} \) and residual precision \( P_S = \frac{s+q}{s+2|E(W)| + (n'-k)s} \). Hence \( F_S \geq \frac{2(s+|E(W)|)}{(s+m') + (s+2|E(W)| + (n'-k)s)} = \frac{2(s+|E(W)|)}{m' + 2(s+|E(W)|) + (n'-k)s} = \frac{2}{\frac{m'(n'-k)}{s+q} + 2} \). Since \( |E(W)| \geq q \), \( F_S \geq \frac{2}{\frac{m'(n'-k)}{s+q} + 2} \).

(if) We prove this direction in a few steps. Let \( S \) be the set of entries deleted, such that \( |S| \leq k \) and \( F_S \geq \frac{2}{\frac{m'(n'-k)}{s+q} + 2} \).

**Claim 1.** We can assume that wlog. that \( S \) contains only corresponding to vertices in \( U \cup V \).

Note that the entries \( a \) or \( b \) occurring in the special Good tuples with provenance \( ab \) will never be deleted, since otherwise we can remove this entry without increasing the size of set \( S \) or decreasing the value of F-score. Also we can assume that if an entry \( u \in U \cup V \) is in \( S \), then none of the entries from its auxiliary bad tuples \( uu' \) are included in \( S \). Let \( u' \in S \) for some \( u \in U \cup V \). We show that the solution \( S' = S \setminus \{u'\} \cup \{u\} \) has F-score at least as large as \( F_S \). Hence we can replace \( u' \) by \( u \) and continue until \( S \) contains only vertices from \( H \).

Let \( M \) be the number of Good tuples and \( N \) be the number of Bad tuples in \( T = S \setminus \{u'\} \).
Then
\[ P_5 = \frac{s + M}{s + M + (N - 1)}, \quad R_5 = \frac{s + M}{s + m'}, \quad F_5 = 2 \frac{s + M}{(s + m') + (s + M + N - 1)} \]  
(A.7)

Suppose \( m_u \leq n' \) be the number of edges incident on \( u \). All entries of its auxiliary \( \text{Bad} \) tuples were not chosen before. Hence
\[
P_{5'} \geq \frac{s + M - m_u}{s + M + (N - s)}, \quad R_{5'} = \frac{s + M - m_u}{s + m'}
\]
\[
F_{5'} = 2 \frac{s + M - m_u}{(s + m') + (s + M + N - s)} \geq 2 \frac{s + M - n'}{(s + m') + (s + M + N - s)} \]  
(A.8)

We claim that \( F_{5'} \geq F_5 \). From (A.7) and (A.8) it suffices to show that
\[
(s + M - n')(s + m' + (s + M + N - 1)) \geq (s + M)(s + m' + (s + M + N - s))
\]
or,
\[
-s - M - n'(s + m' + s + M + N - 1) \geq -s(s + M)
\]
or,
\[
s(s + M - 1 - 2n') \geq M + (M + N)n' - n'
\]
and the last inequality holds since \( s = m'n' \), whereas \( M, N \leq 2m' \). Hence any such entry \( u^i \) from auxiliary \( \text{Bad} \) tuple can be replaced by \( u \) itself without decreasing the F-score value.

So from now on we can assume that \( S \) only contains entries from the vertex set of \( H \).

**Claim 2.** We can assume wlog. that the size of the set \( S \) is exactly \( k \).

Let \( S \) be the current solution with \( |S| = \ell < k \). Here we show that adding one more entry from the vertex set of \( H \) improves the F-score. Let \( u \) be a vertex not included in \( S \), and let \( S' = S \cup \{u\} \). Let \( M_1 \) be the number of edges in the induced subgraph on \( U \cup V \setminus S \), and let \( M_2 \) be the number of edges in the induced subgraph on \( U \cup V \setminus S' \). Then
\[
P_5 = \frac{s + M_1}{s + 2M_1 + (n' - \ell)s}, \quad R_5 = \frac{s + M_1}{s + m'}
\]
\[
F_5 = 2 \frac{s + M_1}{(s + m') + (s + 2M_1 + (n' - \ell)s)} = \frac{2}{2 + \frac{m' + (n' - \ell)s}{s + M_1}} \]  
(A.9)

And,
\[
P_{5'} \geq \frac{s + M_2}{s + 2M_2 + (n' - \ell - 1)s'}, \quad R_{5'} = \frac{s + M_2}{s + m'}
\]
\[
F_{5'} = 2 \frac{s + M_2}{(s + m') + (s + 2M_2 + (n' - \ell - 1)s')} = \frac{2}{2 + \frac{m' + (n' - \ell - 1)s}{s + M_2}} \]  
(A.10)
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Again we claim that \( F_S \geq F_{\overline{S}} \). From (A.9) and (A.10) it suffices to show that
\[
(s + M_2)(m' + (n' - \ell)s) \geq (s + M_1)(m' + (n' - \ell - 1)s) \tag{A.11}
\]
or,
\[
M_2(m' + (n' - \ell)s) \geq -s^2 + M_1(m' + (n' - \ell)s) - M_1s
\]
or,
\[
s^2 + sM_1 \geq (M_1 - M_2)(m' + (n' - \ell)s)
\]
However, \( M_1 \geq M_2 \geq M_1 - n' \), since deleting one additional vertex can delete at most \( n' \) edges. On the other hand \( s = m'n' \). Hence inequality (A.12) holds (actually the inequality will be strict) and therefore, by deleting an entry corresponding to one additional vertex the residual F-score increases. We repeat this procedure until \( |S| = k \).

**Lower bound on induced edge set.** So far we have shown that wlog. we can assume that \( |S| = k \) and corresponds to vertices in \( H \). Let \( W \) be the vertex set for the entries not in \( S \). Then
\[
P_S = \frac{s + |E(W)|}{s + 2|E(W)| + (n' - k)s} \quad R_S = \frac{s + |E(W)|}{s + m'}
\]
\[
F_S = \frac{s + |E(W)|}{(s + m') + (s + 2|E(W)| + (n' - k)s)} = \frac{2}{2 + \frac{m' + (n' - k)s}{s + |E(W)|}} \tag{A.12}
\]

Now, from the solution of the dictionary refinement problem,
\[
F_S \geq \frac{2}{2 + \frac{m' + (n' - k)s}{s + q}} \Rightarrow \frac{2}{2 + \frac{m' + (n' - k)s}{s + |E(W)|}} = \frac{2}{2 + \frac{m' + (n' - k)s}{s + q}}
\]
\[
\Rightarrow |E(W)| \geq q
\]
Also \( |W| = n' - k = k' \). This completes the proof of the lemma.

Theorem 5.7 directly follows from Lemma A.22.

### A.4 Proofs from Chapter 6

#### A.4.1 Proof of Theorem 6.9
Proof. We prove the theorem by a communication complexity reduction from the set disjointness problem: Suppose Alice and Bob own two subsets $A$ and $B$ of a universe $U$, $|U| = N$. To decide whether they have a common element (i.e. $A \cap B \neq \emptyset$) takes $\Omega(N)$ communications [115].

We construct the following relation $R$ with $N + 1$ rows for the module $m$. $m$ has three input attributes: $a, b, id$ and one output attribute $y$. The attributes $a, b$ and $y$ are Boolean, whereas $id$ is in the range $[1, N + 1]$. The input attribute $id$ denotes the identity of every row in $R$ and takes value $i \in [1, N + 1]$ for the $i$-th row. The module $m$ computes the AND function of inputs $a$ and $b$, i.e., $y = a \land b$.

Row $i$, $i \in [1, N]$, corresponds to element $i \in U$. In row $i$, value of $a$ is 1 iff $i \in A$; similarly, value of $b$ is 1 iff $i \in B$. The additional $N + 1$-th row has $a_{N+1} = 1$ and $b_{N+1} = 0$.

The standalone privacy requirement $\Gamma = 2$ and the goal is to check if visible attributes $V = \{id, y\}$ (with hidden attributes $\overline{V} = \{a, b\}$) is safe for this privacy requirement.

Note that if there is a common element $i \in A \cap B$, then there are two $y$ values in the table: in the $i$-th row, the value of $y = a \land b$ will be 1, whereas, in the $N + 1$-th row it is 0. Hence hiding $\overline{V} = \{a, b\}$ will ensure the privacy requirement of $\Gamma = 2$ (every input $x$ to $m$ can be mapped either to 0 or 1). If there is no such $i \in A \cap B$, the value of $y$ in all rows $i \in [1, N + 1]$ will be zero which does not meet the privacy requirement $\Gamma = 2$. Hence we need to look at $\Omega(N)$ rows to decide whether $V = \{id, y\}$ is safe. 

\[\]
the formula \( g \) then, for both \( y = 0 \) and \( y = 1 \), we have \( z = 0 \). Otherwise if the assignment does not satisfy the formula, for \( y = 0 \), we have \( z = 1 \), and for \( y = 1 \), \( z = 0 \). The privacy requirement is \( \Gamma = 2 \) and the goal is to decide if visible attributes \( V = \{x_1, \cdots, x_\ell\} \cup \{z\} \) is a safe subset where hidden attributes \( \overline{V} = \{y\} \).

Note that if the formula \( g \) is not satisfiable, then it suffices to hide \( y \) to get 2-privacy, i.e. \( V \) is safe. This is because for every satisfying assignment, there are two ways to complete \( y \) value (one that is the correct one and one that is the opposite). On the other hand, if the function \( g \) has at least one satisfying assignment, for that assignment in \( R \), regardless of the value of the hidden attribute \( y \), the output \( z \) has to always be 0. In that case \( V \) is not a safe subset.

\[ \square \]

### A.4.3 Proof of Theorem 6.11

**Proof.** Assume, for the sake of contradiction, that an algorithm \( \text{ALGO} \) exists which uses \( 2^{o(k)} \) oracle calls. We will build an adversary that controls the \( \text{Safe-View} \) oracle and outputs answers to the queries consistent with a fixed function \( m_1 \) and a dynamically changing function \( m_2 \) that depends on the set of queries asked. The minimum cost of a safe subset for \( m_1 \) will be \( 3/2 \) times that for (all definitions of) \( m_2 \), thereby proving the theorem.

Consider a function with \( \ell \) Boolean input attributes in \( I \), and one output attribute in \( O \) where \( \ell \) is even (i.e. \( k = \ell + 1 \)). The costs of all attributes in \( I \) is 1, the cost of attribute \( y \) in \( O \) is \( \ell \). We want to decide whether there exists a safe visible subset \( V \) such that the cost of the hidden subset \( \overline{V} \) is at most \( C = \frac{\ell}{2} \), or all hidden subsets have cost at least \( \frac{3C}{2} = \frac{3\ell}{4} \). Hence, any such set \( \overline{V} \) can never include the output attribute.

The oracle behaves as follows:

- (P1) The oracle answers \( \text{Yes} \) for every set \( V \) of input attributes s.t. \( |V| < \frac{\ell}{4} \) (i.e. \( |\overline{V}| > \frac{3\ell}{4} \)), and

- (P2) The oracle answers \( \text{No} \) for every subset \( V \) of input attributes s.t. \( |V| \geq \frac{\ell}{4} \) (i.e. \( |\overline{V}| \leq \frac{3\ell}{4} \)).

The functions \( m_1 \) and \( m_2 \) are defined as follows:
• $m_1$ returns 1 iff the total number of input attributes whose value is 1 is at least $\ell/4$ (and otherwise 0),

• $m_2$ has a special set $A$ such that $|A| = \ell/2$. It returns 1 iff the total number of input attributes whose value is 1 is at least $\ell/4$ and there is at least one input attribute outside $A$ whose value is 1 (and otherwise 0).

Note that while the cheapest safe subset for $m_1$ has cost greater than $3\ell/4$, $m_2$ has a safe subset $A$ where the cost of $A$ is $\ell/2$.

It remains to show that the behavior of the oracle (i.e. properties (P1) and (P2)) remains consistent with the definitions of $m_1$ and $m_2$. We consider $m_1$ first.

• (P1) holds for $m_1$: An all-0 $V$ and an all-1 $\overline{V}$ respectively imply an answer of 0 and 1 independent of the assignment of $V$.

• (P2) holds for $m_1$: An all-1 $V$ implies an answer of 1 independent of the assignment of $\overline{V}$.

Now, we consider $m_2$.

• (P1) holds for $m_2$: An all-0 $V$ and an all-1 $\overline{V}$ respectively imply an answer of 0 and 1 independent of the assignment of $V$ or the definition of $A$ (in the first case, number of 1 is $< \ell/4$ and in the second case the number of 1 is $\geq 3\ell/4 > \ell/4$ and there is one 1 outside $A$ since $3\ell/4 > \ell/2$).

• (P2) holds for $m_2$ as long as $V$ is not a subset of $A$, since an all-1 $V$ will imply an answer of 1 independent of the assignment of $\overline{V}$. Therefore, such a query restricts the possible candidates of $A$, and discards at most $(3\ell/4)$ candidates of $A$.

Since there are $(\ell/2)$ possible definitions of $A$ overall, the number of queries required to certify the absence of $A$ (i.e. certify that the function is indeed $m_1$ and not $m_2$ with some definition of $A$) is at least

$$\frac{(\ell/2)}{(3\ell/4)} = \prod_{i=0}^{\ell/4-1} \frac{\ell-i}{3\ell/4-i} \geq (4/3)^{\ell/2} = 2^\Omega(\ell/2).$$

Therefore, for a $2^{o(k)}$-restricted algorithm $\text{ALGO}$, there always remains at least one subset $A$ defining a function $m_2$ that is consistent with all previous answers to queries.
Hence after $2^{o(k)}$ calls, if the algorithm decides that there is a safe subset with cost $< C$, we choose $m$ to be $m_1$; on the other hand, if it says that there is no such subset, we set $m = m_2$ (with the remaining consistent subset of size $\ell_2$ as its special subset $A$). In both the cases the answer of the algorithm is wrong which shows that there cannot be such an algorithm distinguishing these two cases with $2^{o(k)}$ calls.

**Remark.** The above construction also shows that given a cost limit $C$, deciding whether there exists a safe subset $V$ with cost at most $C$ or all safe subsets have cost at least $\Omega(C^2)$ requires $2^{\Omega(k)}$ oracle calls. By adjusting the parameters in this construction, the gap can be increased to a factor of $\Omega(k^{1/3})$ from a constant. More specifically, it can be shown that deciding whether there exists a safe subset with cost at most $C$, or whether for all safe subsets the cost is at least $\Omega(C^{1/3})$ requires $2^{\Omega(k^{1/6})}$ calls to the Safe-View oracle.

### A.4.4 Proof of Proposition 6.13

We construct a simple workflow with two modules $m_1, m_2$ joined back to back as a chain. Both $m_1, m_2$ are one-one functions with $k$ Boolean inputs and $k$ Boolean outputs (for example, assume that $m_1$ is an identity function, whereas $m_2$ reverses the values of its $k$ inputs). The module $m_1$ gets initial input attribute set $I_1$, produces $O_1 = I_2$ which is fed to the module $m_2$ as input, and $m_2$ produces final attribute set $O_2$. Let $V_1$ be an arbitrary subset of $O_1$ such that $|V_1| = \log \Gamma$ (for simplicity, we assume that $\Gamma$ is a power of 2). It can be easily verified that, $m_1$ as a standalone module is $\Gamma$-standalone-private w.r.t. visible attributes $V_1$ and both $m_1, m_2$ are $\Gamma$-workflow-private w.r.t. visible attributes $V_1$ (since $m_1, m_2$ are one-one modules).

Next we discuss how the one-one nature of $m_1$ and $m_2$ restricts the size of $\text{Worlds}(R, V_1)$ compared to that of $\text{Worlds}(R_1, V_1)$. Since both $m_1$ and $m_2$ are one-one functions, the workflow $W$ also computes a one-one function. Hence any relation $S$ in $\text{Worlds}(R, V_1)$ has to compute a one-one function as well. But when $m_1$ was standalone, any This in turn implies that the projection $\pi_{I_1 \cup O_1}(S)$ on $I_1 \cup O_1$ for any such relation $S$ has to be one-one as well, otherwise $S$ cannot compute a one-one function ($S$ has to satisfy the functional dependencies $I_1 \rightarrow O_1$ and $I_2 \rightarrow O_2$). However, both $I_1$ and $O_2$ are visible and $S \in \text{Worlds}(R, V_1)$, i.e., $\pi_{V_1}(S) = \pi_{V_1}(R)$. Therefore fixing the attribute values in
\[ \pi_{I_1 \cup O_1}(S) \text{ also fixes the relation } S. \text{ Hence the number of relations in } \text{Worlds}(R, V_1) \text{ is exactly the same as the number of relations } S' \text{ over } I_1 \cup O_1 \text{ such that (1) } S' \text{ computes a one-one function from } I_1 \text{ to } O_1, \text{ and, (2) } \pi_{(I_1 \cup O_1) \cap V_1}(S') = \pi_{(I_1 \cup O_1) \cap V_1}(R_1). \text{ On the other hand, } \text{Worlds}(R_1, V_1) \text{ will be all possible relations } S' \text{ on } I_1 \cup O_1 \text{ such that only (2) holds.}

Let us first exactly compute \(|\text{Worlds}(R_1, V_1)|\). Given an input to \(m_1\), the visible output bits in \(V_1\) are fixed; however, the hidden output bits in \(\overline{V_1}\) can have arbitrary values. Since \(|\overline{V_1}| = \log \Gamma\), any input to \(m_1\) can be mapped to one of \(\Gamma\) different outputs. There are \(2^k\) different inputs to \(m_1\), and any relation \(S' \in \text{Worlds}(R_1, V_1)\) is an arbitrary combination of the mappings for individual inputs. Hence \(|\text{Worlds}(R_1, V_1)| = \Gamma^{2^k}\).

Next we compute \(|\text{Worlds}(R, V_1)|\) which is the same as the number of one-one mappings for the module \(m_1\) with the same values of the visible bits. Let us partition the set of \(2^k\) different values of initial inputs to \(m_1\) into \(2^k/\Gamma\) groups, where all \(\Gamma\) initial inputs in a group produce the same values of visible intermediate attributes \(V_1\). Any relation \(S \in \text{Worlds}(R_1, V_1)\) has to map the input tuples in each such group to \(\Gamma\) distinct intermediate tuples. Hence \(S\) must permute the \(\Gamma\) intermediate tuples corresponding to a group of \(\Gamma\) input tuples.

Thus, the total number of relations in \(\text{Worlds}(R, V_1)\) is \((\Gamma!)^{2^k/\Gamma} \simeq (2\pi \Gamma)^{1/2} (\Gamma/e)^{2^k}\) by Stirling’s approximation (the input tuples in a group can map to one of \(\Gamma\) permutations, there are \(2^k/\Gamma\) groups which can map independently). Hence the ratio of \(|\text{Worlds}(R, V_1)|\) and \(|\text{Worlds}(R_1, V_1)|\) is \(\left(\frac{2\pi \Gamma^{1/2}}{e}\right)^{2^k} < 1.4^{-2^k}\) for any \(\Gamma \geq 2\) \footnote{For \(x > 1\), \(x^{1/x}\) is a decreasing function and \(\frac{e}{(\ln \gamma)^2} \geq 1.4\)}.

### A.4.5 Proof of Lemma 6.15

**Proof.** If \(y \in \text{Out}_{x, m_i} \) w.r.t. visible attributes \(V_i\), then from Definition 6.3,

\[
\exists R' \in \text{Worlds}(R, V_i), \ \exists t' \in R' \ s.t. \ x = \pi_I(t') \land y = \pi_O(t') \quad \text{(A.13)}
\]

Further, from Definition 6.1, \(R' \in \text{Worlds}(R, V_i)\) only if \(\pi_{V_i}(R_i) = \pi_{V_i}(R')\). Hence there must exist a tuple \(t \in R_i\) such that

\[
\pi_{V_i}(t) = \pi_{V_i}(t') \quad \text{(A.14)}
\]
Let \( x' = \pi_I(t') \) and \( y' = \pi_O(t') \), i.e. \( y' = m_i(x') \). Then by definition of \( x, y, x', y' \) and from (A.14), \( \pi_{V \cap I}(x) = \pi_{V \cap I}(x') \) and \( \pi_{V \cap O}(y) = \pi_{V \cap O}(y') \).

**A.4.6 Proof of Lemma 6.14**

First we introduce some additional notations. Recall that the relation \( R \) for workflow \( W \) is defined on the attribute set (or vector) \( A \). For a tuple \( x \), we will use \( x(Q) \) to denote that the tuple \( x \) is defined on the attribute subset \( Q \subseteq A \); For an attribute \( a \in Q \), \( x[a] \) will denote the value of the attribute \( a \) in \( x \), i.e. \( x[a] = \pi_a(x) \).

Let \( x(P) \) be a tuple defined on an arbitrary attribute subset \( P \subseteq A \) and \( p(Q), q(Q) \) be two tuples defined on another arbitrary subset \( Q \subseteq A \). Then, the tuple \( y = \text{FLIP}_{p,q}(x) \) defined on attribute subset \( P \) is defined as

\[
y[a] = \begin{cases} 
q[a] & \text{if } a \in Q \text{ and } x[a] = p[a] \\
p[a] & \text{if } a \in Q \text{ and } x[a] = q[a] \\
x[a] & \text{otherwise.}
\end{cases}
\]

Intuitively, if the input tuple \( x \) shares the same value of some common attribute \( a \in P \cap Q \) with that of \( p \) (i.e. \( x[a] = p[a] \)), the flip operation replaces the attribute value \( x[a] \) by \( q[a] \) in \( x \), whereas, if \( x[a] = q[a] \), it replaces the value \( x[a] \) by \( p[a] \). If \( a \in P \setminus Q \), or, if for some \( a \in P \cap Q \), \( x[a] \neq p[a] \) and \( x[a] \neq q[a] \), \( x[a] \) remains unchanged. If \( x[a] = p[a] = q[a] \), then also the value of \( x[a] \) remains unchanged.

It is easy to see that \( \text{FLIP}_{p,q}(\text{FLIP}_{p,q}(x)) = x \). In the proof of the lemma, we will also use the notion of function flipping, which first flips the input on \( p, q \), then applies the function on the flipped input, and then flips the output again on \( p, q \). The formal definition is as follows.

**Definition A.23.** Consider a module \( m \) mapping attributes in \( I \) to attributes in \( O \). Let \( p(P), q(P) \) be two tuples defined on attribute subset \( P \subseteq A \). Then, \( \forall x(X) \) defined on \( X \), \( \text{FLIP}_{m,p,q}(x) = \text{FLIP}_{p,q}(m(\text{FLIP}_{p,q}(x))) \).

Now we complete the proof of Lemma 6.14.

**Proof of Lemma 6.14.**
Proof. If a module \( m_i \) is \( \Gamma \)-workflow-private w.r.t. visible attributes \( V_i \), then from Proposition 6.7, \( m_i \) is also \( \Gamma \)-workflow-private w.r.t. any \( V_i' \subseteq V_i \) (or equivalently, \( \overline{V_i'} \supseteq \overline{V_i} \)). Hence we will prove Lemma 6.14 for \( V = V_i \).

Consider module \( m_i \) with relation \( R_{i,0} \) input tuple \( x \) and visible attribute subset \( V_i \) as stated in Lemma 6.14. Let \( y \in \text{OUT}_{x, m_i} \). We will prove \( y \in \text{OUT}_{x, W} \), by showing the existence of a relation \( R' \in \text{Worlds}(R, V) \) and a tuple \( t' \in R' \) such that \( x = \pi_{I_i}(t') \land y = \pi_{O_i}(t') \) (ref. Definition 6.6).

Since \( y \in \text{OUT}_{x, m_i} \), by Lemma 6.15, there are \( x' \in \pi_{I_i \cap I_i}(R_i) \), \( y' = m_i(x') \) such that

\[
\pi_{V_i \cap I_i}(x) = \pi_{V_i \cap I_i}(x'), \pi_{V_i \cap O_i}(y) = \pi_{V_i \cap O_i}(y')
\]  

(A.15)

Let \( p(I_i \cup O_i), q(I_i \cup O_i) \) be two tuples on \( I_i \cup O_i \) where

\[
p[\ell] = \begin{cases} 
  x[\ell] & \text{if } \ell \in I_i \\
  y[\ell] & \text{if } \ell \in O_i
\end{cases}
\quad \text{and} \quad
q[\ell] = \begin{cases} 
  x'[\ell] & \text{if } \ell \in I_i \\
  y'[\ell] & \text{if } \ell \in O_i
\end{cases}
\]

(Recall that \( I_i \cap O_i = \emptyset \)). Hence \( \text{FLIP}_{p,q}(x') = x \) and \( \text{FLIP}_{p,q}(y') = y \). It should be noted that \( x, x' \) and \( y, y' \) have the same values on visible attribute subsets \( I_i \cap V \) and \( O_i \cap V \) respectively. So \( p \) and \( q \) only differ on the hidden attributes. Therefore, for any two tuples \( w, z \), if \( \text{FLIP}_{p,q}(w) = z \), then \( w \) and \( z \) will also only differ on the hidden attributes and their visible attribute values are the same.

For each \( j \in [1, n] \), we define \( g_j = \text{FLIP}_{m_j, p,q} \). Then the desired relation \( R' \in \text{Worlds}(R, V) \) is obtained by collecting executions of the workflow where every module \( m_j \) is replaced by module \( g_j \), \( j \in [1, n] \). So we need to show that (i) there is a tuple \( t \in S \), such that \( \pi_{I_i}(t) = x \) and \( \pi_{O_i}(t) = y \), and (ii) \( R' \in \text{Worlds}(R, V) \).

(i): To show the existence of such a tuple \( t \in R' \), it suffices to show that \( g_i(x) = y \), since then for any tuple \( t \in R' \), if \( \pi_{I_i}(t) = x \), then \( \pi_{O_i}(t) = y \). We claim that \( g_i \) maps \( x \) to \( y \) as desired. This holds since \( g_i(x) = \text{FLIP}_{m_j, p,q}(x) = \text{FLIP}_{p,q}(m_i(\text{FLIP}_{p,q}(x))) = \text{FLIP}_{p,q}(m_i(x')) = \text{FLIP}_{p,q}(y') = y \).

(ii): Since every \( g_j \) is a function, \( R' \) satisfies all functional dependencies \( I_i \rightarrow O_i \), \( i \in [1, n] \). Hence to prove \( R' \in \text{Worlds}(R, V) \), it suffices to show that, for the same initial inputs in \( R \) and \( R' \), the values of all the visible attributes in \( R \) and \( R' \) are the same. Let \( I_0 \) be the set of initial inputs to workflow \( W \). We need to show that for any two tuples \( t \in R \)
and \( t' \in R' \) on attribute set \( A \), if \( \pi_{i_0}(t) = \pi_{i_0}(t') \), then \( t, t' \) also have the same values on the visible attributes \( V \), i.e., \( \pi_V(t) = \pi_V(t') \).

Let us fix any arbitrary tuple \( p \) on input attributes \( I_0 \). Let us assume, wlog., that the modules \( m_1, \ldots, m_n \) (and corresponding \( g_1, \ldots, g_n \)) are ordered in a topological sorted order in the DAG \( W \). Since \( I_0 \) is essentially the key attributes of relation \( R \) or \( R' \), there are two unique tuples \( t \in R \) and \( t' \in R' \) such that \( \pi_{i_0}(t) = \pi_{i_0}(t') = p \). Note that any intermediate or final attribute \( a \in A \setminus I_0 \) belongs to \( O_j \), for a unique \( j \in [1, n] \) (since for \( j \neq \ell \), \( O_j \cap O_\ell = \emptyset \)). We prove by induction on \( j \) that the values of the visible attributes \( O_j \cap V \) are the same for \( t \) and \( t' \) for every \( j \). Together with the fact that the values of the attributes in \( I_0 \) are the same in \( t, t' \), this shows that \( \pi_V(t) = \pi_V(t') \).

Let \( c_{j,t}, c_{j,g} \) be the values of input attributes \( I_j \) and \( d_{j,t}, d_{j,g} \) be the values of output attributes \( O_j \) of module \( m_j \) in \( t \in R \) and \( t' \in R' \) respectively on initial input attributes \( p \) (i.e. \( c_{j,t} = \pi_{I_j}(t), c_{j,g} = \pi_{I_j}(t'), d_{j,t} = \pi_{O_j}(t) \) and \( d_{j,g} = \pi_{O_j}(t') \)). Then, we prove that \( d_{j,g} = \text{FLIP}_{p,q}(d_{j,t}) \).

From (A.15), \( x, x' \), and \( y, y' \) have the same values of the visible attributes. Therefore, the tuples \( p \) and \( q \) only differ in hidden attributes. Then if the above claim is true, for every \( j \), \( d_{j,g} \) and \( d_{j,t} \) are the same on the visible attributes \( O_i \cap V \). Equivalently, \( t \) and \( t' \) have the same values of visible attributes \( V \) as desired.

Note that if the inductive hypothesis holds for all \( j' < j \), then \( c_{j,g} = \text{FLIP}_{p,q}(c_{j,t}) \), since the modules are listed in a topological order. Thus,

\[
d_{j,g} = g_j(c_{j,g}) = \text{FLIP}_{m_j,p,q}(\text{FLIP}_{p,q}(c_{j,t})) = \text{FLIP}_{p,q}(m_j(\text{FLIP}_{p,q}(\text{FLIP}_{p,q}(c_{j,t})))) = \text{FLIP}_{p,q}(m_j(c_{j,t})) = \text{FLIP}_{p,q}(d_{j,t}).
\]

Hence the hypothesis \( d_{j,g} = \text{FLIP}_{p,q}(d_{j,t}) \) also holds for module \( m_j \). This completes the proof of this lemma.

\[\square\]

### A.4.7 Proof of Theorem 6.18

In Secure-View problem with cardinality constraint, as stated in Section 6.4.2, every module \( m_i \), \( i \in [1, n] \), has a requirement list of pair of numbers \( L_i = \{(\alpha^i_1, \beta^i_1): \alpha^i_1 \leq |1|, \beta^i_1 \leq |2| \} \), where \( |1| \) and \( |2| \) denote the number of input and output attributes, respectively.

In Secure-View problem with cardinality constraint, as stated in Section 6.4.2, every module \( m_i \), \( i \in [1, n] \), has a requirement list of pair of numbers \( L_i = \{(\alpha^i_1, \beta^i_1): \alpha^i_1 \leq |1|, \beta^i_1 \leq |2| \} \), where \( |1| \) and \( |2| \) denote the number of input and output attributes, respectively.
The goal is to select a safe subset of attributes $V$ with minimum cost $c(V)$, such that for every $i \in [1,n]$, at least $\alpha^i_j$ input attributes and $\beta^i_j$ output attributes of module $m_i$ are hidden for some $j \in [1,\ell_i]$.

In this section, we prove Theorem 6.18. First we give an $O(\log n)$-approximation algorithm, and then show that this problem is $\Omega(\log n)$-hard under standard complexity-theoretic assumptions, even if the cost of hiding each data is identical, and the requirement list of every module in the workflow contains exactly one pair of numbers with values 0 or 1.

A.4.7.1 $O(\log n)$-Approximation Algorithm

Our algorithm is based on rounding the fractional relaxation (called the LP relaxation) of the integer linear program (IP) for this problem presented in Figure 6.2.

One can write a simpler IP for this problem, where the summations are removed from constraints (6.4) and (6.5), and constraints (6.6) and (6.7) are removed altogether. To see the necessity of these constraints, consider the LP relaxation of the IP, obtained by replacing constraint (6.8) with $x_b, r_{ij}, y_{bij}, z_{bij} \in [0,1]$.

Suppose constraints (6.6) and (6.7) were missing from the IP, and therefore from the LP as well. For a particular $i \in [1,n]$, it is possible that a fractional solution to the LP has $r_{ij} = 1/2$ for two distinct values $j_1$ and $j_2$ of $j$, where $\alpha_{ij_1} > \alpha_{ij_2}$ and $\beta_{ij_1} < \beta_{ij_2}$. But constraint (6.2) (resp., constraint (6.3)) can now be satisfied by setting $y_{bije} = y_{bijr} = 1$ (resp., $z_{bije} = z_{bijr} = 1$) for $\alpha_{ij_1}/2$ input data (resp., $\beta_{ij_2}/2$ output data). However, $(\alpha_{ij_1}/2, \beta_{ij_2}/2)$ might not satisfy the privacy requirement for $i$, forcing an integral solution to hide some data $b$ with $x_b = 0$. This will lead to an unbounded integrality gap.

Now, suppose constraints (6.2) and (6.3) did not have the summation. For a particular $i \in [1,n]$, it is possible that a fractional solution to the LP has $r_{ij} = 1/\ell_i$ for all $j \in [1,\ell_i]$. Constraint (6.2) (resp., constraint (6.3)) can then be satisfied by setting $y_{bije} = 1/\ell_i$ for all $1 \leq \ell_i$, for $\max_j \{\alpha^i_j\}$ distinct input data (resp., $\max_j \{\beta^i_j\}$ distinct output data). Correspondingly, $x_b = 1/\ell_i$ for those data $b$. If all the $\alpha^i_j$s and $\beta^i_j$s for different $j \in [1,\ell_i]$ have similar values, it would mean that we are satisfying the privacy constraint for $m_i$ paying an $\ell_i$ fraction of the cost of an integral solution. This can be formalized to yield an
integrality gap of \( \max_i \{ \ell_i \} \), which could be \( n \). Introducing the summation in the LP precludes this possibility.

**Analysis.** We can assume wlog that the requirement list \( L_i \) for each module \( m_i \) is non-redundant, i.e. for all \( 1 \leq j_1 \neq j_2 \leq \ell_i \), either \( \alpha_{ij_1} > \alpha_{ij_2} \) and \( \beta_{ij_2} < \beta_{ij_1} \), or \( \alpha_{ij_1} < \alpha_{ij_2} \) and \( \beta_{ij_2} > \beta_{ij_1} \). We can thus assume that for each module \( m_i \), the list \( L_i \) is sorted in increasing order on the values of \( \alpha_i \) and in decreasing order on the values of \( \beta_i \). The following lemma shows that step 2 satisfies the privacy requirement of each module with high probability.

**Lemma 6.19** Let \( m_i \) be any module in workflow \( W \). Then with probability at least \( 1 - 2/n^2 \), there exists a \( j \in [1, \ell_i] \) such that \( |I_i^b| \geq \alpha_i^j \) and \( |O_i^b| \geq \beta_i^j \).

**Proof.** Given a fractional solution to the LP relaxation, let \( p \in [1, \ell_i] \) be the index corresponding to the median \(( \alpha_i^p, \beta_i^p) \), satisfying \( \sum_{j=1}^{p-1} r_{ij} < 1/2 \) and \( \sum_{j=p}^{\ell_i} r_{ij} \geq 1/2 \). We will show that after step 2, at least \( \alpha_{ip} \) input data and \( \beta_{ip} \) output data is hidden with probability at least \( 1 - 2/n^2 \) for module \( m_i \).

We partition the set of data \( A \) into two sets: the set of data deterministically included in \( B \), \( B^{\text{det}} = \{ b : x_b \geq 1/16 \log n \} \), and the set of data probabilistically rounded, \( B^{\text{prob}} = A \setminus B^{\text{det}} \). Also, let \( B^{\text{round}} = B \setminus B^{\text{det}} \) be the set of data that are actually hidden among \( B^{\text{prob}} \). For each module \( m_i \), let \( I_i^{\text{det}} = B^{\text{det}} \cap I_i \) and \( O_i^{\text{det}} = B^{\text{det}} \cap O_i \) be the set of hidden input and output data in \( B^{\text{det}} \) respectively. Let the size of these sets be \( \alpha_i^{\text{det}} = |I_i^{\text{det}}| \) and \( \beta_i^{\text{det}} = |O_i^{\text{det}}| \). Also, let \( I_i^{\text{prob}} = B^{\text{prob}} \cap I_i \) and \( O_i^{\text{prob}} = B^{\text{prob}} \cap O_i \). Finally, let \( I_i^{\text{round}} = B^{\text{round}} \cap I_i \) and \( O_i^{\text{round}} = B^{\text{round}} \cap O_i \). We show that for any module \( m_i \), \( |I_i^{\text{round}}| \geq \alpha_{ip} - \alpha_i^{\text{det}} \) and \( |O_i^{\text{round}}| \geq \beta_{ip} - \beta_i^{\text{det}} \) with probability at least \( 1 - 1/n^2 \).

First we show that \( \sum_{b \in I_i^{\text{prob}}} x_b \geq (\alpha_{im} - \alpha_i^{\text{det}}) / 2 \). Constraint (6.2) implies that \( \sum_{b \in I_i} y_{bij} \geq r_{ij} \alpha_i^j \), while constraint (6.6) ensures that \( \sum_{b \in I_i^{\text{prob}}} y_{bij} \leq r_{ij} \alpha_i^{\text{det}} \). Combining these, we have

\[
\sum_{b \in I_i^{\text{prob}}} y_{bij} \geq r_{ij}(\alpha_i^j - \alpha_i^{\text{det}}).
\]  
(A.16)

From constraint (6.4), we have

\[
\sum_{b \in I_i^{\text{prob}}} x_b \geq \sum_{b \in I_i^{\text{prob}}} \sum_{j=1}^{\ell_i} y_{bij} \geq \sum_{j=p}^{\ell_i} \sum_{b \in I_i^{\text{prob}}} y_{bij}.
\]
Then, from Eqn. (A.16),
\[ \sum_{b \in I_{prob}^i} x_b \geq \sum_{j=p}^{\ell_i} r_{ij}(a_i^j - a_i^{det}) \geq (a_{ip} - a_i^{det}) \sum_{j=p}^{\ell_i} r_{ij}. \]

Finally, using constraint (6.1), we conclude that
\[ \sum_{b \in I_{prob}^i} x_b \geq \frac{a_{ip} - a_i^{det}}{2}. \] (A.17)

Similarly, since \( \sum_{j=1}^{\ell_i} r_{ij} \geq 1/2 \) and the list \( L_i \) is sorted in decreasing order of \( \beta_i^j \), it follows that
\[ \sum_{b \in O_{prob}^i} x_b \geq \frac{\beta_{ip} - \beta_i^{det}}{2}. \] (A.18)

Next we show that \( |I_{round}^i| \geq a_{ip} - a_i^{det} \) with probability \( \geq 1 - 1/n^2 \). Each \( b \in B_{prob}^i \) is independently included in \( B_{round}^i \) with probability \( 16x_b \log n \). Hence, by Eqn. (A.17),
\[ E[|I_{round}^i|] = \sum_{b \in I_{prob}^i} 16x_b \log n \geq 8(a_{ip} - a_i^{det}) \log n. \]

Using Chernoff bound\(^\dagger\), \( |D_{round} \cap I_i| \leq a_{ip} - a_i^{det} \) with probability at most \( 1/n^2 \). Similarly, using Eqn. (A.18), \( |O_{round}^i| \leq \beta_{ip} - \beta_i^{det} \) with probability at most \( 1/n^2 \). The lemma follows by using union bound over the failure probabilities.

We get the following corollary from Lemma 6.19, which proves the approximation result in Theorem 6.18.

**Corollary A.24.** Algorithm \( \theta \) gives a feasible safe subset \( V \) with expected cost \( O(\log n) \) times the optimal.

**Proof.** Using union bound over the set of \( n \) modules in the above lemma, we conclude that with probability at least \( 1 - 2/n \), the solution produced by the rounding algorithm after step 2 is feasible. By linearity of expectation, the cost of the rounded solution at this stage is at most \( 16 \log n \) times that of the LP solution, and therefore \( O(\log n) \) times that of the optimal cost. If all modules are not satisfied after step 3, the cost of the data added

\(^\dagger\)If \( X \) is sum of independent Boolean random variables with \( E[X] = \mu \), then \( \Pr[X \leq \mu(1 - \epsilon)] \leq e^{-\epsilon^2} \) (see, for instance, [132]).
to $B$ in step 3 (by greedily picking the best option $B_t^{\min}$ for individual module) is at most $O(n)$ times the optimal. However, this happens with probability at most $2/n$; thus the expected total cost of the final solution $V$ produced by this algorithm remains $O(\log n)$ times the optimal cost. Further, the solution $V$ returned by the algorithm is always a safe subset.

\[\square\]

**A.4.7.2 $\Omega(\log n)$-Hardness**

The following theorem shows that Algorithm 9 produces an optimal answer upto a constant factor and proves the hardness result in Theorem 6.18.

We give a reduction from the minimum set cover problem to this version of the Secure-View problem where $\ell_{\text{max}} = 1$ and each data has unit cost. Since set cover is hard to approximate within a factor of $o(\log n)$ unless $\text{NP} \subseteq \text{DTIME}(n^{O(\log \log n)})$ [76, 119], the hardness result of the Secure-View problem with cardinality constraints follows under the same assumption.

An instance of the set cover problem consists of an input universe $U = \{u_1, u_2, \ldots, u_n\}$, and a set of its subsets $S = \{S_1, S_2, \ldots, S_M\}$, i.e. each $S_i \subseteq U$. The goal is to find a set of subsets $T \subseteq S$ of minimum size (i.e. $|T|$ is minimized) subject to the constraint that $\bigcup_{S_i \in T} S_i = U$.

We create an instance of the Secure-View problem with workflow $W$, where $W$ has a module $m_i$ corresponding to each element $u_i \in U$, and an extra module $z$ (in addition to the dummy source and sink modules $s$ and $t$) We now express the connections between modules in the workflow $W$. There is a single incoming edge $e_z$ from source module $s$ to $z$ (for initial input data), a set of edges $\{e_{ij} : S_i \ni u_j\}$ from $z$ to each $f_j$ (for intermediate data), and a single outgoing edge $e_j$ from each $f_j$ (for final output data) to the sink node $t$. The edge $e_z$ uniquely carries data $b_s$, and each edge $e_j$ uniquely carries data $b_j$ for $j \in [1,n]$. All edges $\{e_{ij} : j \in S_i\}$ carry the same data $a_i$, $i \in [1,M]$.

The privacy requirement for $z$ is any single data $a_i$ carried by one of its outgoing edges, while that for each $f_j$ is any single data $a_i$ carried by one of its incoming edges (i.e. $S_i \ni u_j$). In other words, $L_z = \{(0,1)\}$, $L_j = \{(1,0)\}$. Hence only the intermediate data, $\{a_i : i \in [1,M]\}$, can be hidden; the cost of hiding each such data is $1$. Note that the
maximum list size $\ell_{\max}$ is 1 and the individual cardinality requirements are bounded by 1.

If the minimum set cover problem has a cover of size $k$, hiding the data corresponding to the subsets selected in the cover produces a solution of cost $k$ for this instance of the Secure-View problem. Conversely, if a solution to the Secure-View problem hides a set of $k$ data in $\{a_i : i \in [1,M]\}$, selecting the corresponding sets produces a cover of $k$ sets. Hence the Secure-View problem with cardinality constraint is $\Omega(\log n)$-hard to approximate.

A.4.8 Proof of Theorem 6.20

We now consider the Secure-View problem with set constraints. Here the input requirement lists $L_i$-s are given as a list of pair of subsets of input and output attributes: $L_i = \{(T_i^j, \overline{T_i^j}) : j \in [1,\ell_i], T_i^j \subseteq I_i, \overline{T_i^j} \subseteq O_i\}$, for every $i \in [1,n]$ (see Section 6.4.2). The goal is find a safe subset $V$ with minimum cost of hidden attributes $c(V)$ such that for every $i \in [1,n], V \supseteq (\overline{T_i^j} \cup \overline{T_i^j})$ for some $j \in [1,\ell_i]$.

Recall that $\ell_{\max}$ denotes the maximum size of the requirement list of a module. Now we prove Theorem 6.20. First we show that the Secure-View problem with set constraints is $\ell_{\max}$-hard to approximate, and then we give an $\ell_{\max}$-approximation algorithm for this problem.

A.4.8.1 $\ell_{\max}$-Approximation Algorithm

Here we give an $\ell_{\max}$-approximation algorithm for the Secure-View problem with set constraints as claimed in Theorem 6.20. The algorithm rounds the solution given by LP relaxation of the following integer program:

\[
\text{Minimize } \sum_{b \in A} c_b x_b \quad \text{subject to} \\
\sum_{j=1}^{\ell_i} r_{ij} \geq 1 \quad \forall i \in [1,n] \quad (A.19) \\
x_b \geq r_{ij} \quad \forall b \in \overline{T_i^j} \cup \overline{T_i^j}, \forall i \in [1,n] \quad (A.20) \\
x_b, r_{ij} \in \{0,1\} \quad (A.21)
\]
The LP relaxation is obtained by changing Eqn. (A.21) to
\[ x_b, r_{ij} \in [0, 1]. \]  
(A.22)

The rounding algorithm includes all attributes \( b \in A \) such that \( x_b \geq 1/\ell_{\text{max}} \) to the hidden attribute set \( \mathcal{V} \). The corresponding visible attribute subset \( \mathcal{V} \) is output as a solution.

Next we discuss the correctness and approximation ratio of the rounding algorithm. Since the maximum size of a requirement list is \( \ell_{\text{max}} \), for each \( i \), there exists a \( j = j(i) \) such that in the solution of the LP, \( r_{ij} \geq 1/\ell_i \geq 1/\ell_{\text{max}} \). Hence there exists at least one \( j \in [1, \ell_i] \) such that \( \mathcal{T}_i^j \subseteq \mathcal{V}, \mathcal{O}_i^j \subseteq \mathcal{V} \). Since \( c(\mathcal{V}) \) is most \( \ell_{\text{max}} \) times the cost of LP solution, this algorithm gives an \( \ell_{\text{max}} \)-approximation.

### A.4.8.2 \( \ell_{\text{max}}^\epsilon \)-Hardness

The hardness result in Theorem 6.20 is obtained by a reduction from the minimum label cover problem [11]. An instance of the minimum label cover problem consists of a bipartite graph \( H = (U, U', E_H) \), a label set \( L \), and a non-empty relation \( R_{uw} \subseteq L \times L \) for each edge \( (u, w) \in E_H \). A feasible solution is a label assignment to the vertices, \( A : U \cup U' \rightarrow 2^L \), such that for each edge \( (u, w) \), there exist \( \ell_1 \in A(u), \ell_2 \in A(w) \) such that \( (\ell_1, \ell_2) \in R_{uw} \). The objective is to find a feasible solution that minimizes \( \sum_{u \in U \cup U'} |A(u)| \).

Unless \( \text{NP} \subseteq \text{DTIME}(n^{\text{polylog } n}) \), the label cover problem is \( |L|^\epsilon \)-hard to approximate for some constant \( \epsilon > 0 \) [11, 143]. The instance of the Secure-View problem in the reduction will have \( \ell_{\text{max}} = |L|^2 \). Theorem 6.20 follows immediately.

Given an instance of the label cover problem as defined above, we create an instance of the Secure-View problem by constructing a workflow \( W \) (refer to Figure A.2). For each edge \( (u, w) \in E_H \), there is a module \( x_{uw} \) in \( W \). In addition, \( W \) has another module \( z \).

As shown in Figure A.2, the input and output attributes of the modules are as follows: (i) \( z \) has a single incoming edge with the initial input data item \( b_z \), (ii) \( z \) has \( (|U| + |U'|) \times L \) output attributes \( b_{u,\ell} \), for every \( u \in U \cup U' \) and every \( \ell \in L \). Every such attribute \( b_{u,\ell} \) is sent to all \( x_{uw} \) where \( (u, w) \in E_H \) (see Figure A.2). Hence every \( x_{uw} \) has \( 2L \) input attributes: \( \{ b_{u,\ell} : \ell \in L \} \cup \{ b_{w,\ell'} : \ell' \in L \} \). (iii) there is a single outgoing edge from each \( x_{uw} \) carrying data item \( b_{uw} \) (final output data). The cost of hiding any data is 1. The requirement list of \( z \) contains singleton subsets of each intermediate data \( b_{u,\ell} \), i.e., \( L_z = \{ (\phi, \{ b_{u,\ell} \}) : u \in \mathcal{L} \} \).
Figure A.2: Reduction from label cover: bold edges correspond to \((p,q) \in R_{uw}\), dotted edges are for data sharing.

\(U \cup U', \ell \in L\). The list of \(x_{uw}\), for each \((u,w) \in E\), contains pairs of data corresponding to the members of the relation \(R_{uw}\), i.e \(L_{uw} = \{(\phi, \{b_{u,\ell_1}, b_{w,\ell_2}\}) : (\ell_1, \ell_2) \in R_{uw}\}\).

The following lemma proves the correctness of the reduction.

**Lemma A.25.** The label cover instance \(H\) has a solution of cost \(K\) iff the Secure-View instance \(W\) has a solution of cost \(K\).

**Proof.** Let \(A : U \cup U' \to 2^L\) be a solution of the label cover instance \(H\) with total cost \(K = \sum_{u \in U \cup U'} |A(u)|\). We create a solution \(\overline{V}\) for the Secure-View instance \(W\) as follows: for each \(u \in U \cup U'\), and \(\ell \in L\), add \(b_{u,\ell}\) to hidden attributes \(\overline{V}\) iff \(\ell \in A(u)\). We claim that \(\overline{V}\) is a feasible solution for \(G\). For each \(u \in U \cup U'\), \(A(u)\) is non-empty; hence, the requirement of \(z\) is trivially satisfied. Since \(A\) is a valid label cover solution, for each \((u,w) \in E_H\), there exists \(\ell_1 \in A(u)\) and \(\ell_2 \in A(w)\) such that \((\ell_1, \ell_2) \in R_{uw}\). Hence for the same pair \((\ell_1, \ell_2)\), \((b_{u,\ell_1}, b_{w,\ell_2}) \in L_{x_{uw}}\), and both \(b_{u,\ell_1}, b_{w,\ell_2} \in \overline{V}\). This satisfies the requirement for all modules \(x_{uw}\) in \(W\).

Conversely, let \(\overline{V}\) be a solution of the Secure-View instance \(W\), where \(|\overline{V}| = K\). Note that \(\overline{V}\) can include only the intermediate data. For each \(u \in U \cup U'\), we define \(A(u) = \{\ell \mid b_{u,\ell} \in \overline{V}\}\). Clearly, \(\sum_{u \in U \cup U'} |A(u)| = K\). For each \(x_{uw} \in V\), the requirement of \(x_{uw}\) is satisfied by \(\overline{V}\); hence there exist \(\ell_1, \ell_2 \in L\) such that \(b_{u,\ell_1}, b_{w,\ell_2} \in \overline{V}\). This implies that for each edge \((u,w) \in E_H\), there exist \(\ell_1 \in A(u)\) and \(\ell_2 \in A(w)\), where \((\ell_1, \ell_2) \in R_{uw}\), thereby proving feasibility. \(\square\)
Remark. If \( N = |U| + |U'| \), the label cover problem is also known to be \( \Omega(2^{\log^{1-\gamma} N}) \)-hard to approximate for all constant \( \gamma > 0 \), unless \( \text{NP} \subseteq \text{DTIME}(n^{\text{polylog} n}) \) \([11, 143]\). Thus, the Secure-View problem with set constraints is \( \Omega(2^{\log^{1-\gamma} n}) \)-hard to approximate as well, for all constant \( \gamma > 0 \), under the same complexity assumption.

A.4.9 Proof of Theorem 6.21

The Secure-View problem becomes substantially easier to approximate if the workflow has bounded data sharing, i.e. when every data \( d \) produced by some module is either a final output data or is an input data to at most \( \gamma \) other modules. Though the problem remains NP-hard even with this restriction, Theorem 6.21 shows that it is possible to approximate it within a constant factor when \( \gamma \) is a constant.

First, we give a \((\gamma + 1)\)-approximation algorithm for the Secure-View problem with set constraints, where each data is shared by at most \( \gamma \) edges. This also implies an identical approximation factor for the cardinality version. Then, we show that the cardinality version of the problem is APX-hard, i.e. there exists a constant \( c > 1 \) such that it is NP-hard to obtain a \( c \)-approximate solution to the problem. The set version is therefore APX-hard as well.

A.4.9.1 \((\gamma + 1)\)-Approximation Algorithm

Recall that the input to the problem includes a requirement list \( L_i = \{T_i^j, \overline{O_i}^j : j \in [1, \ell_i], \overline{T_i} \subseteq I_i, \overline{O_i} \subseteq O_i \} \) for each module \( v_i \). Let \((\overline{T_i}^*, \overline{O_i}^*)\) be a minimum cost pair for module \( v_i \), i.e. \( c(\overline{T_i}^* \cup \overline{O_i}^*) = \min_{j=1}^{\ell_i} c(\overline{T_i}^j \cup \overline{O_i}^j) \). The algorithm greedily chooses \( \overline{T_i}^* \cup \overline{O_i}^* \) for each module \( v_i \), i.e. the set of hidden data \( \overline{V} = \bigcup_{1 \leq i \leq n} (\overline{T_i}^* \cup \overline{O_i}^*) \).

Note that each intermediate data is an input to at most \( \gamma \) modules. In any optimal solution, assume that each terminal module of every hidden edge carrying this data pays its cost. Then, the total cost paid by the modules is at most \( \gamma + 1 \) times the cost of the optimal solution. On the other hand, the total cost paid by any module is at least the cost of the edges incident on the module that are hidden by the algorithm. Thus, the solution of the algorithm has cost at most \( \gamma + 1 \) times the optimal cost.

A very similar greedy algorithm with the same approximation factor can be given to
the Secure-View problem with cardinality constraints.

A.4.9.2 APX-Hardness

We reduce the minimum vertex cover problem in cubic graphs to the Secure-View problem with cardinality constraints. An instance of the vertex cover problem consists of an undirected graph $G'(V', E')$. The goal is to find a subset of vertices $S \subseteq V'$ of minimum size $|S|$ such that each edge $e \in E'$ has at least one endpoint in $S$.

Given an instance of the vertex cover problem, we create a Secure-View instance $W$ (see Figure A.3). For each edge $(u, v) \in E'$, there is a module $x_{uv}$ in $W$; also there is a module $y_v$ for each vertex $v \in V'$. In addition to these, $W$ contains a single module $z$.

Next we define the edges in the workflow $W$; since there is no data sharing, each edge corresponds to a unique data item and cost of hiding each edge is 1. For each $x_{uv}$, there is a single incoming edge (carrying initial input data) and two outgoing edges $(x_{uv}, y_u)$ and $(x_{uv}, y_v)$. There is an outgoing edge $(y_v, z)$ from every $y_v$ (carrying final output data). Finally, there is an outgoing edge from $z$ for final output data item.

![Figure A.3: Reduction from vertex cover, the dark edges show a solution with cost $|E'| + K$, $K =$ size of a vertex cover in $G'$](image)

Now we define the requirement list for each module in $W$. For each $x_{uv}$, $L_{x_{uv}} = \{(0,1)\}$, i.e. the requirement for $x_{uv}$ is any single outgoing edge. For each $y_v$, $L_v = \{(d_v,0),(0,1)\}$, where $d_v$ is the degree of the $v$ in $G'$. Hence the requirement of the vertex $y_v$ is either all of its incoming edges, or a single outgoing edge. For vertex $z$, $L_z = \{(1,0)\}$, i.e. hiding any incoming edge suffices.
Lemma A.26. The vertex cover instance $G'$ has a solution of size $K$ if and only if the Secure-View instance $W$ has a solution of cost $m' + K$, where $m' = |E'|$ is the number of edges in $G'$.

Proof. Let $S \subseteq V'$ be a vertex cover of $G'$ of size $K$. We create a set of hidden edges $\mathcal{V}$ for the Secure-View problem as follows: for each $v \in S$, add $(y_v, z)$ to $\mathcal{V}$. Further, for each $x_{uv}$ if $u \notin S$, add $(x_{uv}, y_u)$ to $\mathcal{V}$, otherwise add $(x_{uv}, y_v)$. For this choice of $\mathcal{V}$, we claim that $\mathcal{V}$ is safe set of attributes for $W$.

Clearly, the requirement is satisfied for each $x_{uv}$, since one outgoing edge is hidden; the same holds for all $y_v$ such that $v \in S$. Assuming $E'$ to be non-empty, any vertex cover is of size at least one. Hence at least one incoming edge to $z$ is hidden. Finally, for every $y_v$ such that $v \notin S$, all its incoming edges are hidden; if not, $S$ is not a vertex cover. Hence $\mathcal{V}$ satisfies the requirement of all modules in $W$. Since we hide exactly one outgoing edge from all $x_{uv}$, and exactly one outgoing edge from all $y_v$ where $v \in S$, the cost of the solution is $m' + K$.

Now assume that we have a solution $\mathcal{V} \subseteq A$ of the Secure-View instance with cost $|\mathcal{V}| = K'$. We can assume, wlog, that for each $x_{uv}$ exactly one outgoing edge is included in $\mathcal{V}$; if both $(x_{uv}, y_u)$ and $(x_{uv}, y_v)$ are in $\mathcal{V}$, we arbitrarily select one of $u$ or $v$, say $u$, and replace the edge $(x_{uv}, y_u)$ in $\mathcal{V}$ with the edge $(y_u, z)$ to get another feasible solution without increasing the cost. We claim that the set $S \subseteq V'$ of vertices $v$ such that $(y_v, z) \in \mathcal{V}$ forms a vertex cover. For any edge $(u, v) \in E'$, if $(x_{uv}, y_u) \notin \mathcal{V}$, then $(y_u, z) \in \mathcal{V}$ to satisfy the requirement of $y_u$, and therefore $u \in S$; otherwise, $v \in S$ by the same argument. Hence $S$ is a vertex cover. Since each vertex $x_{uv}$ has exactly one outgoing edge in $\mathcal{V}$, $|S| = K' - m'$.

To complete the proof, note that if $G'$ were a cubic graph, i.e. the degree of each vertex is at most 3, then the size of any vertex cover $K \geq m'/3$. It is known that vertex cover in cubic graphs is APX-hard [9]; hence so is the Secure-View problem with cardinality constraints and no data sharing. An exactly identical reduction shows that the Secure-View problem with set constraints and no data sharing is APX-hard as well.

A.4.10 Proof of Theorem 6.24

As sketched in Section 6.5.1, the proof of Theorem 6.24 directly follows from the following lemma. This lemma uses the same notations as in Lemma 6.14. Here again $m_i$ is a fixed
Lemma A.27. If $m_{ij}, j \in [K+1,n]$ is a public module such that $m_j \neq g_j$ in the proof of Lemma 6.14, then $(I_j \cup O_j) \cap \overline{V}_i \neq \emptyset$, and therefore $m_j$ will be hidden.

Proof. We will show that if $(I_j \cup O_j) \cap \overline{V}_i = \emptyset$, then $m_j = g_j$.

Recall that we defined two tuples $p, q$ over attributes $I_i \cup O_i$ in the proof of Lemma 6.14 and argued that $p[a] = q[a]$ for all the attributes $a \in (I_i \cup O_i) \cap V_i$. Hence if $p[a] \neq q[a]$, then $a \in V_i$, i.e. $a$ is hidden. From the definition of $FLIP$ it follows that, when $(I_j \cup O_j) \cap \overline{V}_i = \emptyset$, for an input $u$ to $m_j$, $g_j(u) = FLIP_{m_j}(u) = FLIP_{m_j}(FLIP_{p,q}(u)) = FLIP_{p,q}(m_j(u)) = FLIP_{p,q}(v) = v = m_j(u)$.

Since this is true for all input $u$ to $m_j$, $m_j = g_j$ holds.

A.4.11 Bounded Data Sharing

In Section A.4.9 we showed that the Secure-View problem with cardinality or set constraints has a $\gamma + 1$-approximation where every data item in $A$ can be fed as input to at most $\gamma$ modules. This implies that without any data sharing (when $\gamma = 1$), Secure-View with cardinality or set constraints had a 2-approximation. In the following theorem we show that in arbitrary networks, this problem is $\Omega(\log n)$-hard to approximate.

Theorem A.28. Bounded Data Sharing (general workflows): The Secure-View problem with cardinality constraints without data sharing in general workflows is $\Omega(\log n)$-hard to approximate unless $NP \subseteq DTIME(n^{O(\log \log n)})$, even if the maximum size of the requirement lists is 1 and the individual requirements are bounded by 1.

Proof. The reduction will again be from the set cover problem. An instance of the set cover problem consists of an input universe $U = \{u_1, u_2, \ldots, u_n\}$, and a set of its subsets $S = \{S_1, S_2, \ldots, S_m\}$, i.e. each $S_i \subseteq U$. The goal is to find a set of subsets $T \subseteq S$ of minimum size (i.e. $|T|$ is minimized) subject to the constraint that $\bigcup_{S_i \in T} S_i = U$.

Given an instance of the set-cover problem, we construct a workflow $W$ as follow: (i) we create a public module for every element in $U$, (ii) we create a private module for every set in $S$, (iii) we add an edge $(S_i, u_j)$ with data item $b_{ij}$ if and only if $u_j \in S_i$. Every
set $S_i$ has an incoming edge with data item $a_i$ (initial input data) and every element $u_j$ has an outgoing edge with data item $b_j$ (final output data). The cost of hiding every edge is 0 and the cost of privatizing every set node $S_i$ is 1. The requirement list of every private module $u_j$ is $L_j = \{(1,0)\}$, i.e., for every such module one of the incoming edges must be chosen.

It is easy to verify that the set cover has a solution of size $K$ if and only if the Secure-View problem has a solution of cost $K$. Since set-cover is known to be $\Omega(\log n')$-hard to approximate, $m'$ is polynomial in $n'$ in the construction in [119], and the total number of nodes in $W$, $n = O(n' + m')$, this problem has the same hardness of approximation as set cover, i.e. the problem is $\Omega(\log n)$-hard to approximate.

A.4.12 Cardinality Constraints

Here we show that the Secure-View problem with cardinality constraints is $\Omega(2^{\log^{1-\gamma}n})$-hard to approximate. This is in contrast with the $O(\log n)$-approximation obtained for this problem in all-private workflows (see Theorem 6.18).

**Theorem A.29.** Cardinality Constraints (general workflows): The Secure-View problem with cardinality constraints in general workflows is $\Omega(2^{\log^{1-\gamma}n})$-hard to approximate unless $NP \subseteq \text{DTIME}(n^{\text{polylog } n})$, for all constant $\gamma > 0$ even if the maximum size of the requirement lists is 1 and the individual requirements are bounded by 1.

The hardness result in Theorem A.29 is obtained by a reduction from the minimum label cover problem [11]. An instance of the minimum label cover problem consists of a bipartite graph $H = (U, U', E_H)$, a label set $L$, and a non-empty relation $R_{uw} \subseteq L \times L$ for each edge $(u,w) \in E_H$. A feasible solution is a label assignment to the vertices, $A : U \cup U' \rightarrow 2^L$, such that for each edge $(u,w)$, there exist $\ell_1 \in A(u), \ell_2 \in A(w)$ such that $(\ell_1, \ell_2) \in R_{uw}$. The objective is to find a feasible solution that minimizes $\sum_{u \in U \cup U'} |A(u)|$. If $N = |U| + |U'|$, the label cover problem is known to be $|L|^\epsilon$-hard to approximate for some constant $\epsilon > 0$, as well as, $\Omega(2^{\log^{1-\gamma}N})$-hard to approximate for all constant $\gamma > 0$, unless $NP \subseteq \text{DTIME}(n^{\text{polylog } n})$ [11, 143].

Given an instance of the label cover problem as defined above, we create an instance of the Secure-View problem by constructing a workflow $W$ (refer to Figure A.4). We
will show that the label cover instance \( H \) has a solution of cost \( K \) if and only if the Secure-View instance \( W \) has a solution with the same cost \( K \). Further, in our reduction, the number of modules \( n \) in the workflow \( W \) will be \( O(N^2) \). Hence the Secure-View problem with cardinality constraints in general workflows will be \( \Omega(2^{\log^{1-\gamma} n}) \)-hard to approximate for all constant \( \gamma > 0 \) under the same complexity assumption which proves Theorem A.29.

![Diagram](diagram.png)

Figure A.4: Reduction from label cover: \((p, q) \in R_{uw}\), the public modules are darken, all public modules have unit cost, all data have zero cost, the names of the data never hidden are omitted for simplicity

**Construction** First we describe the modules in \( W \). For each edge \((u, w) \in E_H\), there is a private module \( x_{u,w} \) in \( W \). For every pair of labels \((\ell_1, \ell_2)\), there is a private module \( y_{\ell_1, \ell_2} \). There are public module \( z_{u, \ell} \) for every \( u \in U \cup U', \ell \in L \). In addition, \( W \) has another private module \( v \).

As shown in Figure A.4, there are the following types of edges and data items in \( W \): (i) an incoming single edge to \( v \) carrying initial input data item \( d_s \), \( c(d_s) = 0 \), (ii) an edge from \( v \) to every node \( y_{\ell_1, \ell_2} \), each such edge carries the same data \( d_v \) produced by \( v \), \( c(d_v) = 0 \), (iii) for every \((u, w) \in E_H\), for \((\ell_1, \ell_2) \in R_{uw}\), there is an edge from \( y_{\ell_1, \ell_2} \) to \( x_{u,w} \) carrying data \( d_{u,w, \ell_1, \ell_2} \), and \( c(d_{u,w, \ell_1, \ell_2}) = 0 \), (iv) further, every such data \( d_{u,w, \ell_1, \ell_2} \) produced by \( y_{\ell_1, \ell_2} \) is also fed to both \( z_{u, \ell_1} \) and \( z_{v, \ell_2} \), (v) All \( y_{\ell_1, \ell_2} \) and all \( z_{u, \ell} \) have an outgoing edge carrying data (final output data items) \( d_{\ell_1, \ell_2} \) and \( d_{u, \ell_1} \) respectively; \( c(d_{\ell_1, \ell_2}) = 0 \) and \( c(d_{u, \ell_1}) = 0 \).
Privacy requirement of \( v \) is \( \{(0,1)\} \), i.e., \( v \) has to always choose the output data \( d_v \) to satisfy its requirement. Privacy requirement of every \( y_{\ell_1,\ell_2} \) is \( \{(1,0)\} \), i.e. choosing \( d_v \) satisfies the requirement for all such \( y_{\ell_1,\ell_2} \)-s. Requirements of every \( x_{u,w} \) is \( (1,0) \), so one of the data items \( d_{u,w,\ell_1,\ell_2}, (\ell_1,\ell_2) \in R_{u,w} \) must be chosen.

All modules except \( z_{u,\ell} \)-s are private. Cost of privatizing \( z_{u,\ell}, c(z_{u,\ell}) = 1 \). In the above reduction, all data items have cost 0 and the cost of a solution entirely comes from privatizing the public modules \( z_{u,\ell} \)-s.

In this reduction, maximum list size and maximum magnitude of any cardinality requirement are both bounded by 1. In the label cover instance it is known that number of labels \( L \leq \) number of vertices \( N \), therefore the total number of modules in \( W = O(L^2 + LN + N^2) = O(N^2) \). The following lemma proves the correctness of the reduction.

**Lemma A.30.** The label cover instance \( H \) has a solution of cost \( K \) iff the Secure-View instance \( W \) has a solution of cost \( K \).

**Proof.** Let \( A : U \cup U' \to 2^L \) be a solution of the label cover instance \( H \) with total cost \( K = \sum_{u \in U \cup U'} |A(u)| \). We create a solution \( \overline{V} \) for the Secure-View instance \( W \) as follows: First, add \( d_v \) to the hidden attribute subset \( \overline{V} \). This satisfies the requirement of \( v \) and all \( y_{\ell_1,\ell_2} \) without privatizing any public modules. So we need to satisfy the requirements of \( x_{u,w} \).

Since \( A \) is a valid label cover solution, for every edge \( (u,w) \in E \), there is a label pair \( (\ell_1,\ell_2) \in R_{uw} \) such that \( \ell_1 \in A(u) \) and \( \ell_2 \in A(w) \). For every \( x_{u,w} \) add such \( d_{u,w,\ell_1,\ell_2} \) to \( \overline{V} \). For each \( u \in U \cup U' \), and \( \ell \in L \), add \( z_{u,\ell} \) to the privatized public modules \( P \). Iff \( \ell \in A(u) \). It is easy to check that \( (V,P) \) is safe for \( W \). If \( d_{u,w,\ell_1,\ell_2} \) is hidden, both \( z_{u,\ell_1} \) and \( z_{v,\ell_2} \) are added to \( P \). Since \( c(\overline{V}) = 0 \), cost of the solution is \( c(\overline{P}) = K = \sum_{u \in U \cup U'} |A(u)| \).

Conversely, let \( (V,P) \) be a safe solution of the Secure-View instance \( W \), where \( K = c(\overline{P}) \). For each \( u \in U \cup U' \), we define \( A(u) = \{\ell | z_{u,\ell} \in P\} \). Clearly, \( \sum_{u \in U \cup U'} |A(u)| = K \). For each \( (u,w) \in E \), the requirement of \( x_{u,w} \) is satisfied by \( \overline{V} \); hence there exist \( \ell_1, \ell_2 \in L \) such that \( d_{u,w,\ell_1,\ell_2} \in \overline{V} \). Therefore both \( z_{u,\ell_1}, z_{w,\ell_2} \in P \). This implies that for each edge \( (u,w) \in E_H \), there exist \( \ell_1 \in A(u) \) and \( \ell_2 \in A(w) \), where \( (\ell_1,\ell_2) \in R_{uw} \), thereby proving feasibility. \( \square \)
A.4.13 Set-Constraints

We modify the LP given in Section A.4.8 and give an $\ell_{\text{max}}$-approximation algorithm for the set-constraints version in general workflows. As before, for an attribute $b \in A$, $x_b = 1$ if and only if $b$ is hidden (in the final solution $b \in \overline{V}$). In addition, for a public module $m_i, i \in [K+1,n]$, $w_i = 1$ if and only if $m_i$ is hidden (in the final solution $m_i \in \overline{P}$). The algorithm rounds the solution given by LP relaxation of the following integer program. The new condition introduced is (A.25), which says that, if any input or output attribute of a public module $m_i$ is included in $\overline{V}$, $m_i$ must be hidden. Further, (A.23) is needed only for the private modules ($m_i$ such that $i \in [1,K]$). For simplicity we denote $c(b) = c_{b}$ and $c(m_i) = c_i$.

Minimize $\sum_{b \in A} c_b x_b + \sum_{i \in [K+1,n]} c_i w_i$ subject to

$$\sum_{j=1}^{\ell_i} r_{ij} \geq 1 \quad \forall i \in [1,K]$$

$$x_b \geq r_{ij} \quad \forall b \in I_{ij} \cup O_{ij}, \forall i \in [1,K]$$

$$w_i \geq x_b \quad \forall b \in I_i \cup O_i, \forall i \in [K+1,n]$$

$$x_b, r_{ij}, w_i \in \{0,1\}$$

The LP relaxation is obtained by changing Constraint (A.26) to

$$x_b, r_{ij}, w_i \in [0,1].$$

The rounding algorithm outputs $\mathcal{V} = \{b : x_b \geq 1/\ell_{\text{max}}\}$ and $\mathcal{P} = \{m_i : b \in \mathcal{V}$ for some $b \in I_i \cup O_i\}$.

Since the maximum size of a requirement list is $\ell_{\text{max}} = \max_{i=1}^{n} \ell_i$, for each $i$, there exists a $j$ such that in the solution of the LP, $r_{ij} \geq 1/\ell_i \geq 1/\ell_{\text{max}}$ (from (A.23)). Hence there exists at least one $j \in [1,\ell_i]$ such that $I_{ij} \cup O_{ij} \subseteq \overline{V}$. Further, a public module $m_i, i \in [K+1,n]$ is hidden (i.e. included to $\overline{V}$) only if there is an attribute $b \in I_i \cup O_i$ which is included to $\overline{V}$. Therefore from (A.25), for all $m_i \in \overline{P}$, $w_i \geq 1/\ell_{\text{max}}$. Since both $c(\mathcal{V})$ and $c(\mathcal{P})$ are most $\ell_{\text{max}}$ times the cost of the respective cost in the LP solution, this rounding algorithm gives an $\ell_{\text{max}}$-approximation.
A.5 Proofs from Chapter 7

A.5.1 Limitation of Upward Propagation

We illustrate here why upward propagation requires upstream public modules to be onto (see Section 7.2.1). If particular, we show that if hiding a subset of input attributes for a standalone module $m_2$ gives $\Gamma$-standalone privacy, then hiding the same subset of input attributes in a simple chain workflow ($m_1 \rightarrow m_2$) may not give $\Gamma$-workflow-privacy for $m_2$ unless $m_1$ is an onto function.

Let $m_1 : I_1 \rightarrow O_1$ be a public module and $m_2 : I_2 \rightarrow O_2$ be a private module that gets all inputs from $m_1$, i.e. $I_2 = O_1$. Let the ranges $R_1 \subseteq O_1$ and $R_2 \subseteq O_2$ of $m_1 \_m_2$ respectively be such that $|R_1| = K_1$ and $|R_2| = K_2$. Then hiding all inputs of $m_2$ gives $K_2$-standalone-privacy. But in the workflow, $m_2$ can have at most $K_1$-workflow privacy when all output attributes of $m_2$ are visible. This is because any input $x \in I_2$ has to map to $S = \{ y : \exists x \in R_1, y = m_2(x) \}$. The size of $S$ is at most $K_1$. Therefore the possible output set $\text{out}_x$ of the inputs $x \in R_1$ can have size at most $K_1$. In the worst case, $K_1 = 1$ when $m_1$ is a constant function mapping all inputs to a fixed tuple $a$, therefore $|S| = 1$, and the value of $m_2(a)$ can be exactly guessed from the visible attributes of $m_2$. Hence the maximum achievable workflow privacy of $m_2$ totally depends on the behavior of the public module $m_1$. In the best case, when $m_1$ is an onto function, the maximum achievable workflow privacy equals the maximum achievable standalone privacy of $m_2$ by hiding its input attributes. (the maximum achievable standalone privacy of $m_2$ by hiding its output attributes may be even higher).

A.5.2 Proof of Lemma 7.14

**Lemma 7.14.** Let $m_i$ be a standalone private module with relation $R_i$, let $x$ be an input to $m_i$, and let $V_i$ be a subset of visible attributes such that $\overline{V_i} \subseteq O_i$ (only output attributes are hidden). If $y \in \text{out}_{x,m_i}$ then $y \equiv_{V_i} z$ where $z = m_i(x)$.

**Proof.** If $y \in \text{out}_{x,m_i}$ w.r.t. visible attributes $V_i$, then from Definition 6.3,

$$\exists R' \in \text{Worlds}(R,V_i), \exists t' \in R' \text{ s.t. } x = \pi_{I_i}(t') \land y = \pi_{O_i}(t') \tag{A.28}$$
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Further, from Definition 6.1, $R' \in \text{Worlds}(R, V_i)$ only if $\pi_{V_i}(R_i) = \pi_{V_i}(R')$. Hence there must exist a tuple $t \in R_i$ such that

$$\pi_{V_i}(t) = \pi_{V_i}(t')$$

(A.29)

Since $V_i \subseteq O_i$, $I_i \subseteq V_i$. From (A.29), $\pi_{I_i}(t) = \pi_{I_i}(t') = x$. Let $z = \pi_{O_i}(t)$, i.e., $z = m_i(x)$. From (A.29), $\pi_{V_i \cap O_i}(t) = \pi_{V_i \cap O_i}(t')$, then $\pi_{V_i \cap O_i}(z) = \pi_{V_i \cap O_i}(y)$. Tuples $y$ and $z$ are defined on $O_i$. Hence from Definition 7.5, $y \equiv_{V_i} z$.

**Corollary A.31.** For a module $m_i$, and visible attributes $V_i$ such that $V_i \subseteq O_i$, if two tuples $y, z$ defined on $O_i$ are such that $y \equiv_{V_i} z$, then also $y \equiv_V z$ where $V$ is a subset of visible workflows in the workflow such that $V = A \setminus H_i$, and $V_i \subseteq H_i$.

**Proof.** Since $V_i = A_i \setminus V_i = (I_i \cup O_i) \setminus V_i \subseteq O_i$, and $V_i \subseteq H_i$,

$$V_i \cap O_i = \ O_i \setminus V_i$$

$$\supseteq \ O_i \setminus H_i$$

$$\ = \ O_i \setminus (A \setminus V)$$

$$\ = \ O_i \setminus V$$

$$\ = \ O_i \cap V$$

($A$ is the set of all attributes).

Since $\pi_{V_i \cap O_i}(y) = \pi_{V_i \cap O_i}(z)$, and, $V_i \cap O_i \supseteq V \cap O_i$, $\pi_{V_i \cap O_i}(y) = \pi_{V_i \cap O_i}(z)$, i.e., $y \equiv_V z$.

**Note.** Lemma 7.14 does not use any property of single-predecessor workflows and also works for general workflows. This lemma will be used again for the privacy theorem of general workflows (Theorem A.44).

**A.5.3 Proof of Lemma 7.12**

**Definition A.32.** Given subsets of attributes $P, Q \subseteq A$, two tuples $p, q$ defined on $P$, and a tuple $u$ defined on $Q$, $\text{FLIP}_{p,q}(u) = w$ is a tuple defined on $Q$ constructed as follows: (i) if $\pi_{Q \cap P}(u) = \pi_{Q \cap P}(p)$, then $w$ is such that $\pi_{Q \cap P}(w) = \pi_{Q \cap P}(q)$ and $\pi_{Q \cap P}(w) = \pi_{Q \setminus P}(w)$.
(ii) else if $\pi_{Q \cap P}(u) = \pi_{Q \cap P}(q)$, then $w$ is such that $\pi_{Q \cap P}(w) = \pi_{Q \cap P}(p)$ and $\pi_{Q \setminus P}(w) = \pi_{Q \setminus P}(w)$, (iii) otherwise, $w = u$.

The following observations capture the properties of $\text{FLIP}$ function.

Observation A.33. 1. If $\text{FLIP}_{p,q}(u) = w$, then $\text{FLIP}_{p,q}(w) = u$.

2. $\text{FLIP}_{p,q}(\text{FLIP}_{p,q}(u)) = u$.

3. If $P \cap Q = \emptyset$, $\text{FLIP}_{p,q}(u) = u$.

4. $\text{FLIP}_{p,q}(p) = q$, $\text{FLIP}_{p,q}(q) = p$.

5. If $\pi_{Q \cap P}(p) = \pi_{Q \cap P}(q)$, then $\text{FLIP}_{p,q}(u) = u$.

6. If $Q = Q_1 \cup Q_2$, where $Q_1 \cap Q_2 = \emptyset$, and if $\text{FLIP}_{p,q}(\pi_{Q_1}(u)) = w_1$ and $\text{FLIP}_{p,q}(\pi_{Q_2}(u)) = w_2$, then $\text{FLIP}_{p,q}(u) = w$ such that $\pi_{Q_1}(w) = w_1$ and $\pi_{Q_2}(w) = w$.

The above definition of flipping will be useful when we consider the scenario where $M$ does not have any successor. When $M$ has successors, we need an extended definition of tuple flipping, denoted by $\text{EFLIP}$, as defined below.

Definition A.34. Given subsets of attributes $P, Q, R \subseteq A$, where two tuples $p, q$ defined on $P \cup R$, a tuple $u$ defined on $Q$ and a tuple $v$ defined on $R$, $\text{EFLIP}_{p,q,v}(u) = w$ is a tuple defined on $Q$ constructed as follows: (i) if $v = \pi_R(p)$, then $w$ is such that $\pi_{Q \cap P}(w) = \pi_{Q \cap P}(q)$ and $\pi_{Q \setminus P}(w) = \pi_{Q \setminus P}(w)$, (ii) else if $v = \pi_R(q)$, then $w$ is such that $\pi_{Q \cap P}(w) = \pi_{Q \cap P}(p)$ and $\pi_{Q \setminus P}(w) = \pi_{Q \setminus P}(w)$, (iii) otherwise, $w = u$.

Note that $\text{EFLIP}_{p,q,v(\pi_{P \cap Q}(u))}(u) = \text{FLIP}_{p,q}(u)$, where $R = P \cap Q$.

Observation A.35. 1. If $\text{EFLIP}_{p,q,v}(u) = w$, and $u'$ is a tuple defined on $Q' \subseteq Q$, then $\text{EFLIP}_{p,q,v}(u') = \pi_{Q'}(w)$.

Next we prove the lemma assuming the existence of a composite public module $M = C(V_i)$.

Lemma 7.12. Consider a single-predecessor workflow $W$; any private module $m_i$ in $W$ and any input $x \in \pi_{l_i}(R)$; and any $y \in \text{OUT}_{x,m_i}$ w.r.t. a set of visible attributes $V_i$. Given a set of hidden attributes $H_i \subseteq A$, such that (i) the hidden attributes $V_i \subseteq H_i$, (ii) only output attributes
from $O_i$ are included in $V_i$ (i.e. $V_i \subseteq O_i$), and (iii) every module $m_i$ in the public-closure $C(V_i)$ is UD-safe w.r.t. $A_j \setminus H_i$. Then $y \in \text{out}^*_x,w.r.t.\ visible\ attributes\ V = A \setminus H_i$.

Proof. We fix a module $m_i$, an input $x$ to $m_i$ and a candidate output $y \in \text{out}^*_x,m_i$ for $x$ w.r.t. visible attributes $V_i$. Let us refer to the set of public modules in $C(V_i)$ by simply $C$, and let us consider the composite module $M$ with the modules in $C$. By the properties of single-predecessor workflows, $M$ gets all its inputs from $m_i$ and sends its outputs to zero or more than one private modules. By Lemma 7.16, it suffices to prove the lemma assuming $M$ is UD-safe w.r.t. $H_i$, where we denote the inputs and outputs of $M$ by $I$ and $O$ respectively. Clearly $I \subseteq O_i$ is the subset of output attributes of $m_i$ that is input to $M$, and the hidden attributes $V_i \subseteq I$.

However $m_i$ can also send (i) its visible outputs to other public modules (these public modules will have $m_i$ as its only predecessor, but these public modules will not have any public path in undirected sense to $M$), and it can send (ii) visible and hidden attributes to other private modules.

We will show that $y \in \text{out}^*_x,w.r.t.\ visible\ attributes\ V = A \setminus H_i$ by showing the existence of a possible world $R' \in \text{worlds}(R,V)$, s.t. if $\pi_i(t) = x$ for some $t \in R'$, then $\pi_O(t) = y$. Since $y \in \text{out}^*_x,m_i$, by Lemma 7.14, $y \equiv_{V_i} z$ where $z = m_i(x)$. We consider two cases separately based on whether $M$ has no successor or at least one private successors.

Case I. First consider the easier case that $M$ does not have any successor, so all outputs of $M$ belong to the set of final outputs. We redefine the module $m_i$ to $\hat{m}_i$ as follows. For an input $u$ to $m_i$, $\hat{m}_i(u) = \text{flip}_{y,z}(m_i(u))$. All public modules are unchanged, $\hat{m}_j = m_j$. All private modules $m_j \neq m_i$ are redefined as follows: On an input $u$ to $m_j$, $\hat{m}_j(u) = m_j(\text{flip}_{y,z}(u))$. The required possible world $R'$ is obtained by taking the join of the standalone relations of these $\hat{m}_j$s, $j \in [n]$.

First note that by the definition of $\hat{m}_i$, $\hat{m}_i(x) = y$ (since $\hat{m}_i(x) = \text{flip}_{y,z}(m_i(x)) = \text{flip}_{y,z}(z) = y$, from Observation A.33(4)). Hence if $\pi_i(t) = x$ for some $t \in R'$, then $\pi_O(t) = y$.

Next we argue that $R' \in \text{worlds}(R,V)$. Since $R'$ is the join of the standalone relations
for modules \( \hat{m}_j \)-s, \( R' \) maintains all functional dependencies \( I_j \rightarrow O_j \). Also none of the public modules are unchanged, hence for any public module \( m_j \) and any tuple \( t \) in \( R' \), \( \pi_O(t) = m_j(\pi_{I}(t)) \). So we only need to show that the projection of \( R \) and \( R' \) on the visible attributes are the same.

Let us assume, wlog, that the modules are numbered in topologically sorted order. Let \( I_0 \) be the initial input attributes to the workflow, and let \( p \) be a tuple defined on \( I_0 \). There are two unique tuples \( t \in R \) and \( t' \in R' \) such that \( \pi_{I}(t) = \pi_{I}(t') = p \). Since \( M \) does not have any successor, let us assume that \( M = m_{n+1}, \) also wlog, assume that the public modules in \( C \) are not counted in \( j = 1 \) to \( n + 1 \) by renumbering the modules. Note that any intermediate or final attribute \( a \in A \setminus I_0 \) belongs to \( O_j \), for a unique \( j \in [1, n] \) (since for \( j \neq \ell \), \( O_j \cap O_{\ell} = \emptyset \)). So it suffices to show that \( t, t' \) projected on \( O_j \) are equivalent w.r.t. visible attributes for all module \( j, j = 1 \) to \( n + 1 \).

Let \( c_{j,m}, c_{j,\hat{m}} \) be the values of input attributes \( I_j \) and \( d_{j,m}, d_{j,\hat{m}} \) be the values of output attributes \( O_j \) of module \( m_j \), in \( t \in R \) and \( t' \in R' \) respectively on initial input attributes \( p \) (i.e. \( c_{j,m} = \pi_{I}(t), c_{j,\hat{m}} = \pi_{I}(t'), d_{j,m} = \pi_{O}(t) \) and \( d_{j,\hat{m}} = \pi_{O}(t') \)). We prove by induction on \( j = 1 \) to \( n \) that

\[
\forall j, 1 \leq j \leq n, d_{j,\hat{m}} = \text{FLIP}_{y,z}(d_{j,m})
\]  

(A.30)

First we argue that proving (A.30) shows that the join of \( \langle \hat{m}_i \rangle_{1 \leq i \leq n} \) is a possible world of \( R \) w.r.t. visible attributes \( V \). (A) When \( m_i \) is a private module, note that \( d_{j,m} \) and \( d_{j,\hat{m}} = \text{FLIP}_{y,z}(d_{j,m}) \) may differ only on attributes \( O_j \cap O_i \), but \( y \equiv V \cdot z \), i.e. these tuples are equivalent on the visible attributes. Hence for all private modules, the \( t, t' \) are equivalent w.r.t. \( O_j \). (actually for all \( j \neq i \), \( O_j \cap O_i = \emptyset \), so the outputs are equal and therefore equivalent). (B) When \( m_i \) is a public module, \( j \neq n + 1 \), \( O_j \cap O_i = \emptyset \), hence the values of \( t, t' \) on \( O_j \) are the same and therefore equivalent. (C) Finally, consider \( M = m_{n+1} \) that is not covered by (A.30). \( M \) gets all its inputs from \( m_i \). From (A.30),

\[
d_{i,\hat{m}} = \text{FLIP}_{y,z}(d_{i,m})
\]

Since \( y, z, d_{i,m}, d_{i,\hat{m}} \) are all defined on attributes \( O_i \) and input to \( m_{n+1}, I_{n+1} \subseteq O_i, \)

\[
c_{n+1,\hat{m}} = \text{FLIP}_{y,z}(c_{n+1,m})
\]
Hence $c_{n+1,\tilde{m}} \equiv_V c_{n+1,m}$. Since these two inputs of $m_{n+1}$ are equivalent w.r.t. $V$, by the UD-safe property of $M = m_{n+1}$, its outputs are also equivalent, i.e. $d_{n+1,\tilde{m}} \equiv_V d_{n+1,m}$.

Hence the projections of $t, t'$ on $O_{n+1}$ are also equivalent. Combining (A), (B), (C), $t, t'$ are equivalent w.r.t. $V$.

Proof of (A.30). The base case follows for $j = 1$. If $m_1 \neq m_i$ ($m_j$ can be public or private), then $I_1 \cap O_i = \emptyset$, so for all input $u$,

$$\hat{m}_j(u) = m_j(\text{FLIP}_{y,z}(u)) = m_j(u)$$

Since the inputs $c_{1,\tilde{m}} = c_{1,m}$ (both projections of initial input $p$ on $I_1$), the outputs $d_{1,\tilde{m}} = d_{1,m}$. This shows (A.30). If $m_1 = m_i$, the inputs are the same, and by definition of $\hat{m}_1$,

$$d_{1,\tilde{m}} = m_1(c_{1,\tilde{m}})$$

Suppose the hypothesis holds until $j - 1$, consider $m_j$. From the induction hypothesis, $c_{j,\tilde{m}} = \text{FLIP}_{y,z}(c_{j,m})$, hence $c_{j,m} = \text{FLIP}_{y,z}(c_{j,\tilde{m}})$ (see Observation A.33 (1)).

(i) If $j = i$, again,

$$d_{i,\tilde{m}} = m_i(c_{i,\tilde{m}})$$

$$d_{i,\tilde{m}} = \text{FLIP}_{y,z}(m_i(c_{i,\tilde{m}}))$$

$$d_{i,\tilde{m}} = \text{FLIP}_{y,z}(m_i(\text{FLIP}_{y,z}(c_{i,m})))$$

$$d_{i,\tilde{m}} = \text{FLIP}_{y,z}(m_i(c_{i,m}))$$

$$d_{i,\tilde{m}} = \text{FLIP}_{y,z}(d_{i,m})$$

$\text{FLIP}_{y,z}(c_{i,m}) = c_{i,m}$ follows due to the fact that $I_i \cap O_i = \emptyset$, $y, z$ are defined on $O_i$, whereas $c_{i,m}$ is defined on $I_i$ (see Observation A.33 (3)).
(ii) If \( j \neq i \) and \( m_j \) is a private module,

\[
\begin{align*}
\hat{d}_{j,\hat{m}} &= \hat{m}_j(c_{j,\hat{m}}) \\
&= m_j(\text{FLIP}_{y,z}(c_{j,\hat{m}})) \\
&= m_j(c_{j,m}) \\
&= d_{j,m} \\
&= \text{FLIP}_{y,z}(d_{j,m})
\end{align*}
\]

\( \text{FLIP}_{y,z}(d_{j,m}) = d_{j,m} \) follows due to the fact that \( O_j \cap O_i = \emptyset \), \( y, z \) are defined on \( O_i \), whereas \( d_{i,m} \) is defined on \( O_j \) (again see Observation A.33 (3)).

(iii) If \( m_j \) is a public module, \( j \leq n, \hat{m}_j = m_j \).

Here

\[
\begin{align*}
\hat{d}_{j,\hat{m}} &= \hat{m}_j(c_{j,\hat{m}}) \\
&= m_j(c_{j,\hat{m}}) \\
&= m_j(\text{FLIP}_{y,z}(c_{j,m})) \\
&= m_j(c_{j,m}) \\
&= d_{j,m} \\
&= \text{FLIP}_{y,z}(d_{j,m})
\end{align*}
\]

\( \text{FLIP}_{y,z}(d_{j,m}) = d_{j,m} \) again follows due to the fact that \( O_j \cap O_i = \emptyset \). \( \text{FLIP}_{y,z}(c_{j,m}) = c_{j,m} \) follows due to following reason. If \( I_j \cap O_i = \emptyset \), i.e. if \( m_j \) does not get any input from \( m_i \), again this is true (Observation A.33(3)). If \( m_j \) gets an input from \( m_i \), i.e. \( I_j \cap O_i \neq \emptyset \), since \( m_j \neq m_{n+1} \), \( I_j \cap O_i \) does not include any hidden attributes from \( V_i \). But \( y \equiv V_i z \), i.e. the visible attribute values of \( y, z \) are the same. In other words, \( \pi_{I_j \cap O_i}(y) = \pi_{I_j \cap O_i}(z) \), and from Observation A.33 (5), \( \text{FLIP}_{y,z}(c_{j,m}) = c_{j,m} \).

This completes the proof of the lemma for Case-I.

**Case II.**

Now consider the case when \( M \) has one or more private successors (note that \( M \) cannot have any public successor by definition). Let \( M = m_k \), and assume that the modules
\(m_1, \ldots, m_n\) are sorted in topological order (again, the nodes inside \(M\) are not considered explicitly). Hence \(I = I_k, O = O_k\), and \(I_k \subseteq O_t\). Let \(w_y = M(\pi_l(y)), w_z = M(\pi_l(z))\). Instead of \(y, z\), the flip function will be w.r.t. \(Y, Z\), where \(Y\) is the concatenation of \(y\) and \(w_y (\pi_O(y) = y, \pi_O(z) = w_y)\), and \(Z\) is the concatenation of \(z\) and \(w_z\). Hence \(Y, Z\) are defined on attributes \(O_t \cup O_k\).

We redefine the module \(m_i\) to \(\hat{m}_i\) as follows. Note that since input to \(M, I_k \subseteq O_t, O_t\) is disjoint union of \(I_k\) and \(O_t \setminus I_k\). For an input \(u\) to \(m_i, \hat{m}_i(u)\), defined on \(O_t\) is such that

\[
\pi_{O_t \setminus I_k}(\hat{m}_i(u)) = \text{FLIP}_{Y,Z}(\pi_O(\hat{m}_i(u)))
\]

and

\[
\pi_{I_k}(\hat{m}_i(u)) = \text{FLIP}_{Y,Z,M(\pi_k(m_i(u)))}(\pi_{I_k}(m_i(u)))
\]

For the component with \(\text{FLIP}\), in terms of the notations in Definition A.34, \(R = O_k, P = Q = O_t, p = Y, q = Z\), defined on \(P \cup R = O_t \cup O_k\). \(v = M(\pi_k(m_i(u)))\), defined on \(O_k\). \(u\) in Definition A.34 corresponds to \(m_i(u)\). All public modules are unchanged, \(\hat{m}_j = m_j\). All private modules \(m_j \neq m_i\) are redefined as follows: On an input \(u\) to \(m_j, \hat{m}_j(u) = m_j(\text{FLIP}_{Y,Z}(u))\). The required possible world \(R'\) is obtained by taking the join of the standalone relations of these \(\hat{m}_j\)-s, \(j \in [n]\).

First note that by the definition of \(\hat{m}_i, \hat{m}_i(x) = y\) due to the following reason:

(i) \(M(\pi_k(m_i(x))) = M(\pi_k(z)) = w_z = \pi_O(z)\), so

\[
\pi_k(\hat{m}_i(x)) = \text{FLIP}_{Y,Z,M(\pi_k(m_i(x)))}(\pi_k(m_i(x)))
= \text{FLIP}_{Y,Z,M(\pi_k(z))}(\pi_k(z))
= \pi_k(y)
\]

(ii)

\[
\pi_{O_t \setminus I_k}(\hat{m}_i(x)) = \text{FLIP}_{Y,Z}(\pi_O(\hat{m}_i(x)))
= \text{FLIP}_{Y,Z}(\pi_O(z))
= \pi_O(y)
\]

Taking union of (i) and (ii), \(\hat{m}_i(x) = y\). Hence if \(\pi_k(t) = x\) for some \(t \in R'\), then \(\pi_O(t) = y\).
Again, next we argue that \( R' \in \text{Worlds}(R, V) \), and it suffices to show that the projection of \( R \) and \( R' \) on the visible attributes are the same.

Let \( I_0 \) be the initial input attributes to the workflow, and let \( p \) be a tuple defined on \( I_0 \). There are two unique tuples \( t \in R \) and \( t' \in R' \) such that \( \pi_{I_k}(t) = \pi_{I_k}(t') = p \). Note that any intermediate or final attribute \( a \in A \setminus I_0 \) belongs to \( O_j \), for a unique \( j \in [1, n] \) (since for \( j \neq t, O_j \cap O_{t'} = \emptyset \)). So it suffices to show that \( t, t' \) projected on \( O_j \) are equivalent w.r.t. visible attributes for all module \( j, j = 1 \) to \( n + 1 \).

Let \( c_{j,m}, c_{j,\hat{m}} \) be the values of input attributes \( I_j \) and \( d_{j,m}, d_{j,\hat{m}} \) be the values of output attributes \( O_j \) of module \( m_j \), in \( t \in R \) and \( t' \in R' \) respectively on initial input attributes \( p \) (i.e. \( c_{j,m} = \pi_{I_j}(t), c_{j,\hat{m}} = \pi_{I_j}(t'), d_{j,m} = \pi_{O_j}(t) \) and \( d_{j,\hat{m}} = \pi_{O_j}(t') \)). We prove by induction on \( j = 1 \) to \( n \) that

\[
\forall j \neq i, 1 \leq j \leq n, d_{j,\hat{m}} = \text{FLIP}_{Y,Z}(d_{j,m}) \tag{A.31}
\]

\[
\pi_{I_k}(d_{i,\hat{m}}) = \text{FLIP}_{Y,Z;M}(\pi_{I_k}(d_{i,m}))(\pi_{I_k}(d_{i,m})) \tag{A.32}
\]

\[
\pi_{O \setminus I_k}(d_{i,\hat{m}}) = \text{FLIP}_{Y,Z}(\pi_{O \setminus I_k}(d_{i,m})) \tag{A.33}
\]

First we argue that proving (A.31), (A.32) and (A.33) shows that the join of \( (\hat{m}_i)_{1 \leq i \leq n} \) is a possible world of \( R \) w.r.t. visible attributes \( V \).

(A) When \( m_j \) is a private module, \( j \neq i \), note that \( d_{j,m} \) and \( d_{j,\hat{m}} = \text{FLIP}_{Y,Z}(d_{j,m}) \) may differ only on attributes \( (O_k \cup O_l) \cap O_j \). But for \( j \neq i \) and \( j \neq k \) (\( m_j \) is private module whereas \( m_k \) is the composite public module), \( (O_k \cup O_l) \cap O_j \). Hence for all private modules other than \( m_j \), the \( t, t' \) are equal w.r.t. \( O_j \) and therefore equivalent.

(B) For \( m_i \), from (A.32), \( \pi_{I_k}(d_{i,\hat{m}}) = \text{FLIP}_{Y,Z;M}(\pi_{I_k}(d_{i,m}))(\pi_{I_k}(d_{i,m})) \). Here \( \pi_{I_k}(d_{i,m}) \) and \( \pi_{I_k}(d_{i,\hat{m}}) \) may differ on \( I_k \) only if \( M(\pi_{I_k}(d_{i,m})) \in \{ w_y, w_z \} \). By Corollary cor:out-equiv, \( y \equiv_V z \), i.e. \( \pi_{I_k}(y) \equiv_V \pi_{I_k}(z) \). But since \( M \) is UD-safe, by the downstream-safety property, \( w_y \equiv_V w_z \). Then by the upstream-safety property, all inputs \( \pi_{I_k}(d_{i,m}) \) \( \equiv_V y \equiv_V z \) such that \( M(\pi_{I_k}(d_{i,m})) \in \{ w_y, w_z \} \). In particular, if \( M(\pi_{I_k}(d_{i,m})) = w_y \), then \( \pi_{I_k}(d_{i,\hat{m}}) = \pi_{I_k}(z) \), and \( \pi_{I_k}(y), \pi_{I_k}(d_{i,m}) \) will be equivalent w.r.t. \( V \). Similarly, if \( M(\pi_{I_k}(d_{i,m})) = w_z \), then \( \pi_{I_k}(d_{i,\hat{m}}) = \pi_{I_k}(y) \), and \( \pi_{I_k}(y), \pi_{I_k}(d_{i,m}) \) will be equivalent w.r.t. \( V \). So \( t, t' \) are equivalent w.r.t. \( V \cap I_k \).
Next we argue that \( t, t' \) are equivalent w.r.t. \( V \cap (O_i \setminus I_k) \). From (A.32),

\[
\pi_{O \setminus I_k}(d_{j,\bar{m}}) = \text{FLIP}_{Y,Z}(\pi_{O \setminus I_k}(d_{i,m}))
\]

\( \pi_{O \setminus I_k}(d_{j,\bar{m}}) \) and \( \pi_{O \setminus I_k}(d_{i,m}) \) differ only if \( \pi_{O \setminus I_k}(d_{i,m}) = \pi_{O \setminus I_k}(y) \), then \( \pi_{O \setminus I_k}(d_{j,\bar{m}}) = \pi_{O \setminus I_k}(z) \), or, \( \pi_{O \setminus I_k}(d_{i,m}) = \pi_{O \setminus I_k}(z) \), then \( \pi_{O \setminus I_k}(d_{j,\bar{m}}) = \pi_{O \setminus I_k}(y) \). But \( \pi_{O \setminus I_k}(y) \), \( \pi_{O \setminus I_k}(z) \) are equivalent w.r.t. visible attributes \( V \). Hence \( \pi_{O \setminus I_k}(d_{j,m}) \) and \( \pi_{O \setminus I_k}(d_{j,\bar{m}}) \) are equivalent w.r.t. \( V \). Hence \( t, t' \) are equivalent on \( O_i \).

(C) When \( m_j \) is a public module, \( d_{j,\bar{m}} = \text{FLIP}_{Y,Z}(d_{j,m}) \). Here \( d_{j,m}, d_{j,\bar{m}} \) can differ only on \( (O_k \cup O_j) \cap O_i \). If \( j \neq k \), the intersection is empty, and we are done. If \( j = k \), \( d_{j,m}, d_{j,\bar{m}} \) may differ only if \( d_{j,m} \in \{w_y, w_z\} \). But note that \( y \equiv_{V_i} z \), so \( \pi_{l_k}(y) \equiv_{V_i} \pi_{l_k}(z) \), and \( \pi_{l_k}(y) \equiv_{V} \pi_{l_k}(z) \). Since \( m_k \) is UD-safe, for these two equivalent inputs the respective outputs \( w_y, w_z \) are also equivalent. Hence in all cases the values of \( t, t' \) on \( O_k \) are equivalent.

Combining (A), (B), (C), the projections of \( t, t' \) on \( O_j \) are equivalent for all \( 1 \leq j \leq n \); i.e. \( t, t' \) are equivalent w.r.t. \( V \).

**Proof of (A.31), (A.32) and (A.33).** The base case follows for \( j = 1 \). If \( m_1 \neq m_i \) (\( m_1 \) can be public or private, but \( k \neq 1 \) since \( m_i \) is its predecessor), then \( I_1 \cap (O_i \cup O_k) = \emptyset \), so for all input \( u, \tilde{m}_j(u) = m_j(\text{FLIP}_{Y,Z}(u)) = m_j(u) \) (if \( m_1 \) is private) and \( \tilde{m}_j(u) = m_j(u) \) (if \( m_1 \) is public). Since the inputs \( c_{1,\bar{m}} = c_{1,m} \) (both projections of initial input \( p \) on \( I_1 \)), the outputs \( d_{1,\bar{m}} = d_{1,m} \). This shows (A.31). If \( m_1 = m_i \), the inputs are the same, and by definition of \( \tilde{m}_1 \),

\[
\pi_{l_k}(d_{1,\bar{m}}) = \pi_{l_k}(\tilde{m}_1(c_{1,\bar{m}})) = \text{EFLIP}_{Y,Z;M}(\pi_{l_k}(m_1(c_{1,\bar{m}})))(\pi_{l_k}(m_1(c_{1,\bar{m}}))) = \text{EFLIP}_{Y,Z;M}(\pi_{l_k}(m_1(c_{1,m}))) = \text{EFLIP}_{Y,Z;M}(\pi_{l_k}(d_{1,m})) = \pi_{l_k}(d_{1,m})
\]

This shows (A.32) for \( i = 1 \). Again, by definition of \( \tilde{m}_1 \),

\[
\pi_{O \setminus I_k}(d_{1,\bar{m}}) = \pi_{O \setminus I_k}(\tilde{m}_1(c_{1,\bar{m}})) = \pi_{O \setminus I_k}(\tilde{m}_1(c_{1,m}))
\]
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This shows \((A.33)\).

Suppose the hypothesis holds until \(j - 1\), consider \(m_j\). From the induction hypothesis, if \(I_j \cap O_i = \emptyset \) (\(m_j\) does not get input from \(m_i\)) then \(c_{j,\hat{m}} = \text{FLIP}_YZ(c_{j,m})\), hence \(c_{j,m} = \text{FLIP}_YZ(c_{j,\hat{m}})\) (see Observation \((A.33)\)).

(i) If \(j = i\), \(I_i \cap O_i = \emptyset\), hence \(c_{i,\hat{m}} = \text{FLIP}_YZ(c_{i,m}) = c_{i,m} \) (\(I_i \cap (O_i \cup O_k) = \emptyset\), \(m_k\) is a successor of \(m_i\), so \(m_i\) cannot be successor of \(m_k\)). By definition of \(\hat{m}_i\),

\[
\pi_k(d_{i,\hat{m}}) = \pi_k(\hat{m}_i(c_{i,\hat{m}})) = \text{FLIP}_YZM(\pi_k(m_i(c_{i,\hat{m}})))(\pi_k(m_i(c_{i,m}))) = \text{FLIP}_YZM(\pi_k(d_{i,m}))(\pi_k(d_{i,m}))
\]

This shows \((A.32)\).

Again,

\[
\pi_{O_i \setminus I_k}(d_{i,\hat{m}}) = \pi_{O_i \setminus I_k}(\hat{m}_i(c_{i,\hat{m}})) = \text{FLIP}_YZ(\pi_{O_i \setminus I_k}(m_i(c_{i,\hat{m}}))) = \text{FLIP}_YZ(\pi_{O_i \setminus I_k}(m_i(c_{i,m}))) = \text{FLIP}_YZ(d_{i,m})
\]

This shows \((A.33)\).

(ii) If \(j = k\), \(m_k\) gets all its inputs from \(m_i\), so \(\pi_k(d_{i,m}) = c_{k,m}\). Hence

\[
c_{k,\hat{m}} = \text{FLIP}_YZM(\pi_k(d_{i,m}))(c_{k,m}) = \text{FLIP}_YZ(c_{k,m}) = \text{FLIP}_YZd_{k,m}(c_{k,m})
\]
Therefore,

\[ \mathbf{d}_{k,m} = \widehat{m}_k(\mathbf{c}_{k,m}) \]

\[ = m_k(\mathbf{c}_{k,m}) \]

\[ = m_k(\text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m})) \]

Let's evaluate the term \( m_k(\text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m})) \). This says that for an input to \( m_k \) is \( \mathbf{c}_{k,m} \), and its output \( \mathbf{d}_{k,m} \).

(a) if \( \mathbf{d}_{k,m} = w_y \), then

\[ \text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m}) = \pi_k(z), \]

and in turn

\[ \mathbf{d}_{k,m} = m_k(\text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m})) = w_z; \]

(b) if \( \mathbf{d}_{k,m} = w_z \), then

\[ \text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m}) = \pi_k(y), \]

and in turn

\[ \mathbf{d}_{k,m} = m_k(\text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m})) = w_y; \]

(c) otherwise

\[ \mathbf{d}_{k,m} = m_k(\text{FLIP} Y, Z, \mathbf{d}_{k,m}(\mathbf{c}_{k,m})) \]

\[ = m_k(\mathbf{c}_{k,m}) = \mathbf{d}_{k,m} \]

According to Definition A.32, the above implies that

\[ \mathbf{d}_{k,m} = \text{FLIP}_{w_y, w_z}(\mathbf{d}_{k,m}) \]

\[ = \text{FLIP}_Y Z(\mathbf{d}_{k,m}) \]

This shows (A.31).
(iii) If \( j \neq i \) and \( m_j \) is a private module, \( m_j \) can get inputs from \( m_i \). (but since there is no data sharing \( I_j \cap I_k = \emptyset \), and other private or public modules \( m_{\ell}, \ell \neq i \) (\( \ell \) can be equal to \( k \)). Let us partition the input to \( m_j \) (\( c_{j,m} \) and \( c_{j,\hat{m}} \) defined on \( I_j \)) on attributes \( I_j \cap O_i \) and \( I_j \setminus O_i \). From (A.31), using the IH,

\[
\pi_{I_j \setminus O_i}(c_{j,\hat{m}}) = \text{FLIP}_{Y,Z}(\pi_{I_j \setminus O_i}(c_{j,m})) \tag{A.34}
\]

Now \( I_k \cap I_j = \emptyset \), since there is no data sharing. Hence \( (I_j \cap O_i) \subseteq (O_i \setminus I_k) \). From (A.33) using Observation A.35,

\[
\pi_{I_j \cap O_i}(c_{j,\hat{m}}) = \text{FLIP}_{Y,Z}(\pi_{I_j \cap O_i}(c_{j,m})) \tag{A.35}
\]

From (A.34) and (A.35), using Observation A.33 (6), and since \( c_{j,m}, c_{j,\hat{m}} \) are defined on \( I_j \), so

\[
c_{j,\hat{m}} = \text{FLIP}_{Y,Z}(c_{j,m}) \tag{A.36}
\]

From (A.36),

\[
d_{j,\hat{m}} = \hat{m}_j(c_{j,\hat{m}})
\]

\[
= m_j(\text{FLIP}_{Y,Z}(c_{j,\hat{m}}))
\]

\[
= m_j(c_{j,m})
\]

\[
= d_{j,m}
\]

\[
= \text{FLIP}_{Y,Z}(d_{j,m})
\]

\( \text{FLIP}_{Y,Z}(d_{j,m}) = d_{j,m} \) follows due to the fact that \( O_j \cap (O_i \cup O_k) = \emptyset \) (\( j \neq \{i,k\} \)), \( Y, Z \) are defined on \( O_i \cup O_k \), whereas \( d_{j,m} \) is defined on \( O_j \) (again see Observation A.33 (3)).

(iv) Finally consider \( m_j \) is a public module such that \( j \neq k \). \( m_j \) can still get input from \( m_i \), but none of the attributes in \( I_j \cap O_i \) can be hidden by the definition of \( m_k = M = C(\bar{V}) \). Further, by the definition of \( M = m_k \), \( m_j \) cannot get any input from \( m_k \) (\( M \)
is the closure of public module); so $I_j \cap O_k = \emptyset$. Let us partition the inputs to $m_j$ ($c_{j,m}$ and $c_{j,\hat{m}}$ defined on $I_j$) into three two disjoint subsets: (a) $I_j \cap O_i$, and (b) $I_j \setminus O_i$.

Since there is no data sharing $I_k \cap I_j = \emptyset$, and we again get (A.36) that

$$c_{j,\hat{m}} = \text{FLIP}_{Y,Z}(c_{j,m}) = c_{j,m}$$

$\text{FLIP}_{Y,Z}(c_{j,m}) = c_{j,m}$ follows due to following reason. If $I_j \cap O_i = \emptyset$, i.e. if $m_j$ does not get any input from $m_i$, again this is true (then $I_j \cap (O_i \cup O_k) = (I_j \cap O_i) \cup (I_j \cap O_k) = \emptyset$). If $m_j$ gets an input from $m_i$, i.e. $I_j \cap O_i \neq \emptyset$, since $j \neq k$, $I_j \cap O_i$ does not include any hidden attributes from $\overline{V}_i$ ($m_k$ is the closure $C(\overline{V}_i)$). But $y \equiv_{V_i} z$, i.e. the visible attribute values of $y, z$ are the same. In other words, $\pi_{I_j \cap O_i}(y) = \pi_{I_j \cap O_i}(z)$, and again from Observation A.33 (5),

$$\text{FLIP}_{Y,Z}(c_{j,m}) = \text{FLIP}_{Y,Z}(c_{j,m}) = c_{j,m}$$

(again, $I_j \cap O_k = \emptyset$).

Therefore,

$$d_{j,\hat{m}} = \hat{m}_j(c_{j,\hat{m}}) = m_j(c_{j,\hat{m}}) = m_j(\text{FLIP}_{Y,Z}(c_{j,m})) = \pi_{I_j \cap O_i}(d_{j,m})$$

$\text{FLIP}_{Y,Z}(d_{j,m}) = d_{j,m}$ again follows due to the fact that $O_j \cap (O_i \cup O_k) = \emptyset$, since $j \notin \{i,k\}$.

Hence all the cases for the IH hold true, and this completes the proof of the lemma for Case-II.
A.5.4 Proof of Lemma 7.16

**Lemma 7.16.** Let \( M \) be a composite module consisting of public modules. Let \( H \) be a subset of hidden attributes such that every public module \( m_j \) in \( M \) is UD-safe w.r.t. \( A_j \setminus H \). Then \( M \) is UD-safe w.r.t. \((I \cup O) \setminus H\).

**Proof.** Let us assume, wlog., that the modules in \( M \) are \( m_2, \ldots, m_k \) where modules are listed in topological order. For \( j = 2 \) to \( k \), let \( M^j \) be the composite module comprising the modules \( m_2, \ldots, m_j \), and let \( I^j, O^j \) be its input and output. Hence \( M^p = M, I^p = I \) and \( O^p = O \). We prove by induction on \( 2 \leq j \leq p \) that \( M^j \) is UD-safe w.r.t. \( H \cap (I^j \cup O^j) \).

The base case directly follows for \( j = 2 \), since \( A_2 = I_2 \cup O_2 = I^2 \cup O^2 \). Let the hypothesis hold until \( j = j \) and consider \( j + 1 \). Hence \( M^j \) is UD-safe w.r.t. \((I^j \cup O^j) \setminus H\). The module \( m_{j+1} \) may consume some outputs of \( M^j \) (\( m_2 \) to \( m_j \)). Hence

\[
I^{j+1} = I^j \cup I_{j+1} \setminus O^j \quad \text{and} \quad O^{j+1} = O^j \cup O_{j+1} \setminus I_{j+1}
\]

(A.37)

First we show that for two equivalent inputs the outputs are equivalent. Consider two inputs \( x_1, x_2 \) to \( M^{j+1} \) (on attributes \( I^{j+1} \)) and let \( y_1 = M^{j+1}(x_1) \) and \( y_2 = M^{j+1}(x_2) \) (on attributes \( O^{j+1} \)).

Let \( x_1 \equiv_V x_2 \) w.r.t. \( V = (I^{j+1} \cup O^{j+1}) \setminus H \). By (A.37), \( x_1 \equiv_V x_2 \) where \( V_2 = (I^j \cup O^j) \setminus H \). This is because \( O^j \cap I^j = \emptyset \) and therefore \( I^j \subseteq I^{j+1} \). Since modules are sorted in topological order, all of the attributes in \( O_{j+1} \) belong to \( O^{j+1} \). Also recall that every attribute is produced by a unique module; hence \( O^j \cap O_{j+1} = \emptyset \). Hence \( y_1 \) can be partitioned into \( y_{11} \) and \( y_{12} \), where \( y_{11} \) is defined on \( O_{j+1} \) and \( y_{12} \) is defined on \( O^j \); let \( y_{21}, y_{22} \) be the corresponding partitions of \( y_2 \).

Similarly, let \( x_{12} \) be projections of \( x_1 \) on \( I^j \) similarly define \( x_{22} \) for \( x_2 \). Since \( x_1 \equiv_V x_2, x_{12} \equiv_V x_{22} \). Since \( y_{12} = M^j(x_{12}) \) and \( y_{22} = M^j(x_{22}) \), by IH

\[
y_{12} \equiv_V y_{22}
\]

(A.38)

Let \( x'_{11} \) (resp. \( x'_{21} \)) be projections of \( x_1 \) (resp. \( x_{21} \)) on \( I_{j+1} \setminus O^j \). Hence \( x'_{11} \equiv_V x'_{21} \). Let \( x''_{11} \) (resp. \( x''_{21} \)) be projections of \( y_{12} \) (resp. \( y_{22} \)) on \( I_{j+1} \cap O^j \). Since \( y_{12} \equiv_V y_{22}, x''_{11} \equiv_V x''_{21} \). Let \( x_{11} \) be concatenation of \( x'_{11}, x''_{11} \); similarly \( x_{12} \). Note that these are defined on \( I_{j+1} \).
\[ V = (I_{j+1} \cup O_{j+1}) \setminus H \] and \[ V_2 = (I_j \cup O_j) \setminus H. \] Therefore \( x_{11} \equiv x_{12}, \) where \( V_1 = (I_{j+1} \cup O_{j+1}) \setminus H. \) Since \( m_{j+1} \) is UD-safe w.r.t. \( V_1, \]

\[ y_{11} \equiv v_1, y_{21} \] (A.39)

(note that \( y_{11} = m_{j+1}(x_{11}), y_{21} = m_{j+1}(x_{21}) \).)

\( V_1 \cup V_2 \supseteq V. \) Hence from (A.38) and (A.39), concatenating \( y_{11}, y_{12} \to y_1 \) and \( y_{21}, y_{22} \to y_2, \)

\[ y_1 \equiv v_2 \]

This shows that for two equivalent input the outputs are equivalent. The other direction, for two equivalent outputs all of their inputs are equivalent can be proved in similar way by considering modules in reverse topological order from \( m_k \) to \( m_2. \) \( \square \)

### A.5.5 Proof of Proposition 7.11

By Definition 7.8, a workflow \( W \) is not a single-predecessor workflow, if one of the following holds: (i) there is a public module \( m_j \) in \( W \) that belongs to the public-closure of a private module \( m_i, \) but has no directed path from \( m_i, \) or, (ii) such a public module \( m_j \) has directed path from more than one private modules, or, (iii) \( W \) has data sharing.

To prove the proposition we provide three example workflows where exactly one of the violating conditions (i), (ii), (iii) holds, and Theorem 7.10 does not hold in those workflows.

Case (i) was shown in Section 7.3.2. To complete the proof we demonstrate here cases (ii) and (iii). We start by considering data sharing and give an example in which the second condition of Definition 7.8 holds, but in which the propagation only through public modules does not suffice due to data sharing.

**Multiple private predecessor.** Finally we give an example where a public module belonging to a public-closure has more than one private predecessors.

**Example A.36.** Consider the workflow \( W_b \) in Figure A.5a, which is a modification of \( W_a \) by the addition of private module \( m_0, \) that takes \( a_0 \) as input and produces \( a_2 = m_0(a_0) = a_0 \) as output. The public module \( m_3 \) is in public-closure of \( m_1, \) but has directed public paths
Table A.1: Relation $R_b$ for workflow $W_b$ given in Figure A.5a

<table>
<thead>
<tr>
<th></th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_2$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$r_3$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$r_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

from both $m_0$ and $m_1$. The relation $R_b$ for $W_b$ in given in Table A.1 where the hidden attributes $\{a_2,a_3,a_4,a_5\}$ are colored in grey.

Now we have exactly the same problem as before: When $\hat{m}_1$ maps 0 to 1, $a_5 = 1$ irrespective of the value of $a_4$. In the first row $a_6 = 0$, whereas in the second row $a_6 = 1$. However, whatever the new definitions of $\hat{m}_0$ are for $m_0$ and $\hat{m}_4$ for $m_4$, $\hat{m}_4$ cannot map 1 to both 0 and 1. Hence $\Gamma = 1$. □

\[
\begin{align*}
&\text{(a) $m_3$ has paths from $m_0,m_1$} \\
&\text{(b) $a_3$ is shared as input to $m_2,m_3$}
\end{align*}
\]

Figure A.5: White modules are public, Grey are private.

Example A.37. Consider the workflow, say $W_d$, given in Figure A.5b. All attributes take values in $\{0,1\}$. The initial inputs are $a_1,a_2$, and final outputs are $a_6,a_7$; only $m_4$ is public. The functionality of modules is as follows: (i) $m_1$ takes $a_1,a_2$ as input and produces $m_1(a_1,a_2) = (a_3 = a_1,a_4 = a_2)$. (ii) $m_2$ takes $a_3,a_4$ as input and produces $a_5 = m_2(a_3,a_4) = a_3 \lor a_4$ (OR). (iii) $m_3$ takes $a_5$ as input and produces $a_6 = m_3(a_5) = a_5$. (iv) $m_4$ takes $a_3$ as input and produces $a_7 = m_4(a_3) = a_3$. Note that data $a_3$ is input to both $m_2,m_4$, hence the
workflow has data sharing.

Now focus on private module \( m_1 = m_i \). Clearly hiding output \( a_3 \) of \( m_1 \) gives 2-standalone privacy. and for hidden attribute \( h_i = \{ a_3 \} \), the public-closure \( C(h_i) = \{ m_2 \} \). As given in the theorem, \( H_i \subseteq O_i \cup \bigcup_{m \in M} A \ell = \{ a_3,a_4,a_5 \} \) in this case.

We claim that hiding even all of \( \{ a_3,a_4,a_5 \} \) gives only trivial 1-workflow-privacy of \( m_1 \), although the UD-safe condition is satisfied for \( m_2 \) (actually hiding \( a_3,a_4 \) gives 4-standalone-privacy for \( m_1 \)). Table A.2 gives the relation \( R_d \), where the hidden attribute values are in Grey.

<table>
<thead>
<tr>
<th></th>
<th>( d_1 )</th>
<th>( d_2 )</th>
<th>( d_3 )</th>
<th>( d_4 )</th>
<th>( d_5 )</th>
<th>( d_6 )</th>
<th>( d_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A.2: Relation \( R_d \) for workflow \( W_d \) given in Figure A.5.

When \( a_3 \) (and also \( a_4 \)) is hidden, a possible candidate output of input tuple \( x = (0,0) \) to \( m_1 \) is \((1,0)\). So we need to have a possible world where \( m_1 \) is redefined as \( \hat{m}_1(0,0) = (1,0) \).

Then \( a_5 \) takes value 1 in the first row, and this is the only row with visible attributes \( a_1 = 0, a_2 = 0 \). So this requires that \( \hat{m}_3(a_5 = 1) = (a_6 = 0) \) and \( \hat{m}_4(a_3 = 1) = (a_7 = 0) \), to have the same projection on visible \( a_6, a_7 \).

The second, third and fourth rows, \( r_2, r_3, r_4 \), have \( a_6 = 1 \), so to have the same projection, we need \( a_5 = 0 \) for these three rows, so we need \( \hat{m}_3(a_5 = 0) = (a_6 = 1) \) (since we had to already define \( \hat{m}_3(1) = 0 \)). When \( a_5 \) is 0, since the public module \( m_2 \) is an OR function, the only possibility of the values of \( a_3,a_4 \) in rows \( r_2, r_3, r_4 \) are \((0,0)\). Now we have a conflict on the value of the visible attribute \( a_7 \), which is 0 for \( r_2 \) but 1 for \( r_3, r_4 \), whereas for all these rows the value of \( a_3 \) is 0. \( \hat{m}_4 \) being a function with dependency \( a_3 \rightarrow a_7 \), cannot map \( a_3 \) to both 0 and 1. Similarly we can check that if \( \hat{m}_1(0,0) = (0,1) \) or \( \hat{m}_1(0,0) = (1,1) \) (both \( a_3, a_4 \) are hidden), we will have exactly the same problem. Hence all possible worlds of \( R_d \) with these hidden attributes must map \( \hat{m}_1(0,0) \) to \((0,0)\), and therefore \( \Gamma = 1 \). □ □
A.5.6 Proof of Theorem 7.18

**Theorem 7.18.** Given public module $m_i$ with total number of attributes $k$, and a subset of attributes $V$, checking whether $m_i$ is UD-safe w.r.t $V$ is coNP-hard in $k$.

*Proof.* We do a reduction from UNSAT, where given $n$ variables $x_1, \ldots, x_n$, and a Boolean formula $f(x_1, \ldots, x_n)$, the goal is to check whether $f$ is not satisfiable. In our construction, $m_i$ has $n + 1$ inputs $x_1, \ldots, x_n$ and $y$, and the output is $z = m_i(x_1, \ldots, x_n, y) = f(x_1, \ldots, x_n) \lor y$ (OR). The set of visible attributes is $\{y, z\}$; so all of $x_1, \ldots, x_n$ are hidden. We claim that $f$ is not satisfiable if and only if $m_i$ is UD-safe w.r.t. $V$.

Suppose $f$ is not satisfiable, so for all assignments of $x_1, \ldots, x_n$, $f(x_1, \ldots, x_n) = 0$. For output $z = 0$, then the visible attribute $y$ must have 0 value in all the rows of the relation of $m_i$. Also for $z = 1$, the visible attribute $y$ must have 1 value, since in all rows $f(x_1, \ldots, x_n) = 0$. Hence for equivalent inputs w.r.t. $V$, the outputs are equivalent and vice versa. Therefore $m_i$ is UD-safe w.r.t. $V$.

Now suppose $f$ is satisfiable, then there is at least one assignment of $x_1, \ldots, x_n$, such that $f(x_1, \ldots, x_n) = 1$. In this row, for $y = 0$, $z = 1$. However for all assignments of $x_1, \ldots, x_n$, whenever $y = 1$, $z = 1$. So for output $z = 1$, all inputs producing $z$ are not equivalent w.r.t. the visible attribute $y$, therefore $m_i$ is not upstream-safe and hence not UD-safe.

A.5.7 Communication Complexity Lower Bound for UD-safe Subsets

Given a public module $m_j$ and a subset $V \subseteq A_j$, in this section we give a lower bound on the communication complexity to verify if $V$ is a UD-safe subset for $m_j$. This also gives a lower bound for the optimization problem of finding the optimal UD-safe subset for $m_j$: assume that each attribute in $V$ has cost $> 0$ whereas all other attributes have cost zero; then the optimization problem has a solution of cost 0 if and only if $V$ is a UD-safe subset.

If the standalone relation $R_j$ of $m_j$ has $N$ rows, we show that deciding whether $V$ is UD-safe needs $\Omega(N)$ time. The argument uses the similar ideas as given in [63] for the standalone Secure-View problem. Note that simply reading the relation $R_j$ as input takes $\Omega(N)$ time. So the lower bound of $\Omega(N)$ does not make sense unless we assume
the presence of a data supplier which supplies the tuples of \( R_j \) on demand: Given an assignment \( x \) of the input attributes \( I_j \), the data supplier outputs the value \( y = m_j(x) \) of the output attributes \( O_j \). The following theorem shows the \( \Omega(N) \) communication complexity lower bound in terms of the number of calls to the data supplier; namely, that (up to a constant factor) one indeed needs to view the full relation.

**Lemma A.38.** Given module \( m_j \) and a subset of attributes \( V \), deciding whether \( m_j \) is UD-safe w.r.t \( V \) requires \( \Omega(N) \) calls to the data supplier, where \( N \) is the number of tuples in the standalone relation \( R_j \) of \( m_j \).

**Proof.** We prove the theorem by a communication complexity reduction from the set disjointness problem: Suppose Alice and Bob own two subsets \( A \) and \( B \) of a universe \( U \), \( |U| = N \). To decide whether they have a common element (i.e. \( A \cap B \neq \emptyset \)) takes \( \Omega(N) \) communications \[115\].

We construct the following relation \( R_j \) with \( N + 1 \) rows for the module \( m_j \). \( m_j \) has three input attributes: \( a, b, id \) and one output attribute \( y \). The attributes \( a, b \) and \( y \) are Boolean, whereas \( id \) is in the range \([1, N + 1]\). The input attribute \( id \) denotes the identity of every row in \( R \) and takes value \( i \in [1, N + 1] \) for the \( i \)-th row. The module \( m_j \) computes the AND function of inputs \( a \) and \( b \), i.e., \( y = a \land b \).

Row \( i, i \in [1, N] \), corresponds to element \( i \in U \). In row \( i \), value of \( a \) is 1 iff \( i \in A \); similarly, value of \( b \) is 1 iff \( i \in B \). The additional \( N + 1 \)-th row has \( a_{N+1} = 1 \) and \( b_{N+1} = 0 \). The goal is to check if visible attributes \( V = \{ y \} \) (with hidden attributes \( \overline{V} = \{ id, a, b \} \) is UD-safe for \( m_j \).

Note that if there is a common element \( i \in A \cap B \), then there are two \( y \) values in the table: in the \( i \)-th row, \( 1 \leq i \leq n \), the value of \( y = a \land b \) will be 1, whereas, in the \( N + 1 \)-th row it is 0. Hence \( \overline{V} = \{ id, a, b \} \) or \( V = \{ y \} \) is not UD-safe for \( m_j \) – all inputs are equivalent, but their outputs are not equivalent, so the downstream-safety property is not maintained. If there is no such \( i \in A \cap B \), the value of \( y \) in all rows \( i \in [1, N + 1] \) will be zero, and \( V = \{ y \} \) will be UD-safe.

So \( V = \{ y \} \) is UD-safe if and only if the input sets are not disjoint. Hence we need to look at \( \Omega(N) \) rows to decide whether \( V = \{ y \} \) is UD-safe. \( \square \)

This proof also shows the lower bound for verifying if a subset is downstream-safe.
A.5.8 Upper Bound to Find All UD-safe Solutions

The lower bounds studied for the second step of the four step optimization show that for a public module \( m_j \), it is not possible to have poly-time algorithms (in \(|A_j|\)) even to decide if a given subset \( V \subseteq A_j \) is UD-safe, unless \( P = NP \). Here we present Algorithm 10 that finds all UD-safe solutions of \( m_j \) is time exponential in \( k_j = |A_j| \), assuming that the maximum domain size of attributes \( \Delta \) is a constant.

**Time complexity.** The outer for loop runs for all possible subsets of \( A_j \), i.e. \( 2^{k_j} \) times. The inner for loop runs for maximum \( \Delta^{|I_j \cap V|} \) times (this is the maximum number of such tuples \( x^+ \)), whereas the check if \( V \) is a valid downstream-safe subset takes \( O(\Delta^{|I_j \setminus V|}) \) time. Here we ignore the time complexity to check equality of tuples which will take only polynomial in \(|A_i|\) time and will be dominated by the exponential terms.

For the upstream-safety check, the number of \( \langle x^+, y^+ \rangle \) pairs are at most \( \Delta^{|I_j \cap V|} \), and to compute the distinct number of \( x^+, y^+ \) tuples from the pairs can be done in \( O(\Delta^{|I_j \cap V|}) \) time by a naive search; the time complexity can be improved by the use of a hash function. Hence the total time complexity is dominated by \( 2^{k_j} \times O(\Delta^{|I_j \cap V|}) \times O(\Delta^{|I_j \setminus V|} + \Delta^{|I_j \cap V|}) = O(2^{k_j} \Delta^{3k_j}) = O(2^{4k_j}) \). By doing a tighter analysis, the multiplicative factor in the exponents can be improved, however, we make the point here that the algorithm runs in time exponential in \( k_j = |A_j| \).

**Correctness.** The following lemma proves the correctness of Algorithm 10.

**Lemma A.39.** Algorithm 10 adds \( V \subseteq A_j \) to UD-safe if and only if \( m_j \) is UD-safe w.r.t. \( V \).

**Proof.** (if) Suppose \( V \) is a UD-safe subset for \( m_j \). Then \( V \) is downstream-safe, i.e. for equivalent inputs w.r.t. the visible attributes \( I_j \cap V \), the projection of the output on the visible attributes \( O_j \cap V \) will be the same, so \( V \) will pass the downstream-safety test.

Since \( V \) is UD-safe, \( V \) is also upstream-safe. Clearly, by definition, \( n_1 \geq n_2 \). Suppose \( n_1 > n_2 \). Then there are two \( x_1^+ \) and \( x_2^+ \) that pair with the same \( y^+ \). By construction, \( x_1^+ \) and \( x_2^+ \) (and all input tuples \( x \) to \( m_j \) that project on these two tuples) have different value on the visible input attributes \( I_j \cap V \), but they map to outputs \( y \)-s that have the same value on visible output attributes \( O_j \cap V \). Then \( V \) is not upstream-safe, which is a contradiction. Hence \( n_1 = n_2 \), and \( V \) will also pass the test for upstream-safety and be
Algorithm 10 Algorithm to find all UD-safe solutions $UD - safe_j$ for a public module $m_j$

1: Set $UD - safe_j = \emptyset$.
2: for every subset $V$ of $A_j$ do
3: /* Check if $V$ is downstream-safe */
4: for every assignment $x^+$ of the visible input attributes in $I_j \cap V$ do
5: -- Check if for every assignment $x^-$ of the hidden input attributes in $I_j \setminus V$, whether
the value of $\pi_{O \cap V}(m_j(x))$ is the same, where $\pi_{I \cap V}(x) = x^+$ and $\pi_{I \setminus V}(x) = x^-$
6: if not then
7: -- $V$ is not downstream-safe. Go to the next $V$.
8: else
9: -- $V$ is downstream-safe. Let $y^+ = \pi_{O \cap V}(m_j(x)) = \text{projection of all such tuples}
that have projection } = x^+$ on the visible input attributes
10: -- Label this set of input-output pairs $(x, m_j(x))$ by $(x^+, y^+)$. 
11: end if
12: /* Check if $V$ is upstream-safe */
13: -- Consider the pairs $(x^+, y^+)$ constructed above. Let $n_1$ be the number of distinct
$x^+$ values, and let $n_2$ be the number of distinct $y^+$ values
14: if $n_1 == n_2$ then
15: -- $V$ is upstream-safe. Add $V$ to $UD - safe_j$.
16: else
17: -- $V$ is not upstream-safe. Go to the next $V$.
18: end if
19: end for
20: end for
21: return The set of subsets $UD - safe_j$.

(only if) Suppose $V$ is not UD-safe, then it is either not upstream-safe or not downstream-safe. Suppose it is not downstream-safe. Then for at least one assignment $x^+$, the values of $y$ generated by the assignments $x^-$ will not be equivalent w.r.t. the visible output.
attributes, and the downstream-safety test will fail.

Suppose $V$ is downstream-safe but not upstream-safe. Then there are two $x_1^+$ and $x_2^+$ that pair with the same $y^+$. This makes $n_1 > n_2$, and the upstream-safety test will fail. \hfill \square

A.5.9 Proof of Lemma 7.20

The following proposition will be useful to prove the lemma.

**Proposition A.40.** For a public module $m_j$, for two UD-safe sets $U_1, U_2 \subseteq A_j$, if $U_1 \cap O_j = U_2 \cap O_j$, then $U_1 = U_2$.

**Proof.** Assume the contradiction, and wlog. assume that there is an attribute $a \in U_1 \setminus U_2$. UD-safe condition says that if the inputs to $m_j$ are equivalent then the corresponding outputs are also equivalent w.r.t. the visible attributes and vice versa. Let $U_1$ be the set visible attributes. This allows us to partition the set of outputs into $K$ equivalence classes $Y^1, \cdots, Y^K$, and the set of inputs into $K$ equivalent classes $X^1, \cdots, X^K$ w.r.t. the same projection on input attribute values, such that for all $1 \leq \ell \leq K$,

$$Y^\ell = \{ y = m_j(x) : x \in X^\ell \}$$

Again for visible attributes $U_2$, since $U_1 \cap O_j = U_2 \cap O_j$, the set of outputs can be partitioned into the same $K$ equivalence classes $Y^1, \cdots, Y^K$, and the set of inputs into $K$ equivalent classes $Z^1, \cdots, Z^K$ w.r.t. the same projection on input attribute values, such that for all $1 \leq \ell \leq K$,

$$Y^\ell = \{ y = m_j(x) : x \in Z^\ell \}$$

Hence

$$\{ y : \exists x \in X^\ell, m_j(x) = y \} = \{ y : \exists x \in Z^\ell, m_j(x) = y \}$$

and

$$X^\ell = Z^\ell$$

for all $1 \leq \ell \leq K$. Suppose not, and wlog. there is a $x \in X^\ell$, i.e. $m_j(x) \in Y^\ell$. Suppose $x \notin Z^\ell$, i.e. $m_j(x) \notin Y^\ell$ which is a contradiction.
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For all $\ell$, $X^\ell = Z^\ell$. Consider any tuple $x \in X^\ell$. Since $a \in U_1 \setminus U_2$, and both $U_1, U_2 \subseteq A_j$, $a \in U_2 \setminus U_1$. Consider two tuples $x_1, x_2 \in Z^\ell$, such that $\pi_a(x_1) \neq \pi_a(x_2)$. Since $a$ is hidden for $U_2$, two such tuples must exist. But $a$ is visible in $U_1$, and for all tuples in the same group $X^\ell$, value of $a$ must be the same (the reverse is not necessarily true). In other words, since the value of $a$ is different, $x_1, x_2$ must belong to different groups w.r.t. $U_1$. But we argued that $X^\ell = Z^\ell$, so these two tuples belong to the same group. This is a contradiction, and therefore no such $a$, and $U_1 \subseteq U_2$. By the same argument, $U_2 \subseteq U_1$, and therefore $U_1 = U_2$. □

Lemma 7.20. For $1 \leq j \leq k$, the entry $Q[j, \ell], 1 \leq \ell \leq p_j$, stores the minimum cost of the hidden attributes $\bigcup_{x=1}^j A_x \supseteq H^{\ell} \supseteq \overline{S}_x$, such that $A_j \setminus H^{\ell} = U_{1\ell}$, and every module $m_x, 1 \leq x \leq j$, in the chain is UD-safe w.r.t. $A_x \setminus H^{\ell}$.

Proof. We prove this by induction from $j = 1$ to $k$. The base case follows by the definition of $Q[1, \ell], \quad 1 \leq \ell \leq p_1$. Here the requirements are $A_1 \supseteq H^1 \supseteq \overline{S}_1$, and $A_1 \setminus H^1 = U_{11}$, i.e. $U_{1\ell} = H^{\ell}$. So we set the cost at $Q[1, \ell]$ to $c(U_{1\ell}) = c(H^{\ell})$, if $U_{1\ell} \supseteq S_{1\ell}$.

Suppose the hypothesis holds until $j - 1$, and consider $j$. Let $H^{\ell}$ be the minimum solution s.t. $A_j \setminus H^{\ell} = U_{j\ell}$ and satisfies the other conditions of the lemma.

First consider the case when there is no $q$ such that $U_{j-1\ell} \cap O_{j-1} = U_{j\ell} \cap I_j$, where we set the cost to be $\infty$. If there is no such $q$, i.e. for all $q \leq p_{j-1}$, $U_{j-1\ell} \cap O_{j-1} \neq U_{j\ell} \cap I_j$, then clearly there cannot be any solution $H^{\ell}$ that contains $U_{j\ell}$ and also guarantees UD-safe properties of all $x < j$ (in particular for $x = j - 1$). In that case the cost of the solution is indeed $\infty$.

Otherwise (when such a $q$ exists), let us divide the cost of the solution $c(H^{\ell})$ into two disjoint parts:

$$c(H^{\ell}) = c(H^{\ell} \cap O_j) + c(H^{\ell} \setminus O_j)$$

We argue that $c(O_j \cap H^{\ell}) = c(O_j \cap U_{j\ell})$. $A_j \setminus H^{\ell} = U_{j\ell}$, so $U_{j\ell} = A_j \setminus U_{j\ell} = A_j \cap H^{\ell}$. Then $O_j \cap U_{j\ell} = O_j \cap A_j \cap H^{\ell} = O_j \cap H^{\ell}$, since $O_j \subseteq A_j$. Hence $c(O_j \cap H^{\ell}) = c(O_j \cap U_{j\ell})$. This accounts for the cost of the first part of $Q[j, \ell]$.

Next we argue that $c(H^{\ell} \setminus O_j) = \text{minimum cost } Q[j-1, q], 1 \leq q \leq p_j$, where the minimum is over those those $q$ where $U_{j-1\ell} \cap O_{j-1} = U_{j\ell} \cap I_j$. Due to the chain structure
of \(C_W\), \(O_j \cap \bigcup_{x=1}^{j-1} A_j = \emptyset\), and \(O_j \cup \bigcup_{x=1}^{j-1} A_x = \bigcup_{x=1}^{j} A_x\). Since \(\bigcup_{x=1}^{j} A_x \supseteq H^\ell\), \(H^\ell \setminus O_j = \bigcup_{x=1}^{j-1} A_x\).

Consider \(H' = H^\ell \cap \bigcup_{x=1}^{j-1} A_x\). By definition of \(H^\ell\), \(H'\) must satisfy the UD-safe requirement of all 1 \(\leq x \leq j - 1\). Further, \(\bigcup_{x=1}^{j-1} A_x \supseteq H'\). \(A_j \setminus H^\ell = U_{j,\ell}\), hence

\[
\overline{U_{j,\ell}} = A_j \setminus U_{j,\ell} = A_j \cap H^\ell \subseteq H_j^\ell
\]

We are considering the case where there is a \(q\) such that

\[
\overline{U_{j-1,q}} \cap O_{j-1} = \overline{U_{j,\ell}} \cap I_j
\]  

(A.40)

and therefore

\[
\overline{U_{j-1,q}} \cap O_{j-1} \subseteq \overline{U_{j,\ell}} \subseteq H^\ell
\]

We claim that if \(q\) satisfies (A.40), then \(A_{j-1} \setminus H' = U_{j-1,q}\). Therefore, by IH, \(Q[j-1,\ell]\) stores the minimum cost solution \(H'\) that includes \(\overline{U_{j-1,q}}\), and part of the the optimal solution cost \(c(H^\ell \setminus O_j)\) for \(m_j\) is the minimum value of such \(Q[j-1,q]\).

So it remains to show that \(A_{j-1} \setminus H' = U_{j-1,q}\). \(A_{j-1} \setminus H' = A_{j-1} \setminus H^\ell \in UD - safe_j-1\), since \(H^\ell\) gives UD-safe solution for \(m_{j-1}\). Suppose \(A_{j-1} \setminus H^\ell = U_{j-1,y}\).

Next we argue that \(U_{j-1,q} = U_{j-1,y}\), which will complete the proof. \(U_{j-1,y} \cap O_{j-1} = (A_{j-1} \setminus U_{j-1,y}) \cap O_{j-1} = (A_{j-1} \cap H^\ell) \cap O_{j-1} = H^\ell \cap O_{j-1} = H^\ell \cap I_j = (A_j \setminus U_{j,\ell}) \cap I_j\) i.e.

\[
\overline{U_{j,\ell}} \cap O_{j-1} = \overline{U_{j,\ell}} \cap I_j
\]  

(A.41)

From (A.40) and (A.41),

\[
\overline{U_{j-1,q}} \cap O_{j-1} = \overline{U_{j-1,y}} \cap O_{j-1}
\]

, since both \(U_{j-1,q}, U_{j-1,y} \in UD - safe_j-1\), from Proposition A.40, \(U_{j-1,q} = U_{j-1,y}\). This completes the proof of the lemma.

\[\Box\]

A.5.10 Optimal Algorithm for Tree Workflows

**Theorem 7.21.** The single-subset problem can be solved in PTIME (in \(n, |A|\) and \(L\)) for tree workflows.

**Proof.** Similar to the proof of Theorem 7.19, to obtain an algorithm of time polynomial in \(L\), for a given module \(m_i\), we can go over all choices of safe subsets \(S_{il} \in S_i\) of \(m_i\), compute
the public-closure \( C(S_{i\ell}) \), and choose a minimal cost subset \( H_i = H_i(S_{i\ell}) \) that satisfies the UD-safe properties of all modules in the public-closure. Then, output, among them, a subset having the minimum cost. Consequently, it suffices to explain how, given a safe subset \( S_{i\ell} \in S_i \), one can solve, in PTIME, the problem of finding a minimum cost hidden subset \( H_i \) that satisfies the UD-safe property of all modules in a subgraph formed by a given \( C(S_{i\ell}) \).

To simplify notations, the given safe subset \( S_{i\ell} \) will be denoted below by \( S_i^\ast \), the closure \( C(S_{i\ell}) \) will be denoted by \( T' \), and the output hidden subset will be denoted by \( H \).

Our PTIME algorithm uses dynamic programming to find the optimal \( H \).

First note that since \( T' \) is the public-closure of (some) output attributes for a tree workflow, \( T' \) is a collection of trees all of which are rooted at the private module \( m_i \). Let us consider the tree \( T \) rooted at \( m_i \) with the subtrees in \( T' \), (note that \( m_i \) can have private children that are not considered in \( T \)). Let \( k \) be the number of modules in \( T \), and the modules in \( T \) be renumbered as \( m_i, m_1, \ldots, m_k \), where the private module \( m_i \) is the root, and the rest are public modules.

Now we solve the problem by dynamic programming as follows. Let \( Q \) be an \( k \times L \) two-dimensional array, where \( Q[j, \ell], 1 \leq j \leq k, 1 \leq \ell \leq p_j \) denotes the cost of minimum cost hidden subset \( H_{j\ell} \) that (i) satisfies the UD-safe condition for all public modules in the subtree of \( T \) rooted at \( m_{j\ell} \), that we denote by \( T_{j\ell} \); and, (ii) \( A_j \setminus H_{j\ell} = U_{j\ell} \). Here \( A_j \) is the attribute set of \( m_{j\ell} \); the actual solution can be stored easily by standard argument. The algorithm is described below.

- **Initialization for leaf nodes.** The initialization step handles all leaf nodes \( m_j \) in \( T \).

  For a leaf node \( m_{j\ell}, 1 \leq \ell \leq p_j \),
  \[
  Q[j, \ell] = c(U_{j\ell})
  \]

- **Internal nodes.** The internal nodes are considered in a bottom-up fashion (by a post-order traversal), and \( Q[j, \ell] \) is computed for a node \( m_j \) after its children are processed.

  For an internal node \( m_j \), let \( m_{i_1}, \ldots, m_{i_v} \) be its children in \( T \). Then for \( 1 \leq \ell \leq p_j \),
  
  1. Consider UD-safe subset \( U_{j\ell} \).
2. For $y = 1$ to $x$, let $U^y = U_{i, \ell} \cap I_y$ (intersection of $U_{i, \ell}$ with the inputs of $m_y$). Since there is no data sharing, $U^y$-s are disjoint

3. For $y = 1$ to $x$, 

$$k^y = \arg\min_k Q[i_y, k] \quad \text{where the minimum is over}$$

$$1 \leq k \leq p_{i_y} \quad \text{s.t.} \quad U_{i_y, k} \cap I_y = U^y$$

$$= \perp \quad \text{(undefined), if there is no such } k$$

4. $Q[j, \ell]$ is computed as follows.

$$Q[j, \ell] = \infty \quad \text{if } \exists y, 1 \leq y \leq x, \quad k^y = \perp$$

$$= c(I_j \cap \overline{U_{i, \ell}}) + \sum_{y=1}^{x} Q[i_y, k^y] \quad \text{(otherwise)}$$

- **Final solution for $S_{i_\ell}$.** Now consider the private module $m_i$ that is the root of $T$. Recall that we fixed a safe solution $S_{i_\ell}$ for doing the analysis. Let $m_{i_1}, \ldots, m_{i_x}$ be the children of $m_i$ in $T$ (which are public modules). Similar to the step before, we consider the min-cost solutions of its children which exactly match the hidden subset $S_{i_\ell}$ of $m_i$.

1. Consider safe subset $S_{i_\ell}$ of $m_i$.

2. For $y = 1$ to $x$, let $S^y = S_{i_\ell} \cap I_y$ (intersection of $S_{i_\ell}$ with the inputs of $m_{i_y}$). Since there is no data sharing, again, $S^y$-s are disjoint

3. For $y = 1$ to $x$, 

$$k^y = \arg\min_k Q[i_y, k] \quad \text{where the minimum is over}$$

$$1 \leq k \leq p_{i_y} \quad \text{s.t.} \quad U_{i_y, k} \cap I_y \supseteq S^y$$

$$= \perp \quad \text{(undefined), if there is no such } k$$

4. The cost of the optimal $H$ (let us denote that by $c^*$) is computed as follows.

$$c^* = \infty \quad \text{if } \exists y, 1 \leq y \leq x, \quad k^y = \perp$$

$$= \sum_{y=1}^{x} Q[i_y, k^y] \quad \text{(otherwise)}$$
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It is not hard to see that the trivial solution of UD-safe subsets that include all attributes of the modules gives a non-infinite cost solution by the above algorithm.

The following lemma (whose proof is given later) shows that $Q[j, \ell]$ correctly stores the desired value. Then the optimal solution $H$ has cost $\min_{1 \leq \ell \leq p_i} Q[k, \ell]$; the corresponding solution $H$ can be found by standard procedure.

**Lemma A.41.** For $1 \leq j \leq k$, let $T_j$ be the subtree rooted at $m_j$ and let $\mathsf{Att}_j = \bigcup_{m_q \in T_j} A_q$ the entry $Q[j, \ell]$, $1 \leq \ell \leq p_j$, stores the minimum cost of the hidden attributes $H^\ell \subseteq \mathsf{Att}_j$ such that $A_j \setminus H^\ell = U_{j, \ell}$, and every module $m_q \in T_j$ is UD-safe w.r.t. $A_q \setminus H^\ell$.

Given this lemma, the correctness of the algorithm easily follows. For hidden subset $H \supseteq S_{i,y}$ in the closure, for every public child $m_{i_y}$ of $m_i$, $H \cap I_{i_y} \supseteq S_{i,y} \cap I_{i_y} = S_{i,y}$. Further, each such $m_{i_y}$ has to be UD-safe w.r.t. $H^\ell$. In other words, for each $m_{i_y}$, $H \cap I_{i_y}$ must equal $U_{i_y,k_y}$ for some $1 \leq k_y \leq p_i$. The last step in our algorithm (that computes $c^*$) tries to find such a $k_y$ that has the minimum cost $Q[i_y, k_y]$, and the total cost $c^*$ of $H$ is $\sum_{m_y} Q[i_y, k_y]$ where the sum is over all children of $m_i$ in the tree $T$ (the trees rooted at $m_{i_y}$ are disjoint, so the $c^*$ is sum of those costs).

To complete the proof of Theorem 7.21, we need to prove Lemma A.41, that we prove the next.

**Proof of Lemma A.41**

**Proof.** We prove the lemma by an induction on all nodes at depth $h = H$ down to 1 of the tree $T$, where depth $H$ contains all leaf nodes and depth 1 contains the children of the root $m_i$ (which is at depth 0).

First consider any leaf node $m_j$ at height $H$. Then $T_j$ contains only $m_j$ and $\mathsf{Att}_j = A_j$. For any $1 \leq \ell \leq p_j$, since $\mathsf{Att}_j = A_j \supseteq H^\ell$ and $A_j \setminus H^\ell = U_{j,\ell}$, hence $H^\ell = U_{j,\ell}$. In this case $H^\ell$ is unique and $Q[j, \ell]$ correctly stores $c(U_{j,\ell}) = c(H^\ell)$.

Suppose the induction holds for all nodes up to height $h + 1$, and consider a node $m_j$ at height $h$. Let $m_{i_1}, \ldots, m_{i_x}$ be the children of $m_j$ which are at height $h + 1$. Let $H^\ell$ be the min-cost solution, which is partitioned into two disjoint component:

$$c(H^\ell) = c(H^\ell \cap I_j) + c(H^\ell \setminus I_j)$$
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First we argue that \( c(H_i \cap I_1) = c(U_{i,1}) \). \( A_i \setminus H_i \ell = \ell \). So \( U_{i,1} = A_i \setminus U_{i,1} = A_i \cap H_i \ell \). Then \( I_1 \cap U_{i,1} = I_1 \cap A_i \cap H_i \ell = I_1 \cap H_i \ell \), since \( I_1 \subseteq A_i \). Hence \( c(I_1 \cap H_i \ell) = c(I_1 \cap U_{i,1}) \). This accounts for the cost of the first part of \( Q[j, \ell] \).

Next we analyze the cost \( c(H_i \setminus I_1) \). This cost comes from the subtrees \( T_{i_1}, \ldots, T_{i_k} \) which are disjoint due to the tree structure and absence of data-sharing. Let us partition the subset \( H_i \setminus I_1 \) into disjoint parts \( (H_i \setminus I_1) \cap \text{Att}_{i_y}, 1 \leq y \leq x \). We claim that \( c((H_i \setminus I_1) \cap \text{Att}_{i_y}) = Q[i_y, k^y], 1 \leq y \leq x \), where \( k^y \) is computed as in the algorithm. This will complete the proof of the lemma.

**Proof of claim:** \( c((H_i \setminus I_1) \cap \text{Att}_{i_y}) = Q[i_y, k^y], 1 \leq y \leq x \). Let \( H' = (H_i \setminus I_1) \cap \text{Att}_{i_y} \). Clearly, \( \text{Att}_{i_y} \supseteq H' \). Since every \( m_q \in T_j \) is UD-safe w.r.t. \( A_q \setminus H_i \ell \). If also \( m_q \in T_{i_y} \) then \( A_q \setminus H' = A_q \setminus H_i \ell \), and therefore all \( m_q \in T_{i_y} \) are also UD-safe w.r.t. \( H' \). In particular, \( m_{i_y} \) is UD-safe w.r.t. \( H' \), and therefore \( A_{i_y} \setminus H' = U_{i_y, k^y} \), since \( U_{i_y, k^y} \) was chosen as the UD-safe set by our algorithm.

Finally we argue that \( c(H') = c(H_{i_y, k^y}) \), where \( H_{i_y, k^y} \) is the min-cost solution for \( m_{i_y} \) among all such subsets. This easily follows from our IH, since \( m_{i_y} \) is a node at depth \( h + 1 \). Therefore, \( c(H') = c(H_{i_y, k^y}) = Q[i_y, k^y] \), i.e.

\[
c((H_i \setminus I_1) \cap \text{Att}_{i_y}) = Q[i_y, k^y]
\]

as desired. This completes the proof of the lemma.

**A.5.11 Proof of Theorem 7.22**

**Theorem 7.22.** The problem of testing whether the single-subset problem has a solution with cost smaller than a given bound is NP-complete when the public-closure forms an arbitrary subgraph. This is the case even when both number of attributes and the number of safe and UD-safe subsets of the individual modules is bounded by a (small) constant.

**Proof.** Given a CNF formula \( \psi \) on \( n \) variables \( z_1, \ldots, z_n \) and \( m \) clauses \( \psi_1, \ldots, \psi_m \), we construct a graph as shown in Figure A.6. Let variable \( z_i \) occurs in \( m_i \) different clauses (as positive or negative literals). In the figure, the module \( p_0 \) is the single-private module.
Figure A.6: Reduction from 3SAT. Module $p_0$ is private, the rest are public. The narrow dark edges (in red) denote TRUE assignment, the bold dark edges (in blue) denote FALSE assignment.

$(m_i)$, having a single output attribute $a$. The rest of the modules are the public modules in the public-closure $C(\{a\})$.

For every variable $z_i$, we create $m_i + 2$ nodes: $p_i, y_i$ and $x_{i,1}, \ldots, x_{i,m_i}$. For every clause $\psi_j$, we create 2 modules $C_j$ and $f_j$.

The edge connections are as follows:

1. $p_0$ sends its single output $a$ to $p_1$.

2. For every $i = 1$ to $n - 1$, $p_i$ has two outputs; one is sent to $p_{i+1}$ and the other is sent to $y_i$. $p_n$ sends its single output to $y_n$.

3. Each $y_i$, $i = 1$ to $n$, sends two outputs to $x_{i,1}$. The blue outgoing edge from $y_i$ denotes positive assignment of the variable $z_i$, whereas the red edge denotes negative assignment of the variable $z_i$.

4. Each $x_{i,j}$, $i = 1$ to $n$, $j = 1$ to $m_i - 1$, sends two outputs (blue and red) to $x_{i,j+1}$. In addition, if $x_{i,j}$, $i = 1$ to $n$, $j = 1$ to $m_i$ sends a blue (resp. red) edge to clause node $C_k$ if the variable $z_i$ is a positive (resp. negative) in the clause $C_k$ (and $C_k$ is the $j$-th such clause containing $z_i$).
5. Each $C_j$, $j = 1$ to $m$, sends its single output to $f_j$.

6. Each $f_j$, $j = 1$ to $m - 1$, sends its single output to $f_{j+1}$, $f_m$ outputs the single final output.

The **UD-safe** sets are defined as follows:

1. For every $i = 1$ to $n - 1$, $p_i$ has a single UD-safe set: hide all its inputs and outputs.

2. Each $y_i$, $i = 1$ to $n$, has three UD-safe choices: (1) hide its unique input and blue output, (2) hide its unique input and red output, (3) hide its single input and both blue and red outputs.

3. Each $x_{i,j}$, $i = 1$ to $n$, $j = 1$ to $m_i$, has three choices: (1) hide blue input and all blue outputs, (2) hide red input and all red outputs, (3) hide all inputs and all outputs.

4. Each $C_j$, $j = 1$ to $m$, has choices: hide the single output and at least of the three inputs.

5. Each $f_j$, $j = 1$ to $m$, has the single choice: hide all its inputs and outputs.

**Cost.** The outputs from $y_i$, $i = 1$ to $n$ has unit cost, the cost of the other attributes is 0.

The claim is that there is a solution of single-module problem of cost $= n$ if and only if the 3SAT formula $\psi$ is satisfiable.

(if) Suppose the 3SAT formula is satisfiable, so there is an assignment of the variables $z_i$ that makes $\Psi$ true. If $z_i$ is set to **true** (resp **false**), choose the blue (resp. red) outgoing edge from $y_i$. Then choose the other edges accordingly: (1) choose outgoing edge from $p_0$, (2) choose all input and outputs of $p_i$, $i = 1$ to $n$; (3) if blue (resp. red) input of $x_{i,j}$ is chosen, all its blue (resp. red) outputs are chosen; and, (4) all inputs and outputs of $f_j$ are chosen. Clearly, all these are UD-safe sets by construction.

So we have to only argue about the clause nodes $C_j$. Since $\psi$ is satisfied by the given assignment, there is a literal $z_i \in C_j$ (positive or negative), whose assignment makes it
true. Hence at least one of the inputs to $C_j$ will be chosen. So the UD-safe requirements of all the UD-safe clauses are satisfied. The total cost of the solution is $n$ since exactly one output of the $y_i$ nodes, $i = 1$ to $n$, have been chosen.

(only if) Suppose there is a solution to the single-module problem of cost $n$. Then each $y_i$ can choose exactly one output (at least one output has to be chosen to satisfy UD-safe property for each $y_i$, and more than one output cannot be chosen as the cost is $n$). If $y_i$ chooses blue (resp. red) output, this forces the $x_{i,j}$ nodes to select the corresponding blue (resp. red) inputs and outputs. No $x_{i,j}$ can choose the UD-safe option of selecting all its inputs and outputs as in that case finally $y_i$ be forced to select both outputs which will exceed the cost. Since $C_j$ satisfies UD-safe condition, this in turn forces each $C_j$ to select the corresponding blue (resp. red) inputs.

If the blue (resp. red) output of $y_i$ is chosen, the variable is set to $\text{True}$ (resp. $\text{False}$).

By the above argument, at least one such red or blue input will be chosen as input to each $C_j$, that satisfies the corresponding clause $\psi_j$.

\[\square\]

### A.5.12 General Workflows

In this section we discuss the privacy theorem for general workflows as outlined in Section 7.5.

First we define directed-path and downward-closure as follows (similar to public path and public-closure)

**Definition A.42.** A module $m_1$ has a directed path to another module $m_2$, if there are modules $m_{i_1}, m_{i_2}, \ldots, m_{i_j}$ such that $m_{i_1} = m_1, m_{i_j} = m_2,$ and for all $1 \leq k < j, O_{i_k} \cap I_{i_{k+1}} \neq \emptyset$.

An attribute $a \in A$ has a directed path from to module $m_j$, if there is a module $m_k$ such that $a \in I_k$ and $m_k$ has a directed path to $m_j$.

**Definition A.43.** Given a private module $m_i$ and a set of hidden output attributes $h_i \subseteq O_i$ of $m_i$, the downward-closure of $m_i$ w.r.t. $h_i$, denoted by $D(h_i)$, is the set of modules $m_j$ (both private and public) such that there is a directed path from some attribute $a \in h_i$ to $m_j$.

The goal of this section is to prove the following theorem:
Theorem A.44. (Privacy Theorem for General workflows) Let \( W \) be any workflow. For a private module \( m_i \in W \), let \( V_i \) be a safe subset for \( \Gamma \)-standalone-privacy s.t. only output attributes of \( m_i \) are hidden (i.e. \( V_i \subseteq O_i \)). Let \( D(V_i) \) be the downward-closure of \( m_i \) w.r.t. hidden attributes \( V_i \). Let \( H_i \) be a set of hidden attributes s.t. \( V_i \subseteq H_i \subseteq O_i \cup \bigcup_{k \in D(V_i)} A_k \) and where for every module \( m_j \in D(V_i) \) (\( m_j \) can be private or public), \( m_j \) is downstream-safe (D-safe) w.r.t. \( A_j \setminus H_i \). Then the workflow \( W \) is \( \Gamma \)-private w.r.t the set of visible attributes \( V = A \setminus (\bigcup_{i \in M} H_i) \).

In the proof of Theorem 7.10 from Lemma 7.12 used the fact that for single-predecessor workflows, for two distinct private modules \( m_i, m_k \), the public-closures and the hidden subsets \( H_i, H_j \) are disjoint. However, it is not hard to see that this is not the case for general workflows, where the downward-closure and the subsets \( H_i \) may overlap. Further, the D-safe property is not monotone (hiding more output attributes will maintain the D-safe property, but hiding more input attributes may destroy the D-safe property). So we need to argue that the D-safe property is maintained when we take union of \( H_i \) sets in the workflow. The following proposition will be helpful to prove the privacy theorem for general workflows.

Lemma A.45. If a module \( m_j \) is D-safe w.r.t. sets \( V_1, V_2 \subseteq A_j \), then \( m_j \) is D-safe w.r.t. \( V = V_1 \cap V_2 \).

Proof. (Sketch) Given two equivalent inputs \( x_1 \equiv_V x_2 \) w.r.t. \( V = V_1 \cap V_2 \), we have to show that their outputs are equivalent: \( m_j(x_1) \equiv_V m_j(x_2) \). Even if \( x_1, x_2 \) are equivalent w.r.t. \( V \), they may not be equivalent w.r.t. \( V_1 \) or \( V_2 \). In the proof we construct a new tuple \( x_3 \) such that \( x_1 \equiv_{V_i} x_3 \), and \( x_2 \equiv_{V_2} x_3 \). Then using the D-safe properties of \( V_1 \) and \( V_2 \), we show that \( m_j(x_1) \equiv_V m_j(x_3) \equiv_V m_j(x_2) \). \( \square \)

The full proof is given in Appendix A.5.13.

Along with this lemma, two other simple observations will be useful.

Observation A.46. 1. Any module \( m_j \) is D-safe w.r.t. \( A_j \) (hiding nothing maintains downstream-safety property).

2. If \( m_j \) is D-safe w.r.t. \( V \), and if \( V' \) is such that \( V' \subseteq V \), but \( V' \cap I_j = V \cap I_j \), then \( m_j \) is also D-safe w.r.t. \( V' \) (hiding more output attributes maintains downstream-safety property).
Proof of Theorem A.44. Using Lemma A.47 and Lemma A.45, we present the proof of Theorem A.44 below.

Proof. We again argue that if $H_i$ satisfies the conditions in Theorem A.44, then $H'_i = \bigcup_{\ell \in M^+} H_\ell$ satisfies the conditions in Lemma A.47. The first two conditions are easily satisfied by $H'_i$: (i) $\forall \ell \subseteq H_i \subseteq \bigcup_{\ell \in M^+} H_\ell = H'_i$; (ii) $\forall \ell \subseteq O_i$ is unchanged.

Now we argue that (iii) every module $m_j$ in the downward-closure $D(\overline{V_i})$ is D-safe w.r.t. $H'_i$. From the conditions in the theorem, each module $m_j \in D(\overline{V_i})$ is D-safe w.r.t. $A_j \setminus H_i$. We show that for any other private module $m_k \neq m_j$, $m_j$ is also D-safe w.r.t. $A_j \setminus H_k$. There may be three such cases as discussed below.

Case-I: If $m_j \in D(\overline{V_k})$, by the D-safe conditions in the theorem, $m_j$ is D-safe w.r.t. $A_j \setminus H_k$.

Case-II: If $m_j \notin D(\overline{V_k})$ and $m_j \neq m_k$, for any private module $m_k \neq m_i$, then $A_j \cap H_k = \emptyset$ (since $H_k \subseteq O_k \cup \bigcup_{\ell \in D(\overline{V_k})} A_\ell$ from the theorem). Hence $A_j \setminus H_k = A_j$, and from Observation A.46, $m_j$ is D-safe w.r.t. $A_j \setminus H_k$.

Case-III: If $m_j \notin D(\overline{V_k})$ but $m_j = m_k$ (or $j = k$), then $H_k \cap A_j \subseteq O_j$ (again since $H_k \subseteq O_k \cup \bigcup_{\ell \in D(\overline{V_k})} A_\ell$ and $O_k = O_j$). From Observation A.46, $m_j$ is UD-safe w.r.t. $A_j$, and $A_j \setminus H_k \subseteq A_j$ is such that $A_j \cap I_j = I_j = (A_j \setminus H_k) \cap I_j$. Then again from the same observation, $m_j$ is UD-safe w.r.t. $A_j \setminus H_k$.

Hence $m_j$ is D-safe w.r.t. $A_j \setminus H_k$ and for all $m_k \in M^-$, $m_k \neq m_i$, $m_j$ is D-safe w.r.t. $A_j \setminus H_k$. By Lemma A.45, then $m_j$ is D-safe w.r.t. $(A_j \setminus H_i) \cap (A_j \setminus H_k) = A_j \setminus (H_i \cup H_k)$. (this is by the simple fact that $(A_j \setminus H_i) \cap (A_j \setminus H_k) = (A_j \cap H_i) \cap (A_j \cap H_k) = A_j \cap H_i \cup H_k = A_j \setminus (H_i \cup H_j)$). By a simple induction on all $k \in M^-$, $m_j$ is D-safe w.r.t. $A_j \setminus (\bigcup_{k \in M^-}) H_k = A_j \setminus H'_j$. Hence $H'_j$ satisfies the conditions stated in the lemma. The rest of the proof follows by the same argument as in the proof of Theorem 7.10.

Now the proof can be completed using exactly the same argument as in Theorem 7.10. Theorem A.44 also states that each private module $m_i$ is $\Gamma$-standalone-private w.r.t. visible attributes $V_i$, i.e., $|\text{OUT}_{x,m_i}| \geq \Gamma$ for all input $x$ to $m_i$, for $i \in M^-$ (see Definition 6.3). From Lemma 7.12, using $H'_j$ in place of $H_j$, this implies that for all input $x$ to private modules $m_i$, $|\text{OUT}_x| \geq \Gamma$ w.r.t. $V = A \setminus H'_j = A \setminus \bigcup_{\ell \in M^-} H_\ell$. From Definition 6.6, this implies that each $m_i \in M^-$ is $\Gamma$-workflow-private w.r.t. $V = A \setminus \bigcup_{\ell \in M^-} H_\ell$; equivalently $W$ is $\Gamma$-private.
Again, similar to Lemma 7.12, we present the following lemma that allows us to analyze every private module separately to prove Theorem A.44.

**Lemma A.47.** Consider any workflow \( W \); any private module \( m_i \) in \( W \) and any input \( x \in \pi_{I_i}(R) \); and any \( y \in \text{OUT}_{X,m_i} \) w.r.t. a set of visible attributes \( V_i \). Given a set of hidden attributes \( H_i \subseteq A \), such that (i) the hidden attributes \( \overline{V}_i \subseteq H_i \), (ii) only output attributes from \( O_i \) are included in \( \overline{V}_i \) (i.e. \( \overline{V}_i \subseteq O_i \)), and (iii) every module \( m_j \) (private or public) in the downward-closure \( D(\overline{V}_i) \) is \( D \)-safe w.r.t. \( A_j \setminus H_i \). Then \( y \in \text{OUT}_{X,W} \) w.r.t. visible attributes \( V = A \setminus H_i \).

**Proof.** We fix a module \( m_i \), an input \( x \) to \( m_i \) and a candidate output \( y \in \text{OUT}_{X,m_i} \) for \( x \) w.r.t. visible attributes \( V_i \). For simplicity, let us refer to the set of modules in \( D(\overline{V}_i) \) by \( D \). We will show that \( y \in \text{OUT}_{X,W} \) w.r.t. visible attributes \( V = A \setminus \overline{H}_i \) by showing the existence of a possible world \( R' \in \text{Worlds}(R,V) \), s.t. if \( \pi_{I_i}(t) = x \) for some \( t \in R' \), then \( \pi_{O_i}(t) = y \). Since \( y \in \text{OUT}_{X,m_i} \), by Lemma 7.14, \( y \equiv_{V_i} z \) where \( z = m_i(x) \).

We will use the \( \text{FLIP} \) function used in the proof of Lemma 7.12 (see Appendix A.5.3). We redefine the module \( m_i \) to \( \widehat{m}_i \) as follows. For an input \( u \) to \( m_i \), \( \widehat{m}_i(u) = \text{FLIP}_{Y,Z}(m_i(u)) \). All other public and private modules are unchanged, \( \widehat{m}_j = m_j \). The required possible world \( R' \) is obtained by taking the join of the standalone relations of these \( \widehat{m}_j \)-s, \( j \in [n] \).

First note that by the definition of \( \widehat{m}_i \), \( \widehat{m}_i(x) = y \) (since \( \widehat{m}_i(x) = \text{FLIP}_{Y,Z}(m_i(x)) = \text{FLIP}_{Y,Z}(z) = y \), from Observation A.33). Hence if \( \pi_{I_i}(t) = x \) for some \( t \in R' \), then \( \pi_{O_i}(t) = y \).

Next we argue that \( R' \in \text{Worlds}(R,V) \). Since \( R' \) is the join of the standalone relations for modules \( \widehat{m}_j \)-s, \( R' \) maintains all functional dependencies \( I_j \rightarrow O_j \). Also none of the public modules are unchanged, hence for any public module \( m_j \) and any tuple \( t \) in \( R' \), \( \pi_{O_j}(t) = m_j(\pi_{I_j}(t)) \). So we only need to show that the projection of \( R \) and \( R' \) on the visible attributes are the same.

Let us assume, wlog. that the modules are numbered in topologically sorted order. Let \( I_0 \) be the initial input attributes to the workflow, and let \( p \) be a tuple defined on \( I_0 \). There are two unique tuples \( t \in R \) and \( t' \in R' \) such that \( \pi_{I_i}(t) = \pi_{I_i}(t') = p \). Note that any intermediate or final attribute \( a \in A \setminus I_0 \) belongs to \( O_j \), for a unique \( j \in [1,n] \) (since
for \( j \neq \ell \), \( O_j \cap O_\ell = \emptyset \). So it suffices to show that \( t,t' \) projected on \( O_j \) are equivalent w.r.t. visible attributes for all module \( j, j = 1 \) to \( n \).

Let \( c_{j,m}, c_{j,\hat{m}} \) be the values of input attributes \( I_j \) and \( d_{j,m}, d_{j,\hat{m}} \) be the values of output attributes \( O_j \) of module \( m_j \), in \( t \in R \) and \( t' \in R' \) respectively on initial input attributes \( p \) (i.e. \( c_{j,m} = \pi_{I_j}(t) \), \( c_{j,\hat{m}} = \pi_{I_j}(t') \), \( d_{j,m} = \pi_{O_j}(t) \) and \( d_{j,\hat{m}} = \pi_{O_j}(t') \)). We prove by induction on \( j = 1 \) to \( n \) that

\[
\begin{align*}
\text{d}_{j,\hat{m}} &\equiv_V (\text{d}_{j,m}) \quad \text{if } j = i \text{ or } m_j \in D \\
\text{d}_{j,\hat{m}} &= \text{d}_{j,m} \quad \text{otherwise}
\end{align*}
\]

(A.42) \hspace{1cm} (A.43)

If the above is true for all \( j \), then \( \pi_{O_j}(t) \equiv_V \pi_{O_j}(t) \), along with the fact that the initial inputs \( p \) are the same, this implies that \( t \equiv_V t' \).

**Proof of (A.43) and (A.44).** The base case follows for \( j = 1 \). If \( m_1 \neq m_i \) (\( m_j \) can be public or private), then \( I_1 \cap O_i = \emptyset \), so for all input \( u \), \( \hat{m}_1(u) = m_1(\text{flip}_{y,z}(u)) = m_1(u) \). Since the inputs \( c_{1,\hat{m}} = c_{1,m} \) (both projections of initial input \( p \) on \( I_1 \)), the outputs \( d_{1,\hat{m}} = d_{1,m} \). This shows (A.43). If \( m_1 = m_i \), the inputs are the same, and by definition of \( \hat{m}_1 \), \( d_{1,\hat{m}} = \hat{m}_1(c_{1,\hat{m}}) = \text{flip}_{y,z}(m_1(c_{1,\hat{m}})) = \text{flip}_{y,z}(m_1(c_{1,m})) = \text{flip}_{y,z}(d_{1,m}) \). Since \( y,z \) only differ in the hidden attributes, by the definition of the \( \text{flip} \) function \( d_{1,\hat{m}} \equiv_V d_{1,m} \). This shows (A.43). Note that the module \( m_1 \) cannot belong to \( D \) since then it will have predecessor \( m_i \) and cannot be the first module in topological order.

Suppose the hypothesis holds until \( j - 1 \), consider \( m_j \). There will be three cases to consider.

(i) If \( j = i \), for all predecessors \( m_k \) of \( m_i \) (\( O_k \cap I_i \neq \emptyset \)), \( k \neq i \) and \( m_k \notin D \), since the workflow is a DAG. Therefore from (A.43), using the induction hypothesis, \( c_{i,\hat{m}} = c_{i,m} \). Hence \( d_{i,\hat{m}} = \hat{m}_i(c_{i,\hat{m}}) = \text{flip}_{y,z}(m_i(c_{i,\hat{m}})) = \text{flip}_{y,z}(m_i(c_{i,m})) = \text{flip}_{y,z}(d_{i,m}) \). Again, \( y,z \) are equivalent w.r.t. \( V \), so \( d_{i,\hat{m}} \equiv_V d_{i,m} \). This shows (A.43) in the inductive step.

(ii) If \( j \neq i \) (\( \hat{m}_j = m_j \)) and \( m_j \notin D \), then \( m_j \) does not get any of its inputs from any module in \( D \), or any hidden attributes from \( m_i \) (then by the definition of \( D \), \( m_j \in D \)). Using IH, from (A.43) and from (A.44), using the fact that \( y,z \) are equivalent on visible
attributes, \( c_{j,m} = c_{j,m} \). Then \( d_{j,m} = m_j(c_{j,m}) = m_j(c_{j,m}) = d_{j,m} \). This shows (A.43) in the inductive step.

(iii) If \( j \neq i \), but \( m_j \in D \), \( m_j \) can get all its inputs either from \( m_i \), from other modules in \( D \), or from modules not in \( D \). Using the IH from (A.43) and (A.43), \( c_{j,m} \equiv c_{j,m} \).

Since \( m_j \in D \), by the condition of the lemma, \( m_j \) is D-safe w.r.t. \( V \). Therefore the corresponding outputs \( d_{j,m} = m_j(c_{j,m}) \) and \( d_{j,m} = m_j(c_{j,m}) \) are equivalent, or \( d_{j,m} \equiv V \ d_{j,m} \). This again shows (A.43) in the inductive step.

Hence the IH holds for all \( j = 1 \) to \( n \) and this completes the proof of the lemma. \( \square \)

### A.5.13 Proof of Lemma A.45

**Lemma A.45.** If a module \( m_j \) is D-safe w.r.t. sets \( V_1, V_2 \subseteq A_j \), then \( m_j \) is D-safe w.r.t. \( V = V_1 \cap V_2 \).

**Proof.** Let \( V = V_1 \cap V_2 = A_j \setminus (V_1 \cup V_2) \). Let \( x_1 \) and \( x_2 \) be two input tuples to \( m_j \) such that \( x_1 \equiv V \ x_2 \), i.e.

\[
\pi_{V \cap I_j}(x_1) = \pi_{V \cap I_j}(x_2)
\]  

(A.44)

For \( a \in I_j \), let \( x_3[a] \) denote the value of \( a \)-th attribute of \( x_3 \) (similarly \( x_1[a], x_2[a] \)). From (A.44), for \( a \in V \cap I_j \), \( x_1[a] = x_2[a] \). Let us define a tuple \( x_3 \) as follows on four disjoint subsets of \( I_j \) (since \( V = V_1 \cap V_2 \)):

\[
x_3[a] = \begin{cases} 
  x_1[a] & \text{if } a \in I_j \setminus (V_1 \cup V_2) \\
  x_1[a] & \text{if } a \in I_j \cap (V_1 \setminus V_2) \\
  x_2[a] & \text{if } a \in I_j \cap (V_2 \setminus V_1) \\
  x_1[a] = x_2[a] & \text{if } a \in I_j \cap V 
\end{cases}
\]

For instance, on attribute set \( I_j = \langle a_1, \ldots, a_5 \rangle \), let \( x_1 = \langle 2, 3, 2, 6, 7 \rangle \), \( x_2 = \langle 4, 5, 2, 6, 7 \rangle \), \( V_1 = \{a_3, a_4, a_5\} \) and \( V_2 = \{a_1, a_4, a_5\} \). Then \( x_3 = \langle 4, 3, 2, 6, 7 \rangle \).
(1) First we claim that, \( x_1 \equiv_{V_1} x_3 \), or,
\[
\pi_{V_1 \cap I_j}(x_1) = \pi_{V_1 \cap I_j}(x_3)
\]  
(A.45)
Partition \( V_1 \cap I_j \) into two disjoint subsets, \( I_j \cap (V_1 \setminus V_2) \), and, \( I_j \cap (V_1 \cup V_2) = I_j \cap V \). From the definition of \( x_3 \), for all \( a \in I_j \cap (V_1 \setminus V_2) \) and all \( a \in I_j \cap V \), \( x_1[a] = x_3[a] \). This shows (A.45).

(2) Next we claim that, \( x_2 \equiv_{V_2} x_3 \), or,
\[
\pi_{V_2 \cap I_j}(x_2) = \pi_{V_2 \cap I_j}(x_3)
\]  
(A.46)
Again partition \( V_2 \cap I_j \) into two disjoint subsets, \( I_j \cap (V_2 \setminus V_1) \), and, \( I_j \cap (V_1 \cup V_2) = I_j \cap V \). From the definition of \( x_3 \), for all \( a \in I_j \cap (V_2 \setminus V_1) \) and all \( a \in I_j \cap V \), \( x_2[a] = x_3[a] \). This shows (A.46). (A.45) and (A.46) can also be verified from the above example.

(3) Now by the condition stated in the lemma, \( m_j \) is D-safe w.r.t. \( V_1 \) and \( V_2 \). Therefore, using (A.45) and (A.46), \( m_j(x_1) \equiv_{V_1} m_j(x_3) \) and \( m_j(x_2) \equiv_{V_2} m_j(x_3) \) or,
\[
\pi_{V_1 \cap O_j}(m(x_1)) = \pi_{V_1 \cap O_j}(m_j(x_3))
\]  
(A.47)
and
\[
\pi_{V_2 \cap O_j}(m(x_2)) = \pi_{V_2 \cap O_j}(m_j(x_3))
\]  
(A.48)
Since \( V \cap O_j = (V_1 \cap V_2) \cap O_j \subseteq V_1 \cap O_j \), from (A.47)
\[
\pi_{V \cap O_j}(m(x_1)) = \pi_{V \cap O_j}(m_j(x_3))
\]  
(A.49)
Similarly, \( V \cap O_j \subseteq V_2 \cap O_j \), from (A.48)
\[
\pi_{V \cap O_j}(m(x_2)) = \pi_{V \cap O_j}(m_j(x_3))
\]  
(A.50)
From (A.49) and (A.50),
\[
\pi_{V \cap O_j}(m(x_1)) = \pi_{V \cap O_j}(m_j(x_2))
\]  
(A.51)
In other words, the output tuples \( m(x_1), m(x_2) \), that are defined on attribute set \( O_j \),
\[
m(x_1) \equiv_{V} m_j(x_2)
\]  
(A.52)
Since we started with two arbitrary input tuples $x_1 \equiv_V x_2$, this shows that for all equivalent input tuples the outputs are also equivalent. In other words, $m_j$ is D-safe w.r.t. $V = V_1 \cap V_2$. □
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