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Active Sensing for Dynamic, Non-holonomic, Robust Visual Servoing

Avik De*, Karl S. Bayer† and Daniel E. Koditschek*

Abstract—We consider the problem of visually servoing a legged vehicle with unicycle-like nonholonomic constraints subject to second-order fore-aft dynamics in its horizontal-plane. We target applications to rugged environments characterized by complex terrain likely to significantly perturb the robot’s nominal dynamics. At the same time, it is crucial that the camera avoid “obstacle” poses where absolute localization would be compromised by even partial loss of landmark visibility. Hence, we seek a controller whose robustness against disturbances and obstacle avoidance capabilities can be assured by a strict global Lyapunov function. Since the nonholonomic constraints preclude smooth point stabilizability we introduce an extra degree of sensory freedom, affixing the camera to an actuated panning axis on the robot’s back. Smooth stabilizability to the robot-orientation-indifferent goal cycle no longer precluded, we construct a controller and strict global Lyapunov function with the desired properties. We implement several versions of the scheme on a RHex robot maneuvering over slippery ground and document its successful empirical performance.

I. INTRODUCTION

In GPS-denied settings, visual servoing—closed-loop position control by reference to fixed visual landmarks [1]—offers an attractive approach to self-localization, particularly over complex terrain where broken [2], unstable [3], and flowing [4] substrates preclude odometry. Advances in computer vision, processing power, and algorithmic insight [5] lend ever more speed and reliability to the extraction and tracking of natural features from successive camera images. We by-pass that problem in favor of a structured vision solution [6], focusing on the servo problem only.

In that context, range and field-of-view limits pose a fundamental problem: getting too close or far from a near-field scene will quickly degrade its efficacy as a visual landmark. Thus, our first major focus, following [7] is visual-obstacle avoidance: we require that our closed-loop vector fields not only guarantee convergence to a goal set but avoid straying out of the landmark’s visibility set along the way.

A second major focus places our paper within the voluminous and ever-growing literature on active sensing. It is well-known [8], [9], [10], [11] that simultaneous, coupled control of an actuated sensory subsystem in coordination with the robot’s body dynamics can remediate the stabilizability of underactuated base platforms. Following suit by recourse to a panning camera, our unicycle-like base, the dynamical legged XRHex [12] re-implementation of RHex [13], raises two related new considerations. First, we seek to run the robot over considerably more complex terrain than in [14] and at considerably higher speeds known to necessitate a second-order unicycle model [15] for reasonable fidelity to horizontal plane dynamics. Second, our preoccupation with unstable terrain raises the prospect of significant perturbations, well beyond the infidelities of any unicycle model. The paper’s central contribution is to show how the active sensor’s relaxation of the goal set from a point into a cycle attractor affords a controller with a strict global Lyapunov function and its accompanying guarantee of both obstacle avoidance and ISS [16] defense against perturbations.

A. Related Literature

Fully-actuated first-order visual servo control is largely a solved problem [1] and, in particular, smooth stabilizability opens the door to the full suite of navigation function (NF) methods [7], including the lift to second-order dynamics [17] that can preserve all the first-order guarantees—not merely convergence, but obstacle avoidance [18], and robustness against disturbances as well [19]. Recent work incorporating visual servo methods into global landmark-based localization, navigation and mapping [20], [21] suggests the powerful role that effectively stabilized visual servo loops can achieve in complex task settings.

When smooth state-feedback point stabilizability fails, e.g. for nonholonomically constrained kinematic carts [22], an important and longstanding remediation is the introduction of systematic time-variation into the feedback signal [23], restoring exponential asymptotic point stability and the disturbance robustness it confers (cf. [24]). While this approach has been successfully applied in the broad context of visual servoing including the explicit construction of a strict Lyapunov function [10], [21], it is not clear to us how to extend that method to the present setting requiring
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Fig. 1. Our experimental apparatus with XRHex [12] and visual fiducials [6] as a landmark (Section III) using the proposed controller (Section II) to move to a goal location while avoiding visual obstacles.
obstacle avoidance and disturbance rejection in the context of a second-order plant. The alternative of introducing an explicitly nonsmooth (hybrid) point stabilizing law \[14\] can avoid obstacles but does not extend straightforwardly to second-order dynamics and cannot confer the robustifying ISS properties \[16\] (i.e., no single strict Lyapunov function can exist) in view of Brockett’s condition \[22\].

Instead, we take recourse to a third approach that also enjoys a long tradition in the visual servoing literature: the relaxation of the required task from point to submanifold stabilization via the introduction of an actively panned camera \[10, 25, 21\]. For example, in \[25\] this is arranged by locating the camera on a single d.o.f. boom actuated so as to rotate around the robot’s base. Now, placing the camera at a specified point in SE(2) (the group of planar rigid transformations) corresponds via the inverse image of the camera map to an entire cycle (the circle, \(S^1\)) in the robot’s four d.o.f. configuration space. In \[25, 21\] this additional freedom is exploited by composing three distinct task controllers to (i) localize the camera frame, (ii) avoid both image plane occlusions, and (iii) avoid obstacles encountered in the corporeal world. No formal analysis of the composition of these controllers is furnished, whereas with an eye toward the robustness our application requires, we aim for a controller that admits a strict global Lyapunov function. Because it is not presently clear how to encompass all three of the desiderata within the control Lyapunov framework, we confine attention to the first two (camera frame convergence and positive invariance of the visible set) with the benefit of introducing (and achieving) the third goal of robustness.

The paper makes one further new contribution to the active visual servoing problem. The prior literature generally separates the camera’s optical center from its panning axis, thereby conferring full rank upon the Jacobian of the camera map. But we observe that there are many practical situations which mitigate against the enlarged workspace envelope associated with a “panning arm” of finite length.\(^1\) At zero length, the camera map Jacobian (the interaction matrix of \[25\]) becomes singular and stabilizability of even the relaxed task specification, the circle, \(S^1\), requires passage to a second-order plant model (in a manner analogous to the method of approximate input-output linearization \[26\]). More generally, this Jacobian will be very poorly conditioned when the servo target is much farther away than the length, the camera map Jacobian (the interaction matrix of \[25\]) becomes singular and stabilizability of even the relaxed task specification, the circle, \(S^1\), requires passage to a second-order plant model (in a manner analogous to the method of approximate input-output linearization \[26\]). More generally, this Jacobian will be very poorly conditioned when the servo target is much farther away than the length, the camera map Jacobian (the interaction matrix of \[25\]) becomes singular and stabilizability of even the relaxed task specification, the circle, \(S^1\), requires passage to a second-order plant model (in a manner analogous to the method of approximate input-output linearization \[26\]).

\(\alpha\) is the full configuration space (the circle, \(S^1\)) in progress) of this controller on the XRHex robot \[12, 13\], providing experimental evidence of its efficacy with emphasis on its strong disturbance rejection characteristics.

\[\text{II. Stabilizing a Unicycle to } S^1\]

The most basic model of the horizontal-plane dynamics of a RHex with configuration \((p, \theta) \in \mathbb{R}^2 \times S^1 \approx SE(2)\) is that of a kinematic unicycle,

\[
\begin{bmatrix}
\dot{p} \\
\dot{\theta}
\end{bmatrix} = 
\begin{bmatrix}
\cos(\theta) & 0 \\
\sin(\theta) & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} =: B(\theta) \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix},
\]

where \(u_1\) is the forward speed and \(u_2\) is the turning rate. In instantiations of this model where the body inertia or the speed levels are low enough that viscous effects dominate inertial effects, it is reasonable (and standard practice \[24\]) to assume that \((u_1, u_2)\) can be directly controlled.

However, at the target speeds we wish to reach, a first-order model is a poor fit to the dynamics of RHex \[15\]; we will need to respect the robot’s significant inertial lags in this operating regime and impose a number of regularity conditions on any feedback controller \(u = k(q)\) we introduce. Adding an integrator and assuming our controlled input is \(v_1 = \dot{u}_1\) imposes the inertial model (and automatically ensures that \(u(t)\) is \(C^3\)). The framework we propose here can further guarantee that (a) \(v_1\) is a smooth function of the state (so \(u_1(t)\) is \(C^2\)), and (b) \(\|v_1\| = \|\dot{u}_1\|\) is bounded.

\[A. \text{Second-order Control Scheme}\]

We append the panning d.o.f. as a configuration variable \(\alpha \in S^1\), defined in world coordinates for convenience, and assume that it is a fully actuated double integrator

\[
\ddot{\alpha} = v_3.
\]

Now \(q := (p, \theta, \alpha) \in \Omega := \mathbb{R}^2 \times T^2\) is the full configuration of the system, while \(z := (p, \alpha) \in \mathcal{Z} := \mathbb{R}^2 \times S^1\) are the “task coordinates” that we are interested in.

In some of the relevant prior unicycle servoing literature \[10\], the Jacobian relating the control inputs to (in effect) \(\dot{z}\) is nonsingular due to the lever arm of the panning boom, i.e. the camera’s position and orientation in any desired world frame can now be smoothly approached from any

\[\text{\footnote{For instance, we are able to protect the camera against the dangers of shocks and impacts as RHex scrambles through its treacherous environment by mounting it so as to allow only pure rotation around the optical axis.}}\]
the plane, and define the saturating angle function, 
strained motion direction, i.e. we try to minimize
that there is no component of the reference acting in the con-
yields the system dynamics, 

Let us define \( s := \sin \theta_r \), and pick 
\[ u_2 = \dot{\phi} - k_0 s \implies \dot{\eta}_0 = -k_0 s^2 = -k_0 \eta_0 (2 - \eta_0) . \] 
Lastly, note that the parasitic component of the reference which we wish to minimize satisfies (proof in Appendix I) 
\[ |b^T f| \leq \| \Pi f \| (s + \delta) , \] 
where the magnitude of \( \delta(z) = \varepsilon z o(\| \Pi f \|) \) (an artifact of the saturation in \( \angle_s \)) can be controlled directly by \( \varepsilon z \).
In Section IV, we present and use a modified orientation controller with a multistability property, which demonstrates empirically superior performance.

b) Graph Error Controller: To control the velocity error \( e \), we adopt established methods [17] of lifting first-order reference dynamics to second-order plants by using the graph error as a “kinetic energy,” and we briefly summarize them here. In our notation, let 
\[ d(z, \dot{z}) := \hat{f} - D \phi - k_1 e \] 
be the desired graph error control, where \( e := \dot{z} - f \) and \( D \) is the differential operator. Note that \( B^T d \) can be matched exactly with available control inputs, i.e. we can make \( B^T (\dot{z} - d) = 0 \).

3) Closed-loop dynamics: Summarizing from the previous section, our feedback controller sets 
\[ v = \hat{f} \theta - k_0 s , \] 
Inserting this into the plant dynamics, we obtain the closed-loop dynamics 
\[ \dot{\theta} = g_0 (z, \dot{z}, \theta) := D_2 \phi \dot{z} - k_0 s (z, \theta) \] 
\[ \dot{\varepsilon} = g_1 (z, \dot{z}, \theta) := B B^T d + \theta b B^T \dot{z} , \] 
where \( B_1 \) is defined to be the first column of \( B \).
The state space takes the form of a cross product, \( S^1 \times T \mathbb{Z} \), and we will typically use the coordinates \((\theta, z, \dot{z})\) for computation purposes. The following propositions express the stability properties of the proposed control scheme.

**Proposition 1 (Stability).** Denote by \( G := \phi^{-1} (0) \times \{ 0 \} \in T \mathbb{Z} \) the task goal set, comprising the zero section over the desired position in the task variables. Under the closed-loop dynamics (11), (12), the base-indifferent goal set, \( S^1 \times G \) is asymptotically stable and its basin of attraction includes all of the visibility set, \( V \subset \mathbb{Z} \).

**Proof.** Please refer to Appendix II for the definitions and detailed derivations of the computations in this proof. We will show that \( \eta := T \eta_0 + \eta_1 \), where \( \eta_1 := \phi + \varepsilon e T e \), is a strict global Lyapunov function for the goal set \( S^1 \times G \). Clearly, \( \eta \) is positive definite with respect to this goal set. It now suffices to show that \( \eta \) is negative definite along the motions of the closed-loop dynamics. We have, 
\[ \dot{\eta}_1 = \dot{\phi} + e^T \dot{e} = D_2 \phi^T f - k \| e \|^2 - f^T b b^T (\dot{z} - d) , \] 
where the last summand can be thought of as “noise” owed to our underactuation. However, \( |f^T b| \) is controlled by our orientation controller, for which we have already presented

Convexity—a property available to our model space, \( G \), to be introduced in Section III—is not essential to the controller. Its chief virtue here is to afford an immediate extension of the ISS framework [16] to goal sets which are compact manifolds rather than points [28] without the need for more intricate reasoning about the existence and nature of Control-Lyapunov Functions relative to non-goal components of the invariant set that would otherwise be required [29].

However, in (11), that we will find it necessary to feed the task variables back into the \( \theta \) dynamics, thereby imposing a coupling in the closed-loop.
the Lyapunov function \( \eta_0 \) (6). As shown in Appendix II, the “noise” terms are sub-quadratic in the velocity error \( \|e\| \) or \( |s| \), with coefficients that are bounded functions of \( z \) (recall \( z \in \mathcal{V} \), a compact domain), only perturbed by our saturation by \( \varepsilon_{\preceq} \) of Section II-A.2.a. The derivative of \( \eta \) is

\[
\dot{\eta} \leq -\tilde{k}_1 (\|e\| - a_8)^2 - \frac{\|f\|^2}{k_0} (\tilde{k}_0 - Y_3) + \varepsilon_{\preceq} o(\|f\|^2),
\]

(14)

where \( Y_3 \) is bounded and so \( \tilde{k}_0 \) can simply be made large enough to make the last parenthesized term positive, and the magnitude of the last term can be made arbitrarily small. Moreover, \( \|f\| = 0 \implies a_8 = 0 \).

The sum of the first two terms above is negative semidefinite, and the sum is zero only if both of the following hold:

1) \( \|f\| = 0 \implies z \in \varphi^{-1}(0) \) by our assumptions on \( \varphi \), and that \( a_8 = 0 \),

2) \( \|e\| = 0 \implies \dot{z} = f(z) \), which, along with 1), in turn implies \( \dot{z} = 0 \).

Since \( \varepsilon_{\preceq} \) is arbitrarily small, \( \eta \) is nonpositive, vanishing only when \( (z, \dot{z}) \in \mathcal{S} \), and the result follows from Lasalle’s Invariance Principle \([30]\).

**Proposition 2 (Obstacle Avoidance).** If the initial (rest) configuration satisfies \( \eta(0) \leq 1 \), the closed-loop system avoids \( \varphi \)-modeled obstacles by never leaving the visible states, \( \mathcal{T} \mathcal{V} \).

**Proof.** Proposition 1 ensures that \( \dot{\eta} \leq 0 \), and consequently \( \eta(t) \leq \eta(0) \leq 1 \) for \( t > 0 \). Using the definition of \( \eta \), \( \varphi \leq \eta \leq 1 \), and from the definition of \( \varphi \), we get the desired conclusion. \( \square \)

In addition to the properties above, the existence of the strict (with respect to the compact goal set, \( S^1 \times \mathcal{G} \) \([28]\)) Lyapunov function \( \eta \) implies that the closed-loop system (11), (12) can handle bounded disturbance vectors injected into the dynamics (3), (4) and converge to “small” (instead of 0, in the disturbance-free situation) asymptotic error. Disturbance vectors could be unmodeled perturbations from terrain interactions (see Section IV), or a time-varying reference system \( f(z, t) \) with bounded \( D_t f \). We emphasize here that (for e.g.) a hybrid controller that cannot have a strict Lyapunov function could not provide this guarantee.

Lastly, we note that (although not considered here) a second-order steering version of the \( \theta \)-dynamics (a parsimonious model for RHex at higher speeds \([15]\)) could be handled by a very similar control methodology, by altering the orientation controller in Section II-A.2.a.

### III. Visual Servoing with Navigation Functions

Since our configurations are strictly in the horizontal plane, a constellation of three identifiable collinear feature points provides a diffeomorphic “sensor map” (section III-A in \([7]\)). We note here that our methods and results extend directly to any scenario where there is a diffeomorphism from the sensorium to the robot task coordinates, not restricted to planar robots or indeed to visual sensing.

Define the sensor space as \( \mathcal{Y} = [-1, 1]^3 \), where the bounds are imposed by the limited field-of-view of the camera. Adapted from the definition of the “camera map” in \([7]\) (which we shall refer to as \( c_{\mathcal{C}} \)), we define a sensor map \( c : SE(2) \rightarrow \mathcal{Y} \) such that \( y = c(z) \) as \( c = c_{\mathcal{C}} \circ \mathcal{R} \), where \( \mathcal{R} : SE(2) \rightarrow SE(2) \) is the rigid body transformation

\[
\mathcal{R}(p, \alpha) = \begin{bmatrix} -p_1 \cos \alpha - p_2 \sin \alpha \\ p_1 \sin \alpha - p_2 \cos \alpha \\ -\alpha \end{bmatrix}.
\]

(15)

In the “visible set” (configurations \( z \) that face the camera and are such that \( z_2 < 0 \), \( \det(Dc) \neq 0 \). Let us define (for notational brevity) \( J(y) := Dc^{-1}\frac{\partial c_{\mathcal{C}}}{\partial y} \)). For our implementation, we assume that our sensor measures \( (y, \dot{y}) \).

Using the same notation as \([7]\), the set \( \mathcal{I} \subset \mathcal{Y} \) is the compact domain of interest in the image space, and \( \mathcal{V} = c^{-1}(\mathcal{I}) \) is the corresponding (also compact) region in the task space.

The implementation of visual servo control is a straightforward adaptation of our controller synthesis in Section II. Instead of specifying reference dynamics in the task coordinates, we specify them directly in image coordinates\(^4\) (we construct \( \varphi \) explicitly in Section III-A).

We wish to emphasize here that all the calculations we perform are done completely in the image-space. Instead of algebraically solving for \( z = c^{-1}(y) \) and using this in \( z \)-reference dynamics (this method is sensitive to camera calibration errors, which affect \( c^{-1} \)), we are solving these image-task equations dynamically. Of course, the stability and obstacle avoidance results of Propositions 1 and 2 hold in whatever coordinates the closed-loop system is executed.

It should be noted that \( J(y) \) is non-trivial to compute. The approximation used in \([7]\) was accurate enough for initial conditions close to the goal, however we wish to perform large-scale motions which preclude local approximations. The world \( x \)-coordinates of our beacon (three collinear visual fiducials, each pair equidistant) are assumed to be \([-1, 0, 1] \) without loss of generality. If \( v := (y_1y_2 + y_2y_3 - 2y_1y_3, -y_1 + 2y_2 - y_3) \) and \( v^\perp := \begin{bmatrix} 1 & 0 \end{bmatrix} v \), then

\[
c^{-1}(y) = -\left[ \frac{1}{y_1v + v^\perp} \begin{bmatrix} v_1(y_2 - y_1) \\ v_2(y_3 - y_1) \end{bmatrix} \right].
\]

(16)

We can use this analytical form for \( c^{-1} \) to compute \( J(y) \).

\(^4\)It should be mentioned that the nonlinear change of coordinates \( c \) introduces a “Coriolis-like” term, because when pulled back to \( z \)-coordinates, \( \dot{z} = J_y \dot{y} + J_y \dot{y} \). Empirically, we found that the \( J \) terms were small in magnitude in our energetic regime, and ignored them in our experiments.
A. Navigation Function Construction

Here we construct a NF [27] for servoing to a point while avoiding image-space obstacles. Our construction is a slight variant of the construction in [31], which is provably correct over a number of free-space models including the present one [31]. Furthermore, it enjoys the additional property of convexity over the (convex) space \( y \) [31] of interest in this application, hence it supports the hypotheses of Proposition 1, and we will rely upon it for the formally instantiated construction of \( \varphi \) in that Proposition. Our application to visual servoing closely follows [7], including an exact copy of the visual obstacle encoding, \( \beta \), and a slight variation on the goal encoding, \( \gamma \).

Following [31], we construct a strictly convex (except at the goal) objective function \( \varphi : y \rightarrow \mathbb{R}_+ \), such that \( \varphi = \sigma_k \circ \varphi \) is a NF, where \( \sigma_k : \mathbb{R}_+ \rightarrow [0,1] : x \mapsto (x + 1/k) \). In this paper, we propose the following variations to this classical construction:

1) Given the aforementioned “good” \( \gamma = 0 \) and “bad” \( \beta = 0 \) sets, instead of the classical “task encoding” function \( \varphi = \gamma_k^2 \), we use the modified \( \varphi = \gamma_k^2 \sigma(\varepsilon) \), which is intuitively designed (for small values of \( \varepsilon \)) so that \( \varphi \approx \gamma \) when \( \beta \) is large, and \( D\varphi \) is dominated by \( D\beta \) and repels away from the obstacle when \( \beta \) is small. The tuning parameter \( \varepsilon \) controls the trade-off between steep (approaching logical) obstacle “walls” and torque requirements. Note that this modification retains the basic task-encoding as well as the convexity properties of the original, while enabling a more faithful reproduction of the \( \gamma \)-defined goal-seeking behavior far from any obstacles.

2) We encode goal-tracking in the task space, \( \mathcal{Z} \), instead of the image space, \( \mathcal{Y} \), by (a) setting \( \gamma = \gamma_{oc}^{-1} : \mathcal{Y} \rightarrow \mathbb{R}_+ \), where \( \gamma_{oc}(z) = \frac{1}{2} \| z - z_0 \|^2 \), and \( z_0 \) is the goal point in the task coordinates, and (b) using the modified reference dynamics \( f(y) = -J(y)^{-1} J(y)^{-T} D\varphi \) in our implementation. These modifications from (11), (14) of [7] give rise to relatively more desirable trajectories (metrically) in \( \mathcal{Z} \) (see Figure 2). Note that we sacrifice the guarantee of convexity of \( \varphi \) by composing with \( c^{-1} \), however we conjecture (proof is presently in progress) that the NF properties can be verified without it. \(^5\)

B. Simulations

We use our simulations to test relaxations of some of the conditions required for our analytical guarantees in Proposition 1:

1) We use a smaller \( k_0 \) than the conservative bound.
2) We introduce a new “tuning knob” by using separate proportional and damping gains to form a modified version of (9) and drop the feedforward \( f \) to get

\[
d(z, \dot{z}) := -k_p D\varphi - k_d \dot{z}.
\]

Even though we define the goal and obstacle in different coordinates, they remain topologically coupled, disallowing a “cross-product” composition [32] of the two.

Fig. 3. A single trial of our algorithm running on RHex. The top left plot shows level sets of a slice of \( \varphi \) at the goal \( \alpha \). The bottom left plot shows the benefit of the active sensor: since \( \theta \) is free from the task coordinates, the robot can orient itself independently of the task-space obstacle, eliminating the need for “parallel-parking” maneuvers.

Fig. 4. A visual illustration of performance degradation when the robot dynamics get worse (due to shifting terrain). In some cases on loose terrain the perturbations are large enough to cause failure (Proposition 1 can be used to generate conservative bounds on the magnitude of perturbations allowed relative to the available force and power limits), a quantitative characterization of which is deferred to future work.

3) We drop the feedforward \( \phi \) term in (7) and substitute a non-smooth, Lipschitz version which does not have a preferred “forward direction”,

\[
u_{NS}^u = \mp k_0 \sin \theta_r,
\]

with the “−” sign chosen when \( |\theta_r| < \pi/2 \) and vice versa, whose Lyapunov function is \( \eta_0^u = 1 \mp \cos \theta_r \). This function is inspired by the multistable potentials in [33] and has stable attractors at \( \theta_r = 0 \) and \( \pi \). In constrast, (7) causes the simulated robot to reverse its heading after the initial overshoot (Figure 2).

These relaxations invalidate the conditions in the proof of Proposition 1, but Figure 2 provides evidence that the conditions are not necessary, which is encouraging for robot implementation in the face of restrictions imposed by computational resource scarcity and desire for higher performance.

IV. Robot Experiments

Our experiments were performed on XRHex [12] equipped with a panning camera (Point Grey DragonFly 2). The “beacon” comprised three distinguishable visual fiducials
The provably correct scheme [7] was implemented, but suffered from previously alluded-to metric inconveniences (Section III-A). In the interests of space we will only show data for the newer, higher-performing variant whose formal proof of correctness is in progress. We used three testing environments: (a) indoors with good traction, (b) indoors with shifting terrain, and (c) outdoors. We include results from each of these in the video attachment.

Figure 3 shows a representative trial where the task-space behavior of the robot is plotted. Figure 4 contains results from comparative tests between relatively predictable RHx dynamics, and loose, shifting terrain. Note from the left plot that the robot roughly travels along gradient flows of $\varphi$, indicating that lifting a first-order (gradient) reference field, $f$, to a viable second-order trackable form [17] gets the second-order system to essentially perform gradient descent.

V. CONCLUSIONS AND FUTURE WORK

We develop a theoretical framework targeting robust controller design for a dynamic underactuated system by adding sensor DOF’s which enable task-point stabilization accompanied by a strict global Lyapunov function in the task-space—even though the dynamics are still non-holonomically constrained. We apply this framework to the synthesis and implementation of visual servo control on a RHx, documenting the robustness by tests over substrates where the dynamics are unpredictable. Notwithstanding the specific applications focus on a cart (albeit in a regime where a kinematic model is a poor fit), it generalizes easily to truly second-order systems such as UAVs, AUvS, or sagittal-plane hopping robots (the last of which we wish to examine carefully in future work).

We did not consider the problem of world-space obstacle avoidance, though it is straightforward to incorporate modeled obstacles with the mature NF framework [27] that we have adopted (Section III-A). We are intrigued to suspect that an extension of the control methods we presented here might be applicable to that setting.

Lastly, note that while we used a visual system, the framework in Section III is easily extensible to any sensing model which admits a local diffeomorphism between the robot pose and measurements in the sensorium—an avenue we wish to explore in the future.

APPENDIX I

DERIVATION OF (8)

We will use $a, x, y$ as dummy variable names in this section. First, note that $b^T f = (\Pi b)^T \Pi f$. Using the definition (5), when $f \neq 0$,

$$|b^T f| = \|\Pi f\| |\sin(\theta - \angle(\Pi f))| = \|\Pi f\| |\sin (\theta + \phi_{\Pi f})|$$

$$= \|\Pi f\| |s \cos \phi_{\Pi f} + \cos \theta s \sin \phi_{\Pi f}|$$

$$\leq \|\Pi f\| |s| + \|\Pi f\| |\sin |\phi_{\Pi f}|.$$  

This was constructed by placing multiple layers of slippery plastic sheets on the ground such that the inter-layer static friction was far lower than that required to propel the robot, causing the robot to shift slightly.

The “error term” (last summand) is of the form $m(x) := x \sin \left(\frac{\varphi(x)}{x}\right)$ for $x, a > 0$. It is easy to see that $m(x) \leq x$. Also, $m(x) \leq \frac{a}{x}$. To see this, let $y = \frac{a}{x}$, and note that

$$\lim_{y \to 0} \sqrt{\frac{\varphi(y)}{y}} = \sqrt{a} \lim_{y \to 0} \frac{\sin y}{\sqrt{y}} = \sqrt{a}.$$

The maximum value is at $x = \sqrt{a}$, where $m(\sqrt{a}) \leq \sqrt{a}$.

Returning to $b^T f$ with $a = |\phi_{\Pi f}|$, $x = \|\Pi f\|$,

$$|b^T f| \leq \|\Pi f\| (\|s| + \frac{\varphi_{\Pi f}}{\|\Pi f\|} e) =: \|\Pi f\| (\|s| + \varepsilon \delta(z)), $$

where we define $\delta$ for notational brevity, and note that $\|\Pi f\| \varepsilon \delta(z) \leq 1$ from the bound obtained above.

APPENDIX II

PROOF OF PROPOSITION 1

a) Derivation of (13): From the definition of $\eta_1$,

$$\begin{align*}
\eta_1 &= \varphi + e^T \dot{e} = \varphi + e^T (\ddot{z} - \dot{f}) \\
&= \varphi + e^T (\ddot{z} - d + e^T (d - \dot{f}) \\
&= \varphi + e^T BB^T (\ddot{z} - d) + e^T bb^T (\ddot{z} - d) + e^T (-D\varphi - k_1 e)
\end{align*}$$

where we use the fact that $I = BB^T + bb^T$. For the next steps, recall that (10) ensures $BB^T (\ddot{z} - d) = 0$, and that $b^T \ddot{z} = 0$, resulting in

$$\begin{align*}
\dot{\eta}_1 &= D\varphi^T e - k_1 \|e\|^2 - f^T bb^T (\ddot{z} - d).
\end{align*}$$

b) Bounding the “Actuation Noise” Terms: Note that

$$\begin{align*}
b^T d &= b^T (f - D\varphi - k_1 f) \leq a_1 \|e\| + a_2, \quad \text{and} \\
b^T \ddot{z} &= u_1 w_2 = u_1 (D\varphi (e + f) - k_0 s) \\
&= (B_1 e + B_1 f) (D_\varphi (e + f) - k_0 s) \\
&\leq a_3 \|e\|^2 + a_4 \|e\| + a_5 + k_0 s \|\Pi f\|.
\end{align*}$$

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1(z)$</td>
<td>$</td>
</tr>
<tr>
<td>$a_2(z, k_1)$</td>
<td>$</td>
</tr>
<tr>
<td>$a_3(z, k_1)$</td>
<td>$</td>
</tr>
<tr>
<td>$a_4(z, k_0)$</td>
<td>$</td>
</tr>
<tr>
<td>$a_5(z)$</td>
<td>$a_1 + a_4$</td>
</tr>
<tr>
<td>$a_6(z, k_0)$</td>
<td>$a_2 + a_5$</td>
</tr>
<tr>
<td>$a_7(z, k_1)$</td>
<td>$a_8(z, k_1)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>$\max_{s \in \mathbb{V}} \frac{|\Pi f|^2}{4k_1}$</td>
</tr>
<tr>
<td>$T_1$</td>
<td>$\max_{s \in \mathbb{V}} |\Pi f| a_3(z)$</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$\max_{s \in \mathbb{V}} |\Pi f|^2$</td>
</tr>
<tr>
<td>$T_3(k_1)$</td>
<td>$\max_{s \in \mathbb{V}} \frac{|\Pi f|^2}{4k_1}$</td>
</tr>
</tbody>
</table>
Adding together all the terms,

\[ \dot{\eta}_1 \leq D_p^T f - k_1 \| e \|^2 + \| \Pi f \| (\| s \| + \delta \varepsilon) \left( a_3 \| e \|^2 + a_6 \| e \| + \alpha_7 + k_0 \| s \| \| \Pi f \| \right) + a_9 \| \Pi f \| \| s \| \| \Pi f \| \]

\[ + \frac{a_7^2 \| \Pi f \|^2 s^2}{4 k_0} + \varepsilon \| \Pi f \| \delta (z) a_9 (z), \]

where \( a_9 (z) \) contains bounded \( z \)-terms which are not explicitly defined here.

c) Combining \( \eta_0 \) and \( \eta_1 \): Adding the two summand derivative terms,

\[ \Upsilon_2 \dot{\eta}_0 + \dot{\eta}_1 \]

\[ \leq D_p^T f - k_1 \left( \| e \| - a_8 \right)^2 + \left( k_0 + \frac{a_7^2}{4 k_0} \right) \| \Pi f \| \| s \|^2 \]

\[ + \| \Pi f \| \| s \| a_9 + \varepsilon \| \Pi f \| \delta (z) a_9 (z) - \Upsilon_2 k_0 \| s \|^2 \]

\[ = -\| f \|^2 - k_1 \left( \| e \| - a_8 \right)^2 - k_0 \| s \| - \| f \| \| s \| \]

\[ + \| \Pi f \| \frac{a_7^2 \| e \|^2}{4 k_0} + \varepsilon \| \Pi f \| \delta (z) a_9 (z) \]

\[ \leq -k_1 \left( \| e \| - a_8 \right)^2 - \frac{\| f \|^2}{k_0} - \| \Pi f \|^2 \left( k_0 - \Upsilon_3 \right) + \varepsilon \| \Pi f \| \| o \| (z), \]

where we catch all the bounded functions of \( z \) in \( o(z) \). Now note that \( \delta (0) = 0 \), and a linearization yields that for small \( \| z \|, \varepsilon (z) \sim o (\| z \|) \). Non-degeneracy of \( \dot{\varphi} \) implies that close to the goal, \( \| z \| \sim o (\| f \|) \), and including this, the last term is also \( o (\| f \|^2) \) and proportional to \( \varepsilon \).
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