Entropic Elasticity of Polymers and Their Networks

Tianxiang Su

University of Pennsylvania, tsu@seas.upenn.edu

Follow this and additional works at: http://repository.upenn.edu/edissertations

🔗 Part of the Applied Mechanics Commons, Atomic, Molecular and Optical Physics Commons, Biological and Chemical Physics Commons, and the Biomechanical Engineering Commons

Recommended Citation

http://repository.upenn.edu/edissertations/371

This paper is posted at ScholarlyCommons. http://repository.upenn.edu/edissertations/371
For more information, please contact libraryrepository@pobox.upenn.edu.
Entropic Elasticity of Polymers and Their Networks

Abstract
The elastic energy for many biopolymer systems is comparable to the thermal energy at room temperature. Therefore, biopolymers and their networks are constantly under thermal fluctuations. From the point of view of thermodynamics, this suggests that entropy plays a crucial role in determining the mechanical behaviors of these filamentous biopolymers. One of the main goals of this thesis is to understand how thermal fluctuations affect the mechanical properties and behaviors of filamentous networks, and also how stress affects the thermal fluctuations.

Filaments and filamentous networks are viewed as mechanical structures, whose static equilibrium states under the action of loads or kinematic constraints are determined in the first step of the investigation. Typically, a system is discretized and represented by a finite set of kinematic variables that characterizes the configuration space. In the next step, we apply statistical mechanics to study the thermo-mechanical properties of the system. We approximate the local minimum energy well to quadratic order. Such a quadratic approximation for a discrete system gives rise to a stiffness matrix that characterizes the flexibility of the system around the ground state. Using the multidimensional Gaussian integral technique, the partition function is efficiently evaluated, provided that the energy well around the ground state is steep. In this case, the dominant contribution to the partition function is from the states that are close to the equilibrium state, whose energies are well approximated by the quadratic energy expression. All thermodynamic properties of the system can be further evaluated from the partition function. Fluctuation of the system, in particular, scales linearly with the temperature and inversely with the stiffness matrix. Therefore, the stiffness matrix governs the statistical mechanical behavior of the system near its ground state. We also show that a system with constraints on its kinematic variables can be converted into an effective non-constrained system.

Using the above theoretical framework, we study the thermo-mechanical properties of filaments and filamentous networks under different loadings and confinement conditions. The filaments need not be homogeneous in the mechanical properties, and they can be subjected to non-uniform distributed loads or non-uniform confinements. Under compression, a filament can buckle. Buckling in a filament network can reduce the stiffness of the structure, which leads to significant thermal fluctuations around the buckling point. Properties of a triangular network under pure expansion, simple shear and uniaxial tension are also investigated in this thesis.

As further applications, we discuss the protein forced unfolding problem. We show that different unfolding behaviors of a protein chain can be understood using a system of three equations. We also discuss the internal fluctuations of DNA under confinement and show a length-dependent transition between the de Gennes and Odijk regimes. We also show that entropy plays a role in driving the motion of a piece of DNA along a non-uniform channel. We derive the entropic force on the DNA in this thesis and discuss the coupled migration and deformation of the polymer under non-uniform confinement.
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The elastic energy for many biopolymer systems is comparable to the thermal energy at room temperature. Therefore, biopolymers and their networks are constantly under thermal fluctuations. From the point of view of thermodynamics, this suggests that entropy plays a crucial role in determining the mechanical behaviors of these filamentous biopolymers. One of the main goals of this thesis is to understand how thermal fluctuations affect the mechanical properties and behaviors of filamentous networks, and also how stress affects the thermal fluctuations.

Filaments and filamentous networks are viewed as mechanical structures, whose static equilibrium states under the action of loads or kinematic constraints are determined in the first step of the investigation. Typically, a system is discretized and represented by a finite set of kinematic variables that characterizes the configuration space. In the next step, we apply statistical mechanics to study the thermo-mechanical properties of the system. We approximate the local minimum energy well to quadratic order. Such a quadratic approximation for a discrete system gives rise to a stiffness matrix that characterizes the flexibility of the system around the ground state. Using the multidimensional Gaussian integral technique, the partition function is efficiently evaluated, provided that the energy well around the ground state is steep. In this case, the dominant contribution to the partition function is from the states that are close to the equilibrium state, whose energies are well approximated by the quadratic energy expression. All thermodynamic properties of the system can be further evaluated from the partition function. Fluctuation of the system, in particular, scales linearly with the temperature and inversely with the stiffness matrix. Therefore, the stiffness matrix governs the statistical mechanical behavior of the system near its ground state. We also show that a system with constraints on its kinematic variables can be converted into an effective non-constrained system.

Using the above theoretical framework, we study the thermo-mechanical properties of filaments and filamentous networks under different loadings and confinement conditions. The filaments need not be homogeneous in the mechanical properties, and they can be subjected to non-uniform distributed loads or non-uniform confinements. Under compression, a filament can buckle. Buckling in a filament network can reduce the stiffness of the structure, which leads to significant thermal fluctuations around the buckling point. Properties of a triangular network under pure expansion, simple shear and uniaxial
tension are also investigated in this thesis.

As further applications, we discuss the protein forced unfolding problem. We show that different unfolding behaviors of a protein chain can be understood using a system of three equations. We also discuss the internal fluctuations of DNA under confinement and show a length-dependent transition between the de Gennes and Odijk regimes. We also show that entropy plays a role in driving the motion of a piece of DNA along a non-uniform channel. We derive the entropic force on the DNA in this thesis and discuss the coupled migration and deformation of the polymer under non-uniform confinement.
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1.1 Beam structures made by human beings and by nature. (A) The Akashi-Kaikyō Bridge, located in Japan and spanning 1,991 metres, is the world’s longest suspension bridge (Figure comes from http://blogger.sanook.com/confuse/2008/11/23/). (B) In a cell division cycle, the mitotic spindles, composed by microtubules and various other proteins, are used as ‘cables’ to pull the daughter chromosomes apart. (Figure comes from reference [1].) (C) Man-made tent is usually supported by a frame of poles. (Figure comes from Wikipedia: Tent.) (D) A spectrin meshwork under the human red blood cells. Cell membrane is thin and fragile. So most of them are strengthened and supported by a network of protein filaments. This filamentous network, like the frame in the man-made tent, determines the shape of the membrane. (Figure comes from reference [1].) (E) The 2010 Vancouver Olympic cauldron. (Figure comes from Wikipedia: Olympic Flame.) (F) Structure of the stereocilia projecting from a hair cell in the inner ear (Figure comes from [2]).

1.2 Force-extension relation for a wormlike chain. In the small force limit (red dashed line, Eq. 1.10), the polymer behaves like a spring with a temperature dependent spring constant. In the high force limit (black dashed line, Eq. 1.14), the model predicts that $1 - x/L \sim F^{-1/2}$. These two limits can be combined to construct an approximate formula for all forces (blue line, Eq. 1.15).
1.3 Set-ups for measuring the force vs. extension behavior of macro-molecules (Figure comes from reference [16]). (A) Hinged-hinged condition. Both ends are attached to beads which are held in optical traps that can exert forces but not moments. Hence the curvatures at the ends are constrained but not the slopes. The trap does not allow transverse displacements. (B) Clamped-clamped condition. The slopes and transverse displacements are constrained at both ends. (C) Partially clamped condition. One end of the macromolecule is secured to a cover-slip while the other end is attached to a bead in a magnetic or optical trap which ensures that the slope is held constant, but transverse displacements are allowed.

2.1 Illustration of the two-state kinetic model. (a) A chain of mixed folded and unfolded proteins is modeled as a heterogeneous freely-jointed chain. A single folded (unfolded) protein is represented by an $N_{fs}$-segment ($N_{us}$-segment) subchain with Kuhn length $l_f$ ($l_u$). In this illustration, two folded and one unfolded proteins are represented by the two red and one blue subchains respectively. Note that in reality, the actual number of segments in each subchain may be much larger. Also, $l_u$ is expected to be smaller than $l_f$ since an unfolded protein is expected to be flippier than a folded protein. (b) Energy landscape of the two-state model. The ordinate is the Gibbs free energy and the abscissa is the reaction coordinate. The two wells, representing the folded and unfolded states of a protein, are separated by an energy barrier with transition distances $\Delta x_u$ and $\Delta x_f$. At zero force, the folding rate and the unfolding rate are $\beta_0$ and $\alpha_0$ respectively, with $\beta_0 >> \alpha_0$. An applied force can lower the energy barrier and thus change the folding and unfolding rates.

2.2 Predictions of the force-extension profiles using the heterogeneous FJC model with only four free parameters. (a) ubiquitin. (b) fibrinogen. Blue curves are the experimental data – ubiquitin data from [7] and fibrinogen data from [9]. We use two of the experimental curves (black dots) to fit the Kuhn length and the contour length of the folded and unfolded proteins (black dashed lines are the fitting results). Then, without any more free parameters, we use the heterogeneous FJC model (Eq. 2.12) to predict all the other curves. The predictions (red curves) match well with the experimental data for both proteins.

2.3 Force-extension profiles of six copies of (a) ubiquitin, and (b) fibrinogen ($v_c = 1000\text{nm/s}$) in constant velocity pulling. Blue curves: experimental data (ubiquitin data from [7] and fibrinogen data from [9]); red curves: prediction using our two-state kinetic model.
2.4 Force-extension relation (continuous model) of ubiquitin (red) and fibrinogen (blue). In reality, both are globular proteins. Here we plot the force-extension relation using their kinetic parameters, but with $N_f, N_u$ being real numbers instead of integers.

2.5 Number of folded proteins as a function of time (continuous model). Red curve for ubiquitin and blue curve for fibrinogen. In reality, both are globular proteins. Here we plot the $N_f(t)$ profile using their kinetic parameters, but with $N_f, N_u$ being real numbers instead of integers.

2.6 Constant velocity pulling. (a) Dependence of the average unfolding force on pulling speed. Red: ubiquitin; blue: fibrinogen; solid line: accounting for refolding ($k_f \neq 0$), dashed line: ignoring refolding ($k_f = 0$). For both proteins, the predicted unfolding force using the set of parameters that assume $k_f = 0$ is much smaller, especially at high pulling velocities, than the one that takes the refolding rate into account. (b) Relaxation profiles ($v_c = 0\text{nm/s}$). The evolution of the number of refolded proteins is shown as a function of the relaxation extension $x_r$ (normalized by $x_{\text{max}} = NL_{us}$). A limit profile (blue) is approached as time approaches infinity.

2.7 Extension versus time profiles for pulling using a linearly increasing force ($v_f = 300\text{pN/s}$, 9 copies of proteins). (a) ubiquitin and (b) fibrinogen. Red curves: predicted step-wise profile, using integer $N_f$ and $N_u$ in the governing equations (Eq. 2.12 and Eq. 2.13). Each of the steps obeys the equilibrium force-extension relation, which is shown as dashed black curves (Eq. 2.12). Red circles and dashed line: unfolding events and the fitting results. The fitting equation is $x = 680.9 t - 52.12$ for ubiquitin and $x = 1419t - 92.01$ for fibrinogen ($x$ is the extension in units of nm). Blue lines: solutions obtained by using continuous $N_f$ and $N_u$ in the governing equations, which match well with the discrete model shown in red. The profiles for ubiquitin obtained here are consistent with those measured in [8]. Insets: if we take the refolding rate into account, some refolding events are observed at small force. (c) Extension versus time profiles for nine copies of ubiquitin assuming $k_f = 0$ shows no refolding events at small force even though it reproduces the overall trend.
The double exponential function $W(F)$ together with the stationary points (blue) and the critical forces (red) for pulling with a force linearly increasing in time. Assume that there are nine copies of ubiquitin in the chain. The double exponential function when $N_f = 8, N_u = 1$ is shown as a black solid line (when $N_u = 0$, the function is only a single exponential). As more and more proteins unfold, $N_f$ decreases and the curve $W(F)$ shifts to the right along the $F$ axis (see the arrow). We plot $W(F)$ in black dashed line for $N_f = 5, N_u = 4$ and in black dashed-dotted line for $N_f = 1, N_u = 8$. The movement of the curve results in the increase of the critical force $F_{cl}$ (red).

Constant force pulling profiles. (a) Extension versus time profile for nine copies of ubiquitin. Blue: $F = 100$pN, red: $F = 120$pN, black: $F = 140$pN. Inset: $F = 80$pN. Step-wise curves: solution when assuming $N_f$ and $N_u$ to be integers in both Eq. 2.12 and Eq. 2.13. Continuous curves: analytic solution obtained by letting $N_f$ and $N_u$ be real numbers in the equations. The dwell time for the step-wise solution, which is obtained analytically in the text, increases as the protein unfolds. The inset shows that when the force is not large enough, not all the proteins can unfold, and refolding/unfolding ‘hoppings’ occur periodically. (b) $N_{f_\infty}/N$ as a function of the dimensionless force $\Pi_F$. Red: ubiquitin; Blue: fibrinogen. $\delta F$, the range of the dimensionless force over which $N_{f_\infty}/N$ changes from 90% to 10%, is a universal constant $\ln 81$ for all proteins. $\Pi_F^\ast$ is the dimensionless force for half the proteins to unfold. It is shown in the text that $\Pi_F^\ast = \ln(\beta_0/\alpha_0)$. (c) Unfolding rate $\alpha$ as a function of the applied force $F$. Red solid line is the result of taking the refolding rate into account. When the force is large enough, $\log \alpha$ is a linear function of $F$ (red broken line). Blue solid line is the prediction assuming $k_f = 0$. Inset, $k_f/k_u$ as a function of the applied force.

A simple coupled harmonic spring system with two balls attached to three springs. All three springs have the same spring constant $k$ and natural length $L$. The degrees of freedom for this discrete system are two, characterized by $x_1$ and $x_2$, the displacements of the two balls away from their equilibrium positions.
4.1 Model of the 2D chain. A thermally fluctuating $N$-segment 2D chain is subjected to an external applied force $\vec{F} = F \hat{X}$. The configuration of the chain is characterized by its $N$ tangent angles $\theta_i$, formed by the segments with respect to the $\hat{X}$ axis. The transverse displacement of the chain, denoted by $y_i$ in the figure, reflects how much the chain fluctuates. (a) Hinged-hinged boundary conditions: both ends of the chain are constrained on the $\hat{X}$ axis, but no moment is acting on them; (b) partially clamped boundary conditions: one end of the chain is clamped on the $\hat{X}$ axis while the other end, with slope also constrained to be zero, is free to have transverse displacement in the $Y$ direction. (c) clamped-clamped boundary conditions: both ends are clamped on the $\hat{X}$ axis.

4.2 The unknown function $W(F)$ can be measured in a single force extension experiment. The shaded area above the force-extension curve is the complementary energy and the area beneath the force-extension curve is $k_B T \cdot W(F)$ by Eq. 4.15.

4.3 Thermo-mechanical quantities for a fluctuating chain. Blue: hinged-hinged boundary conditions; red: partially clamped boundary conditions; black: clamped-clamped boundary conditions. (a) Force-extension profile of the chain. Inset: local profile shows that the hinged-hinged chain (blue) has smaller extension and thus is more flexible (to show the figure clearly, we have changed the circles into lines with the same colors); (b) Variance of the extension. Inset: local profile shows that the hinged-hinged chain (blue) fluctuates more than the partially clamped chain (to show the figure clearly, we have changed the circles into lines with the same colors); (c) Average energy of the chain versus the applied force; (d) Variance of the energy; (e) Thermal expansion coefficient $\alpha$ versus the applied force; (f) Isothermal extensibility $\chi$ versus the applied force.

4.4 Verifying Eq. 4.23. Solid line: theoretical prediction; circles: MC simulation results. Simulations have been done under 11 different forces varying from 150pN to 1150pN with an increment of 100pN. Temperature is set to be 300K. Relative extension as well as thermal expansion coefficient are recorded. The result shown is for a homogeneous chain with contour length $L = 25$nm and bending modulus $K = 2.5k_B T \cdot nm$. 

xv
4.5 Force-extension relation for homogeneous chains (blue curve) and rods (red circle, theory in [17]). (a) Hinged-hinged boundary conditions; (b) partially clamped boundary conditions; (c) clamped-clamped boundary conditions. $K = 2.5k_BT \cdot nm$, $L = 2.5nm$. The figures show that our force-extension relations for the chains reduce to the known formulae for the continuous rods when $N \to +\infty$ with $L = Nl$ fixed. Here $N = 50000$ for the blue curves.

4.6 Dependence of the fluctuation of $\theta$ angles on the boundary conditions. Blue: hinged-hinged chain, the fluctuation in $\theta$ is at maximum and minimum respectively at the two ends and in the middle of the chain; red: partially clamped chain, the fluctuation is at maximum and minimum respectively in the middle and at the two ends; black: clamped-clamped chain, the fluctuation is at minimum at the two ends, but the maximum is not achieved in the middle of the chain. Also, the partially clamped chain (red) fluctuates more than the clamped-clamped chain (black). (a) $\xi_p/L = 5$, the dependence on the boundary conditions is significant throughout the chain; (b) $\xi_p/L = 0.2$ the dependence on the boundary conditions is significant only at the two ends of the chain. To make the figures clear, the MC simulation results are not shown in the same figures.

4.7 Dependence of the fluctuation of $\theta$ angles on the heterogeneity of the chain. Blue: homogeneous chain with $K = 2.5k_BT \cdot nm$; black: corresponding MC simulation results; red: heterogeneous chain with two bending moduli: $K_I = 0.5k_BT \cdot nm$ at the first half of the chain and $K_{II} = 4.5k_BT \cdot nm$ at the second half; black dashed curve: corresponding MC simulation results. (a), (b) and (c) are for hinged-hinged, partially clamped and clamped-clamped boundary conditions respectively. The figures show that jumps in the bending modulus result in jumps in the fluctuation in the $\langle \theta^2 \rangle$ profile. The larger the bending modulus, the smaller the fluctuation in $\theta$. 
4.8 Correlation in the tangent angle $\theta$. (a-f): results for the homogeneous chains. Blue: $\xi_p/L = 5$; red: $\xi_p/L = 1$; black: $\xi_p/L = 0.2$. (a),(c),(e) are the theoretical results for the hinged-hinged, partially clamped and clamped-clamped chains respectively. To make the plots clear, we plot the corresponding MC simulation results separately in (b),(d) and (f) (circles). The figures show that the correlation in $\theta$ depends strongly on $\xi_p/L$. When $\xi_p/L > 1$ (blue), the profile also significantly depends on the boundary conditions. (g-h): results for a heterogeneous chain with $L = 1\, \text{nm}$. The first half and the second half of the chain have bending moduli of $K_I = 0.5k_B T \cdot \text{nm}$ and $K_{II} = 4.5k_B T \cdot \text{nm}$ respectively. (g) is the theoretical predictions and (h) is the MC simulation results. Blue, red and black colors are for the hinged-hinged, partially clamped and clamped-clamped boundary conditions respectively. The correlation profile loses its symmetry and decreases faster at the first half of the chain where the bending modulus is smaller.

4.9 Transverse fluctuation $\langle y^2 \rangle$. (a): blue: hinged-hinged chain; red: partially clamped chain; black: clamped-clamped chain. Solid curve: homogeneous chain with $K = 2.5k_B T \cdot \text{nm}$; dashed curve: heterogeneous chain with $K_I = 0.5k_B T \cdot \text{nm}$ for the first half of the chain and $K_{II} = 4.5k_B T \cdot \text{nm}$ for the second half. In (a), $L = 1\, \text{nm}$ for all the curves. Since the curves are close to each other, to make the theoretical results clear, we do not plot the MC simulation results in (a). (b): transverse fluctuation decreases when the force increases. The results are for a homogeneous hinged-hinged chain with $L = 25\, \text{nm}$ and $K = 2.5k_B T \cdot \text{nm}$. The corresponding forces are labeled in the figure. Circles: MC simulation results; solid lines: theoretical predictions.

4.10 Dependence of the transverse fluctuation on the contour length of the chain. $K = 2.5k_B T \cdot \text{nm}$ for all the curves. Black solid curves (theory) and blue circles (MC simulation): $L = 5\, \text{nm}$; black dashed curves (theory) and red circles (MC simulation): $L = 25\, \text{nm}$; (a) hinged-hinged boundary conditions; (b) partially clamped boundary conditions; (c) clamped-clamped boundary conditions. The figures show that for a fixed persistence length, the longer the chain, the more the fluctuation. Also, our theoretical results and the MC simulation results match quite well. Note that here $\xi_p/L \leq 1$ and the results for hinged-hinged chain and clamped-clamped chains are quite similar, which is confirmed by the simulation results.
4.11 Unfolding of six copies of ubiquitins under constant velocity pulling condition. Blue dotted curves are the experimental data from [25]. Each peak in the profile represents a unfolding event where the force drops. The first and the last experimental curves are fitted to obtain the contour lengths and the bending moduli of the folded and unfolded proteins (Fig.(a): red circles are the fitted data and the black curves are the fitting results). The intermediate curves are then predicted without any free parameters using the 3D version of Eq. 4.38 (Fig.(b), red curves). Figure.(b) shows that the predictions match well with the experimental data.

5.1 End-to-end distance distribution function $P(x)$ using Eq. 5.14 (red circles) and Eq. 5.19 (blue). Here the external force is $F = 0$ pN, the segment length is $l = 1$ nm and the contour length is $L = 50$ nm. The two theories match well with each other.

5.2 (A): End-to-end distance distribution function $P(x)$ for a freely-jointed chain with different contour lengths $L = 5, 10, 25$ nm. Here $F = 10$ pN and the Kuhn length is $l = 5$ nm. The profile looks symmetric only when the contour length of the chain is long compared to its Kuhn length. (B) Distribution $P(x)$ for a freely-jointed chain under different values of tensile forces: $F = 5, 10, 20$ pN. As the force increases, the profile shifts to the right and the peak becomes sharper. For both plots, $T = 300$ K.

5.3 (A): End-to-end distance distribution function $P(x)$ for a wormlike chain with different contour lengths $L = 1, 5, 25$ nm. Here $F = 1000$ pN. For short chain, the profile is clearly not symmetric. When the contour length of the chain increases and becomes comparable to its persistence length, the profile looks more symmetric. (B) Distribution $P(x)$ for a wormlike chain under different values of tensile forces: $F = 50, 100, 300$ pN. As the force increases, the profile shifts to the right and the peak becomes sharper. For both plots, $T = 300$ K, $K_b = 2.5k_B T$. nm.

5.4 Distribution $P(r, x)$ for (A) a freely-jointed chain and (B) a wormlike chain. The chains are subjected to hinged-free boundary conditions. $x, r$ are respectively the extension and transverse displacement of the free end. Here $x$ is fixed for each curve and $P(r)$ versus $r$ is plotted. The parameters are (1) Temperature $T = 300$ K; (2) Kuhn length $l = 1$ nm (freely-jointed chain) or bending modulus $K_b = 2.0 k_B T$ (wormlike chain); (3) Contour length $L = 25$ nm; (4) Fixed force $F = 50$ pN. The figures show that as the fixed $x$ increases, the peak in the distribution profile becomes sharper. This makes sense because a chain with large extension has less freedom to fluctuate in the transverse direction.
6.1 A fluctuating elastic filament (extensible wormlike chain) under distributed forces. The origin of the $x - y$ coordinate system is set at the head of the filament, which is hinged. The other end of the filament is constrained to move only in the $x$ direction. One possible deformed configuration of the filament is shown in dashed line.

6.2 Comparison between the continuous models and the discrete model. (A) Force balance for an infinitesimal segment of a continuous rod. (B) Comparison of the results for a continuous rod (Black curve: Fourier series method and Eq. 6.15; Blue (almost overlaps with the black curve): method using force balance on infinitesimal segment and Eq. 6.20) and a discrete chain (red circles). The filament is under constant $\tau$ along the arc length so that Fourier series method can be applied. Here a 100nm chain is discretized into 1000 segments. The results match quite well.

6.3 Force-extension relations for a wormlike chain (1: red solid line) under uniform distributed load $\tau$ with thermal fluctuations, (2: red dashed line) under uniform distributed load $\tau$ without thermal fluctuations, (3: blue solid line) under end-to-end force $F = \tau L_0$ with thermal fluctuations, and (4: blue dashed line) under end-to-end force without thermal fluctuations. The reference contour length of the chain is $L_0 = 50$nm. The persistence length is 5nm. The segment length is 0.5nm with $N = 100$ segments.

6.4 Transverse fluctuation of a chain under uniform distributed $\tau = 5pN/nm$ (red), and under end-to-end applied force $F = \tau L_0$ (blue). Under distributed force, the chain has larger thermal fluctuations with an asymmetric fluctuation profile.
6.5 DNA in non-uniform microfluidic channels. (A) A piece of DNA confined in a linear channel and a constant-strain rate channel. Both channel types have been fabricated in experiments [15]. (B) The velocity in the non-uniform channel is inversely proportional to the channel width. Therefore, given the velocity $v_f$ at the exit (rightmost) end, the entire velocity profile inside the channel is known, which then leads to the drag force $\tau = d_t v$ along the polymer. Here the end-to-end extension of the polymer is plotted against $v_f$. As we increase the flow velocity, the strain along polymer increases, resulting in a larger end-to-end extension. Red: DNA in a linear channel. Blue: DNA in a constant-strain-rate channel. Dashed/Solid lines: extension with/without the contribution of thermal fluctuations. (C) Transverse fluctuations along the polymer arc length. Red and blue for DNA in a linear and a constant-strain-rate channel respectively. Solid line is for a DNA with one end hinged and the other end free to fluctuate. Dashed line is for the same DNA with both ends hinged on the x axis.

6.6 Transverse fluctuation of a chain under uniform distributed $\tau$ plus a point load $F$ in the middle. The left half of the chain has less fluctuation because the stretching of the point loads reduces the thermal fluctuations.

7.1 Measurement of the fluctuations of the internal segments of confined DNA. (A) Image of a dye label (Alexa-546) on a DNA backbone (backbone not shown) with 80ms exposure time. (B) 2D surface plot of the raw image (intensity of the dye vs. the X Y coordinates). (C) Image of one T4 DNA fragment ($\sim 36$ microns) with backbone (red) and internal labels (green). (D) Time series (8 seconds) of the DNA showing the fluctuations of backbone and internal labels. In (D), the red trace is the backbone and the green traces are the trajectories of internal dye labels.

7.2 Internal fluctuation of $\lambda$ DNA confined in a 80nm x 130nm channel. (A) The measured rms fluctuation $\sigma$ versus mean extension $\langle x \rangle$ for the internal segments of the DNA agrees very well with de Genne’s theory with no fitting parameters (red curve, Eq.7.4). (B) A linear $\sigma^2 - \langle x \rangle$ profile confirms the 0.5 power law of $\sigma \sim \langle x \rangle^{1/2}$ of the de Gennes’ theory. Note, however, that here we have maximum $\langle x \rangle \lesssim 10\mu$m. As shown in a subsequent figure (Fig.7.4) and in the text, for longer polymer with a maximum $\langle x \rangle \gtrsim 10\mu$m, the data deviates significantly from de Gennes’ theory and even the 0.5 power law is lost.
7.3 Probability distributions $P(x)$ for 2 internal segments of $\lambda$ DNA inside a $80\text{nm} \times 130\text{nm}$ channel. The experimental data is fitted to Eq.7.7 (red). The fitting value $C$ (Eq.7.7), when plugged back to Eq.7.6-2, recovers de Gennes’s formula Eq.7.4.

7.4 Fluctuation of the internal segments of (A) T4 DNA in $80\text{nm} \times 130\text{nm}$, (B) T4 DNA in $60\text{nm} \times 100\text{nm}$ and (C) $\lambda$ DNA in $50\text{nm} \times 70\text{nm}$ channels. For all cases, the maximum mean extension $\langle x \rangle > 10\mu\text{m}$. For (A) and (B), the data $\langle x \rangle \lesssim 10\mu\text{m}$ agrees with de Gennes’s theory (red, no fitting parameters). Deviation from de Gennes’ theory begins at a critical $\langle x \rangle \sim 10\mu\text{m}$, above which the data falls into the black curve predicted by the deflection theories of Odijk [6], Wang and Gao [11]. For tighter channels (C), the transition occurs earlier with most data falling in the deflection regime.

7.5 Internal fluctuation $\sigma$ versus mean extension $\langle x \rangle$ for BAC (red squares) and T4 DNA (black circles) in a $80\text{nm} \times 130\text{nm}$ channel. This figure shows that DNAs from two different sources give almost identical results, which suggests that agreement with de Gennes theory for short internal segments, and deviation from de Gennes’ theory for long internal segments, are both sequence independent.

7.6 (A) Folded structures in the backbone of confined DNA. Each branch of the structure is about $150 - 250\text{nm}$, about the width of the channel size. The structures are separated by a distance $\sim 10\mu\text{m}$. (B, C) Distribution of extension $P(x)$ for 2 internal segments that contain the folded structures. In disagreement with de Gennes’ prediction, the distributions show 2 peaks, from which we infer the existence of the folded structures. However, the structures are not stable as the two peaks in the distributions are comparable in height. The red curves fitted to the left peaks on the histogram are from de Gennes’ theory (Eq.7.7) and the ones superimposed on the right peaks are from the deflection theory (Eq.7.10). (D) Extension $x$ versus time for a single internal segment that shows two peaks in the distribution $P(x)$. The extension of this particular internal segment seems to fluctuate around two values shown by the dashed lines. This gives rise to the two peaks seen in the probability distribution.
7.7 (A) Phase diagram showing two regimes on the $L - D$ plane, assuming $\xi_p = 50\text{nm}$ for DNA. Transition from de Gennes’ to Odijk’s regime can occur when $D$ decreases with $L$ fixed, or when $L$ increases with $D$ fixed. (B) DNA with local folded structures as an intermediate state between de Gennes’s and Odijk’s regimes. In experiments, we observe heterogeneity in the intensity profile of YOYO-1 dye along the backbone of a confined DNA, which suggests the existence of the local folded structures (see Appendix).

7.8 Discrete wormlike chain model for confined DNA in a nanochannel. The confined wormlike chain, subjected to and end-to-end applied force in general, has bending energy represented by a spring of stiffness $\kappa$ at each node.

7.9 Fluctuation versus mean extension of internal segments of the strongly confined DNA in 60nm channels (Eq.7.13 and Eq.7.14). The contour lengths of the DNA are (A) $L = 10\mu\text{m}$, (B) $5\mu\text{m}$, (C) $1\mu\text{m}$ and (D) $250\text{nm}$. For a long DNA (A and B), data from internal segments of various locations of the chain collapse on the a curve with 0.5 power law (light green). The result agrees with Eq.7.9 (blue), which is derived for the end-to-end fluctuation of a confined DNA. For short DNA however (C and D), no power law is found as data from various locations of the chain do not collapse onto a single curve (light green). Therefore, formulae derived for the end-to-end fluctuation of the confined DNA, such as Eq.7.9 (blue), cannot be used for internal fluctuation. The boundary effect is so significant that the rms fluctuation $\sigma$ not only depends on $\langle x \rangle$, but also on the location of the internal segments.

7.10 Fluctuation as a function as the position of an internal segment for a short chain. The contour length of the entire chain is short (250nm), so that the fluctuation not only depends on the length of the internal segment, but also on its position. Here we plot the fluctuation versus position for internal segments with the same size: 50nm (red) and 10nm (blue). For the internal segments close to the boundaries, the fluctuation is larger because they have more freedom compared to the segments inside the chain.

7.11 Fluctuation of a 18$\mu\text{m}$ long chain with persistence length $\xi_p = 50\text{nm}$ confined in a 60nm$x$60nm channel. From bottom to top: (1) $\triangle$: no nicks; (2) $+$: 10 nick in 18$\mu\text{m}$; (3) $\circ$: 50 nicks in 18$\mu\text{m}$; (4) $\times$: 100 nicks in 18$\mu\text{m}$; (5) $\square$: 200 nicks in 18$\mu\text{m}$. This figure shows that when the density of nicks is lower than 50 nicks per 18$\mu\text{m}$, or 1 nick per kbp of DNA, the fluctuation profile is almost the same as that for a chain without nicks.
8.1 1D random walk of particles (blue) in the \( z \)-direction. In its natural condition, each particle has \( \Omega_{\text{tot}} \) internal states (\( \Omega_{\text{tot}} = 6 \) in the figure). Some \( z \)-dependent spatial constraints reduce the number of accessible states at location \( z \) to \( \Omega(z) \leq \Omega_{\text{tot}} \) (the blank boxes), creating an entropy varying landscape. Free energy is lower where there are more states to explore. An entropic force arises from this random walk model, driving the system towards regions with lower free energy.

8.2 Steady state distribution \( P_{\text{steady}}(z) \) (y-axis on the left) on a free energy landscape \( G(z) \propto \log(z) \) (y-axis on the right). The random walk domain is \( z \in [1, 100] \), with \( z = 1 \) being a hard wall and \( z = 100 \) being an absorption wall. Eq. 8.5 predicts a linear steady state distribution (blue line), which is confirmed, without any fitting, by the Kinetic Monte Carlo simulation results (blue circles). The numbers in this figure are in SI units.

8.3 A DNA molecule is modelled as a 1D rod confined in a non-uniform channel. Typically, inside a nano-channel the DNA molecule can be subjected to stretching force \( f_{\text{int}} \), drag force \( f_{\text{drag}} \) exerted by the surrounding fluid flow, entropic force \( f_{\text{ent}} \) due to the non-uniform confinement and also electrical force \( f_{\text{ele}} \) since the DNA is charged. The figure shows balance of force for an infinitesimal segment on the rod.

8.4 Drag coefficient per unit length as a function of the stretching force \( f_{\text{int}} \) at different channel widths \( D \) (calculated using Eq. 8.11, Eq. 8.12 and Eq. 8.14).

8.5 Stretch and force distributions along the arc length \( s \) of a stationary DNA in a uniform nanofluidic channel. The stretch distribution is non-linear: \( (1 - \tilde{\lambda}) \sim (-\tilde{s})^{-1/2} \) while the force distribution is always linear with slope being \(-5\sqrt{3}\).
8.6 Entropically driven DNA crossing a sharp interface where the channel width changes suddenly. The channel shape is shown in (a). No fluid flow or electrical force is applied, so the DNA is driven only by the entropic force. The numbers in the circles represent snapshots of the molecule at different times. The process can be divided into two stages. Stage-(I): DNA moving across the interface at $z = z_*$ ($\mathbf{1} - \mathbf{3}$). In this stage, a large force/strain gradient occurs at $z = z_*$ as is apparent in (b). This force/strain gradient is caused by the migration speed gradient as shown in the enlarged figure in (a) ($v_0 > v_l, v_0 > v_r$). The strain gradient travels along the DNA backbone until it completely enters into the wider region. Total extension of the DNA decreases in this stage as is apparent in (c). Stage-(II): DNA leaving the interface ($\mathbf{3} - \mathbf{4}$). In this stage, the force/strain gradient slowly relaxes as is apparent in (b). The total extension of the DNA stops decreasing, instead, it increases to reach an equilibrium value as is apparent in (c).

8.7 Movement of the right end of the DNA ($z(L,t)$ as a function of $t$) in channels with different $\eta$. No fluid flow or electrical force is applied, so the DNA is driven only by the entropic force. For a channel that changes its shape more rapidly (smaller $\eta = 0.01$, blue), the DNA moves faster because of larger entropic force. The initial condition is a stress free state. The boundary conditions are $f_{\text{int}} = 0$ at $s = 0$ and $s = L$.

8.8 Migration of a piece of DNA in different types of nanochannels. The polymer is driven purely by entropic forces ($\bar{V} = 0$). (a) $\bar{z}$ at $\bar{s} = 0$ versus dimensionless time. (b) Total stretch $\Delta z/L = [z(L) - z(0)]/L$ versus dimensionless time. Different lines are for different channel shapes $D(z)$. Blue circles: linear channel with $D(z) = az + b$. Red triangles: $D(z) = (az + b)^{-1/2}$. Black squares: $D(z) = (az + b)^{-2}$. Cyan stars: $D(z) = (az + b)^{-1}$. Here $a$ and $b$ are different constants for different channel types. For comparison, $a$ and $b$ for each channel type are chosen so that the entrance/exit widths of the four channels are the same.
8.9 Motion and deformation of a piece of DNA in symmetric non-uniform channels without fluid flow or applied electric fields. (a–c): In the symmetric channel shown in (a), the initially stress-free polymer is pulled by a pair of entropic forces created by the channel. As a result, force and strain build up along the polymer backbone. In particular, large force gradient occurs at locations where the channel changes its shape most rapidly (b). The total extension of the polymer increases initially in response to the entropic pulling and then reaches equilibrium (c). (d–f): The symmetric channel shown in (d) creates a pair of entropic forces, which pushes the DNA inwards. In response, strain is developed along the polymer backbone (e). The total extension of the DNA decreases because of the pushing and then reaches equilibrium (f).

8.10 (a) A piece of DNA migrates along a non-uniform nano-channel with fluid flow $V > 0$. The numbers 1, 2, 3, 4, 5, 6 represent snapshots in time. (b) Total stretch of the DNA increases as the polymer squeezes through the middle narrow region of the channel. (c) Two strain/stress gradients travel through the polymer backbone sequentially because there are two locations where the width of the channel varies rapidly.

8.11 Migration of three different pieces of DNA in a periodic channel as shown in (a) (width in the wide/narrow region is $D = 50$nm and $D = 25$nm respectively, only one DNA molecule is shown). No electrical force is applied. Fluid in the channel flows to the right $v_{\text{fluid}} > 0$. (b) $z$ at $s = 0$ versus time. Blue: $L = 8\mu$m, $p = 50$nm. Red: $L = 3\mu$m, $p = 50$nm. Black: $L = 8\mu$m, $p = 100$nm. At $t = 5$s, the long DNA (blue) and the short DNA (red) have been separated by 6.6 microns.

8.12 Transition between Odijk’s and de Gennes’ regimes. The two curves on the $f - D$ plane correspond to errors $e = 3\%$ (black), and 5\% (blue) respectively. Region to the left of the curves is with less error. For the region with $e < 3\%$, we claim the polymer is in Odijk’s regime. On the other hand, for the region with $e > 5\%$, the polymer is more likely to be in de Gennes’ regime. We define 3\%–5\% as an uncertain zone, where transition between the two regimes occurs. The transition channel width is shown to increase with the increase of force.
9.1 Illustration of the primary plant cell wall, which is a network consisting of various filaments with very different mechanical properties. The cellulose microfibrils are thick and provide tensile strength for the cell walls while the polysaccharide pectins, much smaller in the cross section dimensions, fill the spaces between the cellulose microfibrils and provide resistance to compression [18].

9.2 A triangular network made up of 3 wormlike chains.

9.3 Expansion of a triangular network made up of 3 wormlike chains. There is a phase transition at $\bar{\rho} = 3$.

9.4 Illustration of a discrete fluctuating filament network.

9.5 Configuration of a hinged-hinged buckled rod. The rod is under uniaxial compression. If we start with a perfectly straight rod, the computational scheme always leads to a straight configuration, which is unstable when the compressive force is large. With initial perturbation, however, we obtain the correct post-buckling configurations, as shown in the figure.

9.6 Buckling of a hinged-hinged rod. (A) Tangent angle at $s = 0$, (B) Deflection at the middle of the rod, and (C) $\Delta x = L - x(L)$ as a function of the compressive force. Blue: exact solution. Red: Computational results.


9.8 Compression of a hinged-hinged rod. Dashed line: without thermal fluctuation. Solid line: with thermal fluctuation. Small perturbations are applied to the initial configuration of the rod.

9.9 Influence of the initial imperfection. When the imperfection is small, the path is closer to the singularity and a large peak shows in the force-extension curve. When there is no imperfection, the curve will go to infinitely. When the imperfection is large, the path is further away from the singularity and the curve transition smoothly to the post-buckling regime. (B) is the enlarged figure of (A) around the peak. Blue: 0.1°. Red: 0.5°. Black: 1.0°. Green: 2.0°. Cyan: 3.0°.
9.10 Influence of the material properties on the compression behavior. (A) Force-extension curve for different bending modulus $K_b$. Increasing the bending modulus shifts the peak to the right and decreases the intensity of the peak. Blue: $K_b = 150k_BT \cdot nm$. Red: $K_b = 250k_BT \cdot nm$. Black: $K_b = 350k_BT \cdot nm$. Green: $K_b = 450k_BT \cdot nm$. Cyan: $K_b = 550k_BT \cdot nm$. (B) Force-extension curve for different stretching modulus $K_s$. Increasing the bending modulus shifts the peak to the left. Blue: $K_s = 2.0k_BT/nm$. Red: $K_b = 4.0k_BT/nm$. Black: $K_b = 1000k_BT \cdot nm$. The force-extension behavior of a single filament is more sensitive to a change in the bending modulus than a change in the stretching modulus.

9.11 Influence of the boundary conditions on the compression behavior. Rotational springs are added to the two ends of the rod. When the stiffness of the spring becomes infinity, the rod is under clamped-clamped conditions. Black: $K_\theta = 0.0k_BT$. Red: $K_\theta = 10.0k_BT$. Black: $K_\theta = 1000.0k_BT$. The clamped-clamped rod buckles at $F = 4pN$, as expected.

9.12 (A) Hydrostatic edge tension on a filament ring with $n = 6$ interior filaments. (B) If we assume linear elasticity and do not consider thermal fluctuations, the network always becomes softer at larger hydrostatic tension.

9.13 (A) Plot of Eq. 9.35. The size of the network versus the dimensionless hydrostatic tension $\bar{p} = \beta \pi \xi_p L p/n$. (B) Plot of Eq. 9.38. The dimensionless bulk modulus is defined as $K_{bulk} \cdot (8\pi \xi_p L / (k_BTn))$.

9.14 Expansion of two hexagons under hydrostatic tension. Each filament is 20nm long. Their persistence length is 10nm. (A) Stretching modulus is $10k_BT/nm$. Black: undeformed configuration. Red: deformed configuration under $p = 0.5pN/nm$. Green: deformed configuration under $p = 1.0pN/nm$. Blue: deformed configuration under $p = 1.5pN/nm$. (B) Stretching modulus is $1000k_BT/nm$. Black: undeformed configuration. Red: deformed configuration under $p = 0.5pN/nm$. Green: deformed configuration under $p = 2.5pN/nm$. Blue: deformed configuration under $p = 5pN/nm$. 
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9.15 Expansion of a hexagon under hydrostatic tension \( p \). Each filament in the hexagon is 20nm long. Dashed lines are the results without taking thermal fluctuations into account. Solid lines are the results with thermal fluctuations. Circles are the analytic solutions of Eq. 9.32. (A) Persistence length \( \xi_p = 10\text{nm} \), stretching modulus \( K_s = 10k_BT/\text{nm} \). The results with thermal fluctuations shows strain stiffening, i.e, the bulk modulus increases during the expansion process. The bulk modulus changes from \( K_{\text{bulk}} = 0.07\text{pN/nm} \) (fitting from \( p = 0 \) to \( 0.06\text{pN/nm} \)) to \( K_{\text{bulk}} = 1.29\text{pN/nm} \) (fitting from \( p = 0.3 \) to \( 0.6\text{pN/nm} \)). (B) \( \xi_p = 5\text{nm} \), \( K_s = 10k_BT/\text{nm} \) (red). Changing the bending modulus does not change the static solution. But, the results with thermal fluctuation changes a lot. In particular, the initial bulk modulus is \( K_{\text{bulk}} = 0.02\text{pN/nm} \) (fitting from \( p = 0 \) to \( 0.06\text{pN/nm} \)). For \( p = 0.3 \) to \( 0.8\text{pN/nm} \), the bulk modulus is \( K_{\text{bulk}} = 1.18\text{pN/nm} \). The results in plot A are superimposed as blue lines and circles. (C) \( \xi_p = 10\text{nm} \), \( K_s = 100k_BT/\text{nm} \) (red). Changing the stretching modulus (compared to A) affects both the static and thermo-mechanical solutions. The fittings for \( K_{\text{bulk}} \) are for the intervals \( p = 0 \) to \( 0.06\text{pN/nm} \) and \( p = 0.4 \) to \( 0.8\text{pN/nm} \) respectively. The results in plot A are superimposed as blue lines and circles. (D) \( \xi_p = 10\text{nm} \), \( K_s = 100k_BT/\text{nm} \) (red). The fittings are for the intervals \( p = 0 \) to \( 0.05\text{pN/nm} \) and \( p = 0.15 \) to \( 0.3\text{pN/nm} \) respectively. The results in plot A are superimposed as blue lines and circles.

9.16 (A)-(C): Three different hexagonal structures. The structures shown in (B) and (C) are obtained by removing and adding filaments from/into (A). (D): Expansion behaviors of the three structures shown in A-C are shown in red, blue and black, respectively. Thermal fluctuation is significantly reduced for network (C).

9.17 Scaling law of stretching the thermal fluctuations. An equilateral triangle whose initial length for the sides is \( L = 20\text{nm} \) is under hydrostatic tension \( p \). The persistence length of the filaments is \( \xi_p = 10\text{nm} \). \( \Delta r \), as defined in Eq. 9.39, characterizes the size difference between the static solution and the thermal solution. The fitting result suggests \( \Delta r \sim p^{-1} \). Thermal fluctuation is stretched out faster than the \( -0.5 \) power law.

9.18 Principal stretch during an expansion process. Denote the principal stretches as \( \lambda_1 \) and \( \lambda_2 \), then the stretch associate with expansion and with shear are respectively \( \lambda_{\text{ex}} = \sqrt{\lambda_1\lambda_2} \), \( \lambda_{\text{sh}} = \sqrt{\lambda_1/\lambda_2} \). For the expansion of a hexagon, \( \lambda_{\text{ex}} \) versus the the hydrostatic tension is plotted in blue, while \( \lambda_{\text{sh}} \) versus \( p \) is plotted in red.
9.19 Expansion of two hexagons. (A) $\lambda_{ex}$ (blue) and $\lambda_{sh}$ (red) versus hydrostatic tension $p$. (B) Average area versus $p$. Solid line: hexagon whose filaments have persistence length $\xi_p = 10\text{nm}$. Dashed line: hexagon whose filaments have persistence length $\xi_p = 20\text{nm}$. The behavior of the two networks is different at low $p$, because bending dominates at this regime.

9.20 Analytic static solutions for simple shear on a hexagon. Two components, $F_{12}$ (blue) and $F_{22}$ (red) of the deformation gradient $\mathbf{F}$ is plotted as a function of the applied shear stress $\tau$. Dashed lines are the asymptotic behavior at small $\tau$. Dimensionless shear stress is defined as $\tilde{\tau} = \tau l_0/2K_s$, with $l_0$ and $K_s$ being the contour length and stretching modulus of the filaments.

9.21 (A) Illustration of shear on a single hexagon. Uniform distributed forces in $\pm x$ direction are applied on the top and bottom filaments of hexagon to cause the shear deformation. Some filaments that are under compression will buckle during the shear deformation. Each filament is 20nm long. Their persistence length is 10nm. Stretching modulus is $10k_B T/\text{nm}$. (B) Reference configuration with initial perturbation. (C-E) Deformed configurations with buckled filaments.

9.22 When buckling occurs, the hexagon undergoes significant deformation for even a small increases in the shear stress (compared to $B \rightarrow C$ in Fig. 9.21). Black: $\tau = 40fN/\text{nm}$. Blue: $\tau = 45fN/\text{nm}$. Red: $\tau = 50fN/\text{nm}$. The deformation shown here is significant compared to the deformation before buckling at $\tau < 40fN/\text{nm}$ (Fig. 9.21).

9.23 Shear on a hexagon with small stretching modulus $K_s = 1k_B T/\text{nm}$. Unlike the deformation shown in Fig. 9.21, the hexagon can achieve large shear deformation without buckling when the stretching modulus is small. Filaments in many cellular networks have large stretching modulus. They achieve large deformation by stretching out thermal fluctuations.
9.24 X direction separation of the top and bottom filaments. $\Delta x$ is the distance between node 1 and node 2 shown in Eq. 9.21A. This quantity is plotted as a function of the shear stress $\tau$. Effective stiffness is defined as $k = \tau / \Delta x$ here. Dashed line is the result without thermal fluctuation. The hexagon is much softer after buckling if thermal fluctuation is not taken into account. Solid line is the result with thermal fluctuations. The hexagon becomes stiffer after buckling when thermal fluctuation is taken into account. Circles are the results from the analytic static solutions assuming affine deformation (Eq. 9.50). They match with our computational results at small $\tau$. For large $\tau$, buckling occurs and the deformation of the hexagon is non-affine. (A) and (B) are for different persistence length $\xi_p = 10\text{nm}$ and $\xi_p = 5\text{nm}$ respectively.

9.25 Average separation between the top and bottom filaments as a function of the shear stress. (A) and (B) are the results without and with thermal fluctuations respectively. The results show that the hexagon contracts in the direction perpendicular to the shear direction. At small shear stress, the deformation is affine. The static solution (shown in A) roughly agrees with Eq. 9.50 (shown in circles). The difference is caused by the perturbations on the initial configuration. For the result with thermal fluctuations (shown B), a fitting to the solution shows that the separation decreases quadratically.

9.26 Shear strain $\gamma$ as a function of the shear stress $\tau$. Effective shear modulus can be defined as $G = \tau / \gamma$. Dashed line: static solution. Solid line: result including the thermal effects. The strain and stress relation is linear before and after buckling at $\tau \approx 40fN/nm$. For the static solution, the shear modulus decreases significantly after buckling. For the result that includes the thermal fluctuation, shear modulus does not change a lot before and after buckling. The reason is that before buckling, the shear modulus is much less than that of the static solution because of the fluctuations. Figure A and B are for $\xi_p = 10\text{nm}$ and $5\text{nm}$ respectively. Contour length of the filaments is $L = 20\text{nm}$. Stretching modulus is $K_s = 10k_BT/nm$.

9.27 Affine, non-affine deformation during shear on a hexagon.

9.28 (A) $\lambda_{ex}$ and $\lambda_{sh}$ as a function of the shear stress $\tau$. (B) Eigen-direction (direction of $\vec{e}_0^0$) as a function of the shear stress. The other eigen-direction $\vec{e}_2^0$ is perpendicular to $\vec{e}_1^0$. 
9.29 Analytic static solutions for uniaxial tension on a hexagon. Two components, $F_{11}$ (blue) and $F_{22}$ (red) of the deformation gradient $\mathbf{F}$ are plotted as functions of the applied tensile stress $q$. Dashed lines are the asymptotic behavior at small $q$. Dimensionless tensile stress is defined as $\bar{q} = 3ql_0/K_s$, with $l_0$ and $K_s$ being the contour length and stretching modulus of the filaments.

9.30 (A) Uniaxial tension on a hexagon. Each filament is 20 nm long. Their persistence length is 10 nm. Stretching modulus is $10k_B T/nm$. (B-E) Deformed configurations with buckling of the diagonal filaments.

9.31 Uniaxial tension on a hexagon with smaller stretching modulus $K_s = 1.0k_B T/nm$. Unlike the hexagon shown in Fig. 9.30, where $K_s = 10k_B T/nm$, the hexagon here can undergoes large deformation without buckling.

9.32 Width of the hexagon ($\Delta x$) is defined as the average $x$ direction separation between the left and right filaments. Height ($\Delta y$) is defined as the average $y$ direction separation between the top and bottom filaments. This figure shows $\Delta x$ (blue) and $\Delta y$ (red) as functions of the tension $q$ with (solid lines) and without (dashed) thermal fluctuations. Solid lines are always below the dashed lines because of thermal fluctuation. Interestingly, height of the hexagon increases in the initial state of the tensile pulling.

9.33 Pure tension on a hexagon. (A) and (B): $\xi_p = 10$ nm, $K_s = 10k_B T/nm$. (C) and (D) $\xi_p = 10$ nm, $K_s = 1k_B T/nm$. (A) and (C): stretch $\lambda_x$ (blue) and $\lambda_y$ (red) during the uniaxial pulling. Initial Young’s moduli are $E_{A,\text{static}} = 0.31pN/nm$, $E_{\lambda,\text{thermal}} = 0.07pN/nm$, $E_{C,\text{static}} = 0.14pN/nm$ and $E_{C,\text{thermal}} = 0.07pN/nm$. (B) and (D): Poisson’s ratio as a function of the tensile stress $q$. Solid lines are the results with thermal fluctuations. Dashed lines are the results without thermal fluctuations.

9.34 $\lambda_{ex}$ and $\lambda_{sh}$ as functions of the pulling stress $q$. At $q = 0$, $\lambda_{ex}$ is less than 1 because of thermal fluctuations.


J.1 $\sigma$ versus $\langle x \rangle$ profile for the $\langle x \rangle \leq 10 \mu m$ region. Fluctuation of short internal DNA segments from different sources matches with de Gennes’ theory with NO fitting parameters.
K.1 (A) The backbone intensity images of a confined DNA fragment (≈34µm) stained with YOYO-1 iodide in a 80nm×130nm channel. The images are recorded at time interval of 1.6s. From the heterogeneity of the intensity profile, we infer that there exist some local structures on the backbone. (B) Images of the time series (8 seconds) of a T4 DNA fragment (≈32µm). The backbone of the DNA is shown in red and the internal dyes are shown in green. The region with high fluorescence density is the area with local folded structures. The green traces are the trajectories of internal dye labels in the time series. This image shows two internal dyes coming together, which is evidence of formation of local folded structures.

L.1 Mean end-to-end extension ⟨x⟩ versus contour length L of confined DNA in a 60nm×100nm channel. The fitting result is x = 0.5L, which is consistent with the prediction of the Odijk deflection theory: x = 0.7L.

O.1 Given θ, we find the l that minimizes the energy of the confined chain.
Chapter 1

Introduction

Key concepts of this chapter:

1. Cells use filaments and filamentous networks as the basis of their structures. The mechanics and energetics of these one dimensional ‘biological beams’ and their networks play a role in regulating a cell’s activities.

2. In the world of nanoscale mechanics, entropy, or thermal fluctuation, plays a role as important as the elastic energy.

3. The freely-jointed chain model is the simplest model for a biopolymer. The entropic nature of this model leads to the prediction that a polymer behaves like a spring in the limit of small force, with a temperature dependent spring constant.

4. The wormlike chain model is the most widely used model for a biopolymer. It considers both the elastic energy and the entropy of the system and predicts that the shrinking of a chain under tension $F$ scales as $F^{-1/2}$ in the limit of large force.

5. The fact that thermal fluctuation scales linearly with the temperature and inversely with the effective stiffness of the system is a rather universal law.

6. This thesis develops theoretical methods to efficiently evaluate the statistical mechanical properties of rod-like filaments and filamentous networks. In particular, the theory can be applied to study heterogeneous filaments and networks under various boundary and loading conditions.
Beams as structural elements have been used by human beings for thousands of years. But the fact that nature, or our own bodies, has put these one-dimensional elements to similar architectural uses was not appreciated until recent decades. It is now widely acknowledged that cells not only make use of various rod-like filaments as the basis of their structures, but also use them smartly and efficiently. Well-known examples of rod-like macromolecules and structures in our bodies include the three different types of filaments that make up the cytoskeleton networks, such as actin filaments, intermediate filaments and microtubules, the slender protrusions of hair cells, known as stereocilia that vibrate in response to sound, and also the DNA molecules, whose backbones are double helices that can be further folded to adopt supercoiled configurations, etc. All being one-dimensional objects though, these macromolecules and structures differ a lot in their sizes and mechanical properties. They are so designed to meet specific needs and perform different functions inside cells. For example, an intermediate filament has a diameter around 10nm while a DNA molecule is about 2.5nm wide. Correspondingly, the former is stiff and has a function of supporting mechanical stress in cells, while the latter is relatively flexible and can be highly coiled up and packed into confined spaces when needed.

The mechanics and energetics of these ‘biological beams’ have been of great interest to many researchers because to some extent, they determine and regulate the functions of the cells. For example, the activity of a gene regulated by the lac repressor is found to depend periodically on the distance between the operator sites [3]. Here the key element in the modulation of the activity of the gene is the twisting and bending deformations of the DNA that is looped between the operator sites. Similarly, an enhancer’s (a binding site for an activator protein) activity depends periodically on its distance away from the promoter [1]. Such periodicity occurs because a nonideal binding site can result in unfavorably large twisting energy in the DNA molecule and finally leads to differences in gene expression. Lately, scientists have even begun to make use of the mechanics of the rod-like filaments to develop new tools for molecule detection. For instance, the change in the bending energy of a molecular beacon caused by binding has been used for mRNA detection [4].

Important as the mechanical aspect is, it does not completely describe the behavior of rod-like filaments inside cells. In the world of molecular biology, the relevant units are piconewtons and nanometers, which combine to give the relevant energy scale as $\sim 1$pN-nm. This is comparable to the typical value of thermal energy $k_B T \approx 4.1$pN-nm at room temperature. Therefore, unlike beams that statically support loads on a building, the rod-like filaments inside cells are under erratic and constant Brownian motion. Therefore, entropy plays a significant role in their mechanics and can not be neglected compared to the elastic bending and twisting energies.

In fact, the simplest model that captures the relation between force and extension for a single rod-like polymer is based on a purely entropic interpretation of the free energy, neglecting all the elastic energy terms. This is the
Figure 1.1: Beam structures made by human beings and by nature. (A) The Akashi-Kaikyō Bridge, located in Japan and spanning 1,991 metres, is the world’s longest suspension bridge (Figure comes from http://blogger.sanook.com/confuse/2008/11/23/). (B) In a cell division cycle, the mitotic spindles, composed by microtubules and various other proteins, are used as ‘cables’ to pull the daughter chromosomes apart. (Figure comes from reference [1].) (C) Man-made tent is usually supported by a frame of poles. (Figure comes from Wikipedia: Tent.) (D) A spectrin meshwork under the human red blood cells. Cell membrane is thin and fragile. So most of them are strengthened and supported by a network of protein filamenets. This filamentous network, like the frame in the man-made tent, determines the shape of the membrane. (Figure comes from reference [1].) (E) The 2010 Vancouver Olympic cauldron. (Figure comes from Wikipedia: Olympic Flame. (F) Structure of the stereocilia projecting from a hair cell in the inner ear (Figure comes from [2]).
so-called freely-jointed chain model, or random walk model because each con-
figuration of a chain in this model is essentially a random walk in the space.
In this model, one imagines a polymer as a chain of $N$ inextensible monomeric
segments without interactions between each other. Elastic energy $E$ is zero
for all the configurations and therefore the free energy $G = E - TS$ is purely
determined by the entropy $S$. Since the number of configurations and thus the
entropy decreases with the increase of polymer end-to-end distance, larger ex-
tension leads to a higher value of free energy. Hence, the principle of minimum
free energy implies that the polymer favors highly convoluted configurations
where a large number of conformations are available. In other words, one
needs to exert tensile force to extend the polymer even without stretching it
beyond its contour length. The force extension relation in this model (in 3D
space) is [5, 6]:

$$\frac{\langle x \rangle}{L} = \coth \left( \frac{F l}{k_B T} \right) - \frac{k_B T}{F l} = L \left( \frac{F l}{k_B T} \right),$$  \hspace{1cm} (1.1)

where $\langle x \rangle$ is the average extension of the chain in the direction along which
an end-to-end tensile force $F$ is applied, $L$ is the contour length of the chain
and $l$ is the length of a single monomeric segment. The function $L(x) = \coth(x) - 1/x$ is called the Langevin function, named after the prominent
French physicist Paul Langevin who developed Langevin dynamics for molecular
systems. This function is most commonly known to occur in the expressions
for the paramagnetic susceptibility of a collection of classical (non-quantum-
mechanical) magnetic dipoles, and for the polarizability of a molecule having
a permanent electric dipole moment [7].

In the small-force limit ($Fl << k_B T$), the Langevin function reduces to a
linear relation, suggesting an effective spring constant for the polymer $k_{\text{eff}} = 3k_B T/(Ll)$:

$$F = \frac{Dk_B T}{Ll} \langle x \rangle.$$  \hspace{1cm} (1.2)

Here $D = 3$ is the dimension of space. The fact that the spring constant
is proportional to the temperature reveals the entropic nature of the model:
the higher the temperature, the more significant the entropic effect is. Thus
one needs a larger force to extend the chain. In the limit of large force, the
Langevin function saturates at $\langle x \rangle \rightarrow 1$, which makes sense because the model
assumes that the chain is inextensible.

The freely-jointed chain model takes the entropy of the system into account
and reveals an entropic force that is proportional to the temperature. But
it totally neglects the elastic energy of the chain. This simplification will
overestimate the stiffness of the polymer because a chain with elastic energies
does not like to be highly coiled up, and so it is relatively easier to pull it
straight. Elastic energies of a chain usually include the stretching energy, the
bending energy, the twisting energy as well as twist-stretch coupling energy
[6]:

$$E = E_{\text{stretch}} + E_{\text{bend}} + E_{\text{twist}} + E_{\text{stretch-twist}}.$$  \hspace{1cm} (1.3)
In some cases, Eq. 1.3 can be simplified. For example, for polymers that consist of monomers joined by single chemical bonds, the twisting energy is usually negligible because the monomers can rotate freely around the bonds [6]. Also, many polymers cannot sustain large stretching deformation before undergoing phase transitions. In these cases, one can neglect the twisting and stretching terms in Eq. 1.3. This leads to the so-called wormlike chain model, or the Kratky-Porod model, whose elastic energy consists of only the bending term:

\[ E = E_{\text{bend}} = \frac{K_b}{2} \int_0^L \left| \frac{d\hat{t}}{ds} \right|^2 ds. \]  \hspace{1cm} (1.4)

Here \( K_b \) is the bending modulus of the polymer and \( \hat{t}(s) \) is the tangent vector along the arc length \( s \).

Using a fixed temperature and fixed force ensemble, the partition function for the wormlike chain model is:

\[ Z = \int \exp \left\{ -\frac{E[\hat{t}(s)] - Fx[\hat{t}(s)]}{k_B T} \right\} \mathcal{D}\hat{t}(s), \]  \hspace{1cm} (1.5)

where \( \mathcal{D} \) denotes a path integral that sums over all the possible configurations of the chain.

![Figure 1.2: Force-extension relation for a wormlike chain. In the small force limit (red dashed line, Eq. 1.10), the polymer behaves like a spring with a temperature dependent spring constant. In the high force limit (black dashed line, Eq. 1.14), the model predicts that \( 1 - \frac{x}{L} \sim F^{-1/2} \). These two limits can be combined to construct an approximate formula for all forces (blue line, Eq. 1.15).](image)

In the limit of small force, one can expand the \( \exp(Fx/k_B T) \) term in Eq. 1.5
and obtain [5]:

\[ Z = Z_0 \left[ 1 + \frac{1}{2} (\beta F)^2 \langle x^2 \rangle_0 + \frac{1}{24} (\beta F)^4 \langle x^4 \rangle_0 + \cdots \right], \quad (1.6) \]

where \( \beta = 1/k_B T \), \( Z_0 \) is the partition function at zero force, and \( \langle \cdots \rangle_0 \) denotes the average evaluated in the zero force ensemble. Eq. 1.6 implies that the behavior of a polymer under a finite applied force is closely related to and completely determined by its behavior under zero force. However, the quantities \( \langle x^{2n} \rangle_0 \) are in general difficult to evaluate except when \( n = 1 \). Fortunately, this term alone is enough to give us the leading order approximation of the force-extension relation under small force. By using basic statistical mechanics, the partition function Eq. 1.6 leads to:

\[ \langle x \rangle = \frac{\langle x^2 \rangle_0}{k_B T} F. \quad (1.7) \]

Hence, at small force, the polymer again behaves like a spring (Fig. 1.2), with the effective spring constant given by:

\[ k_{\text{eff}} = \frac{k_B T}{\langle x^2 \rangle_0}. \quad (1.8) \]

It is worth pointing out that to derive Eq. 1.8, we do not need to use any particular form of the elastic energies. In other words, Eq. 1.8 holds for the freely-jointed chain model, the wormlike chain model, and even models that consider more complicated forms of the elastic energies. In fact, for the 3D freely-jointed chain model, it is easy to see that \( \langle x^2 \rangle_0 = L^2/3 \) [5]. Plugging this into Eq. 1.8, we recover exactly the effective spring constant in Eq. 1.2. For the wormlike chain model, \( \langle x^2 \rangle_0 \) can be shown to depend on the so-called persistence length \( \xi_p = \beta K_b \) of the polymer by [5]:

\[ \langle x^2 \rangle_0 = \frac{2}{3} \xi_p L. \quad (1.9) \]

This relation is valid in the limit \( L >> \xi_p \). The force extension relation Eq. 1.7 can now be rewritten as:

\[ \langle x \rangle = \frac{2\xi_p L}{3k_B T} F = \frac{2K_b L}{3(k_B T)^2} F. \quad (1.10) \]

It is interesting that unlike the freely-jointed chain model, the effective spring constant scales as \( k_{\text{eff}} \sim T^2 \) in the wormlike chain model.

The above analysis is for the wormlike chain in the small force limit. Before going to the large force limit, we note that Eq. 1.8 is a rather universal expression for the thermal fluctuation of a spring-like system. In fact, the fluctuation in any quadratic energy well can be expressed as:

\[ \langle x^2 \rangle = \frac{\int x^2 \exp \left( -\frac{1}{2} \beta k_{\text{eff}} x^2 \right) dx}{\int \exp \left( -\frac{1}{2} \beta k_{\text{eff}} x^2 \right) dx} = \frac{k_B T}{k_{\text{eff}}}. \quad (1.11) \]
In other words, fluctuation in a quadratic energy well always scales linearly with the temperature and inversely with the effective stiffness of the well. This is true when \( k_{\text{eff}} \) is independent of \( T \). As we shall show in details in later chapters, for a multidimensional quadratic well characterized by a stiffness matrix \( \mathbf{M} \), the fluctuation is:

\[
\langle x_i x_j \rangle = k_B T \left( \mathbf{M}^{-1} \right)_{ij},
\]

which is a natural generalization of Eq. 1.11. In fact, the idea that thermal fluctuation scales linearly with temperature \( T \) and inversely with the susceptibility of the system is believed to be so universal that it not only is used in equilibrium systems, but has been applied to define the effective temperature for systems that are far away from equilibrium [8].

Coming back to the wormlike chain model, in the limit of large force, the chain is approximately straight and the components of the tangent vector in a cartesian coordinate system can be approximated by:

\[
\hat{t} = [t_x, t_y, 1 - \frac{1}{2} (t_x^2 + t_y^2)],
\]

in which the \( x \) and \( y \) axes are perpendicular to the direction of the applied force. By introducing the Fourier series for \( t_x(s) \) and \( t_y(s) \) and then using the equipartition theorem, one can obtain the force extension relation for large force [5]:

\[
\langle x \rangle = L \left[ 1 - \frac{1}{2\sqrt{\beta F \xi_p}} \right].
\]

Eq. 1.14 implies that in the large force limit, the shrinking of the chain scales as \( 1 - \langle x \rangle / L \sim F^{-1/2} \), which is an important prediction of the wormlike chain model (Fig. 1.2).

The force extension relation in the two limits analyzed above (Eq. 1.10 and Eq. 1.14) can be combined to construct an approximate formula for all forces [5, 9]:

\[
\frac{F \xi_p}{k_B T} \approx \frac{\langle x \rangle}{L} + \frac{1}{4 \left( 1 - \langle x \rangle / L \right)^2} - \frac{1}{4},
\]

which is the famous interpolation formula for a wormlike chain (see Fig. 1.2) and has been used widely for fitting experimental data [10]. However, it has up to 6% error when compared to the exact solution in an intermediate-force regime [9].

Models that consider more elastic energy terms can also be found in the literature and are not discussed here [11]. Instead, we address another simplification made in both the two classical models discussed above – homogeneous mechanical properties of the filaments. In the freely-jointed chain model, the segment lengths of all the monomers are assumed to be the same. But we know that the effective stiffness of the chain depends inversely on the segment
length (Eq. 1.2), so we have implicitly assumed homogeneous mechanical properties along the polymer. Similarly, in the wormlike chain model, the bending modulus $K_b$ is assumed to be independent of the arc length $s$. For the freely-jointed chain model, the simplification is made for the sake of simplicity. A random walk with variable step sizes is more difficult to analyze but the result is still the same [6]. For the wormlike chain model, however, the simplification is vital for the classical theory that takes advantage of the special properties of the Fourier-transformed functions. In other words, the classical method for analyzing the wormlike chain cannot be generalized for a heterogeneous chain whose bending modulus depends on the arc length $s$. Such a simplification made the classical models not applicable to many biopolymers of interest to the researchers. Partially unfolded protein oligomers in atomic force microscopy (AFM) experiments, for example, are long polymer chains consisting of both folded and unfolded proteins. Their force-extension curves have been measured by many groups to obtain valuable information about the stability and kinetics of various proteins [12, 13, 14]. However, it is not suitable to use a homogeneous wormlike chain model to describe the entire oligomer because the folded and unfolded proteins are expected to have different mechanical properties—the unfolded proteins should be floppier since their stability is expected to be reduced by the breaking of several internal chemical bonds. Heterogeneity is even more important when one extends the theories to study the biological filamentous networks. For example, the primary plant cell walls are networks of various filaments with very different mechanical properties performing diverse functions: the cellulose microfibrils are thick and provide tensile strength for the cell walls while the polysaccharide pectins, much smaller in the cross section dimensions, fill the spaces between the cellulose microfibrils and provide resistance to compression [1]. To analyze such heterogeneous filaments and networks, one needs more general theories without the assumption of homogeneity.

Moreover, the classical method for analyzing the wormlike chain has other limitations preventing it from being generalized for other situations. For example, it fails if there is a distributed load acting along the chain. But distributed loads are rather common for biological filaments, from charged DNA molecules under electric fields to actin filaments loaded by molecular motors on different locations. Also, the classical method does not tell us anything about the internal fluctuations of the filaments, which, as we shall discuss in later chapters, are important for mapping genomes in nanochannels.

Finally, when the classical force-extension relation is derived, little attention is paid to the boundary condition effects. For the wormlike chain model, we have implicitly assumed that the two ends of the chain are subjected to zero moments and zero forces in the transverse direction. With the rapid development of single-molecule techniques, however, scientists are now able to manipulate the biological filaments by different instruments like the atomic force microscopy, optical tweezers and magnetic tweezers, etc (Fig. 1.3). These instruments apply different boundary conditions on the macromolecules and
analysis of the experimental results requires detailed theory that addresses the boundary effects more carefully [16]. In fact, several groups have pointed out that boundary conditions can have significant influence on the thermo-mechanical behavior of a short filament whose contour length is comparable to or smaller than its persistence length [15, 16, 17].

This thesis proposal is made up of three major parts:

1. In Part I, we generalize the freely-jointed chain model for a heterogeneous chain with various Kuhn lengths along the polymer. The heterogeneous model is then applied to study the forced unfolding of a protein oligomer, which contains both folded and unfolded proteins and hence is expected to be heterogeneous in its mechanical properties. Bell’s model [18] is added to analyze the kinetics of the problem and to predict the unfolding events observed in experiments. By considering a third equation which takes into account the loading conditions, we are able to reproduce the force-extension profiles under various loading modes. The advantage of using the freely-jointed chain model is that most of our results are simple and analytic. This enables us to consider some other issues that are hard to tackle when the model becomes complicated. In fact, unlike most of the analyses in the literature, we do not assume the protein refolding rate to vanish. Protein folding rate is much larger than the unfolding
rate when the unfolding force is small. Therefore, to model the behavior of forced unfolding of proteins under general loading modes, one must keep the protein folding rate in the analysis. To support this argument, we shall show the consequences of neglecting the refolding rate in the model.

2. In Part II, we discuss the heterogeneous wormlike chain model. General properties of a wormlike chain that hold for any type of boundary condition and heterogeneity are derived. Distributions of the end-to-end extension and the transverse displacement of the chain are evaluated. Further, we use the multidimensional Gaussian integral to obtain the partition function for a heterogeneous wormlike chain. Fluctuations and other thermo-mechanical properties are also calculated and compared to Monte Carlo simulation results. Boundary conditions are treated carefully and they are shown to have significant effects for short chains. Lastly, the theory is extended to study a wormlike chain under distributed forces and spatial confinement. We analyze the internal fluctuations of a piece of DNA in a nanochannel and show a length-dependent transition between the de Gennes and Odijk regimes. We also investigate the migration and deformation of a piece of DNA in a non-uniform channel. Under non-uniform confinement, the DNA is driven by an entropic force to minimize the free energy of the system.

3. In Part III, we extend the theory for a wormlike chain to study a filamentous network. The challenge for studying filamentous networks is that even under some very common loading conditions, some of the filaments are under compression and buckling will occur when the compressive forces reach some critical values. Buckling of beams is a bifurcation phenomenon where the first order approximation of the energy well ceases to be quadratic. When buckling happens, $\delta E = 0$ is no longer sufficient to determine a stable equilibrium state. In fact, the solution of $\delta E = 0$ can probably lead to an unstable state with $\delta^2 E > 0$. For these reasons, exact post-buckling behavior of filaments in a network is not easy to tackle. We introduce “imperfection” into the filaments and start with curved configurations. In this way, we avoid the singularity at the buckling point and the solutions go into the post-buckling path smoothly. Taking thermal fluctuations into account, we determine the material properties, such as, Young’s modulus, shear and bulk moduli, and also Poisson’s ratio for a triangular network.
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Part I

Heterogeneous Freely-Jointed Chain Model and Its Applications
Chapter 2
Mechanics of Forced Unfolding of Proteins

Main results of this chapter:

1. Forced unfolding of proteins under different pulling conditions can be described by a system of three equations.

2. Kuhn length of an unfolded protein is found to be about half of that of a folded protein. This means unfolded proteins are floppier and more flexible.

3. Kinetic parameters such as protein folding and unfolding rates are extracted using the protein unfolding force-extension profiles with the saw-tooth patterns.

4. Unlike previous Monte Carlo simulation methods, we do not assume zero folding rate in this chapter. As a result, refolding events, such as folding-unfolding hoppings, are predicted in both constant force pulling mode and linearly increasing force pulling mode.

2.1 Introduction

Over the last two decades Atomic Force Microscopy (AFM) has established itself as a valuable experimental technique to probe the structure and energetics of proteins [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Force-extension measurements performed using the AFM have shown that the mechanics and chemistry of proteins are intimately linked [3, 12]. The data emerging from the AFM experiments are interpreted using Steered Molecular Dynamics (SMD) and Monte
Carlo (MC) simulations [1, 10, 13, 14]. The SMD simulations complement AFM experiments by providing information about short-lived and metastable intermediate states that could not be gleaned from the experiments alone. But, the unfolding forces predicted by SMD simulations are much larger than those obtained in AFM experiments since the rates of pulling in the SMD simulations are constrained (due to limitations on the time step) to be orders of magnitude larger than realistic AFM pulling rates [13]. The MC simulations are based on the two-state model of Rief et al. [14] and they reproduce the AFM data quite well [1, 9, 10]. These methods, however, suffer from the limitation that the kinetic parameters have to be determined by trial and error. Often, the refolding rate is set to zero in these simulations and only one persistence length is used for both the folded and unfolded states of the protein. This reduces the dimensionality of the parameter space to be searched [1, 3] but is unrealistic since refolding is dominant at low forces and unfolded proteins are expected to be floppier than their folded counterparts. Furthermore, MC simulations have been used primarily to fit the data from AFM experiments where the protein is pulled at a constant velocity and we are not aware of any attempt to use MC methods to determine the response of proteins under other pulling conditions, such as, a force linearly increasing with time.

Our goals in this chapter are: (a) to unify the description of protein unfolding under different types of pulling conditions within a single model, (b) to account for refolding and explain the consequences of neglecting it, and (c) to predict the response of proteins under different pulling conditions from a knowledge of its kinetic and mechanical properties. We begin with a brief discussion of the heterogeneous freely-jointed chain model which will be used later to describe the protein oligomer. We further show that the protein forced unfolding problem has 3 unknowns and can be solved analytically using the freely-jointed chain model and Bell’s kinetic model with an additional equation to specify the loading condition. The force-extension profile obtained can be directly fitted to the experimental data. Unlike many of the MC simulations, we do not set the refolding rate to zero. In fact, we show that there is a critical value of the applied force under which the equilibrium in the folding/unfolding reaction is biased toward folding. We demonstrate the applicability of our model by fitting it to published AFM experimental data on two different proteins – ubiquitin and fibrinogen. For ubiquitin we show that the kinetic and mechanical parameters obtained from fitting our expressions to a constant velocity pulling experiment can be used to predict its response in an experiment where the force is linearly increasing with time. After validating our model with ubiquitin which has been extensively studied under various types of loading conditions, we apply the same procedure to fibrinogen and obtain predictions for its response under a linearly increasing force.
2.2 Three Equations Governing the Forced Unfolding of Proteins

In the problem of sequentially unfolding a protein oligomer, we have three unknown functions of time $t$: $x(t)$, $F(t)$ and $N_f(t)$, which are, respectively, the extension, force and the number of folded proteins. The total number of proteins $N$ is a constant throughout the experiment, so that, $N_f + N_u \equiv N$. Therefore, $N_u(t)$, the number of unfolded proteins, is not viewed as an unknown function. The three equations that close the system are: (1) the equilibrium force-extension relation, $x = x(F, N_f)$, obtained from either the freely-jointed chain (FJC) model or wormlike chain (WLC) model of polymer elasticity [15, 16]; (2) the kinetic equation, which measures the rates of unfolding and refolding, obtained from either Bell’s model [17], or other more sophisticated kinetic models based on Kramer’s rate theory [18]; (3) the equation which determines the manner of applying the external constraint, e.g. for constant velocity pulling, it is $dx/dt = v_c$, where $v_c$ is the pulling speed, and for constant force pulling, it is $dF/dt = 0$. This system of equations unifies problems of protein unfolding under different kinds of loading conditions into a single mathematical framework. By merely changing the last equation, one can get the unfolding behavior of proteins under constant velocity pulling, constant force pulling, pulling with a force linearly increasing with time, etc.

2.3 Heterogeneous FJC Model and the Equilibrium Force-Extension Relation

The freely-jointed chain (FJC) is the simplest theory to model a rod-like polymer. This theory describes the polymer as an $N$-segment chain. It assumes that there is no interaction between individual segments so that the configuration of the polymer is essentially a random walk in 3D space. The length of the segments – also called the Kuhn length – is the only parameter reflecting the stiffness of the chain. Classical FJC theory, for simplicity’s sake, assumes all the segment lengths are the same along the chain. In the protein forced unfolding problem, however, the oligomer consists of mixed folded and unfolded proteins with different mechanical properties. Therefore, the classical FJC theory is not applicable. Here, we extend the classical FJC theory to study a heterogeneous chain in which different segments can have different Kuhn lengths. The force-extension relation for this heterogeneous chain can be used as the first equation in the protein unfolding problem described in the previous section.

We study a heterogeneous freely-jointed chain in a fixed temperature and fixed force ensemble (Fig. 2.1a). Since every segment is independent of others, the partition function of the chain is just the product of the sub-partition function of each segment:
\[ Z = \prod_{i=1}^{N} z_i, \quad (2.1) \]

where the sub-partition function \( z_i \) for segment \( i \) is the summation of the Boltzmann weight for all the possible orientations:

\[ z_i = \int_0^{\pi} \exp (\beta F l_i \cos \theta) 2\pi \sin \theta d\theta = 4\pi \frac{\sinh(\beta F l_i)}{\beta F l_i}, \quad (2.2) \]

with \( \beta = 1/k_B T \), \( k_B \) being the Boltzmann constant, \( T \) being the absolute temperature in Kelvin and \( \theta \) being the angle formed by the segment with respect to the axis along which the external force \( F \) is applied. Note that Eq. 2.2 is valid for small forces as well as large forces. In particular, as the external force approaches zero, \( z_i \) approaches \( 4\pi \).

The ensemble average of the angle orientation can be evaluated analytically using the formula:

\[ \langle A_i \rangle = \frac{1}{z_i} \int_0^{\pi} A_i \exp (\beta F l_i \cos \theta) 2\pi \sin \theta d\theta, \quad (2.3) \]

and the results turn out to be:

\[ \langle \cos \theta_i \rangle = \mathcal{L}(\xi_i), \quad \langle \sin \theta_i \rangle = \frac{\pi}{2} \frac{I_1(\xi_i) - L_1(\xi_i)}{\sinh(\xi_i)}, \quad (2.4) \]

\[ \langle \cos^2 \theta_i \rangle = 1 - 2\mathcal{L}(\xi_i)/\xi_i, \quad \langle \sin^2 \theta_i \rangle = 2\mathcal{L}(\xi_i)/\xi_i, \quad (2.5) \]

where \( \xi_i = \beta F l_i \) is a dimensionless number, \( \mathcal{L}(\xi_i) = \coth(\xi_i) - 1/\xi_i \) is the Langevin function, \( I_1(\xi_i) \) is the modified Bessel function of the first kind and \( L_1(\xi_i) \) is the modified Struve function.

In the limit of small force/high temperature \( (\beta F \rightarrow 0) \), these results, to the first order approximation, reduce to:

\[ \langle \cos \theta_i \rangle \rightarrow \beta F l_i/3, \quad \langle \sin \theta_i \rangle \rightarrow \pi/4, \quad \langle \cos^2 \theta_i \rangle \rightarrow 1/3, \quad \langle \sin^2 \theta_i \rangle \rightarrow 2/3. \quad (2.6) \]

The results approach randomly isotropic orientation in this limit. In the opposite limit \( (\beta F \rightarrow +\infty) \), the results are:

\[ \langle \cos \theta_i \rangle \rightarrow 1, \quad \langle \sin \theta_i \rangle \rightarrow 0, \quad \langle \cos^2 \theta_i \rangle \rightarrow 1, \quad \langle \sin^2 \theta_i \rangle \rightarrow 0. \quad (2.7) \]

These results make sense because in the large force limit, energy dominates and \( \langle \theta_i \rangle \approx 0 \). The segments line up in the force direction.

From the results of average angle orientation, we can calculate the average extension of the chain:

\[ \langle x \rangle = \sum_{i=1}^{N} l_i \langle \cos \theta_i \rangle = \sum_{i=1}^{N} l_i \left[ \coth(\xi_i) - \frac{1}{\xi_i} \right]. \quad (2.8) \]
This is a generalization of the force-extension relation for the homogeneous freely-jointed chain model. It can also be derived from $-\partial G/\partial F$, with $G$ being the Gibbs free energy for the system:

$$G = -k_B T \log Z = -k_B T \sum_{i=1}^{N} \log \left[ \frac{4\pi \sinh(\beta F l_i)}{\beta F l_i} \right]. \quad (2.9)$$

In the limit of small force, the average extension is linear with respect to the force. In the opposite limit, the extension saturates at $\langle x \rangle \rightarrow \sum_{i=1}^{N} l_i = L$, which is the contour length of the entire chain:

$$\langle x \rangle \rightarrow \begin{cases} \left( \sum_{i=1}^{N} \beta l_i^2 / 3 \right) F & \text{as } \beta F \rightarrow 0 \\ L & \text{as } \beta F \rightarrow \infty \end{cases} \quad (2.10)$$

For homogeneous chain with $l_i \equiv l$, this reduces to:

$$\langle x \rangle \rightarrow \begin{cases} \left( \beta l L / 3 \right) F & \text{as } \beta F \rightarrow 0 \\ L & \text{as } \beta F \rightarrow \infty \end{cases} \quad (2.11)$$

As discussed in the Introduction part of this thesis proposal, the polymer behaves like a spring at low forces with an effective spring constant $k = 3k_B T / L l$. As temperature increases, or the Kuhn length decreases, the fluctuation increases and so the entropic effect becomes more significant, making it more difficult to pull the polymer straight. Thus the effective spring constant is larger.

To apply the theory discussed above to the protein forced unfolding problem, we note that the mechanical properties of a protein in the folded and unfolded states are expected to be different – a folded protein is stiff, whereas an unfolded protein is floppy. Hence, we model the protein oligomer as a heterogeneous FJC with two possible values of Kuhn length $l_f$ and $l_u$ for the folded and unfolded states respectively (Fig. 2.1a). Using Eq. 2.8, the equilibrium force-extension relation can be written as:

$$x = N_f L_{fs} \left[ \coth \left( \frac{F l_f}{k_B T} \right) - \frac{k_B T}{F l_f} \right] + N_u L_{us} \left[ \coth \left( \frac{F l_u}{k_B T} \right) - \frac{k_B T}{F l_u} \right] \quad (2.12)$$

where $L_{fs}$ and $L_{us}$ are the contour lengths of a single folded and unfolded protein respectively, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature and the meanings of the symbols $x$, $F$, $N_f$, $N_u$, $l_f$ and $l_u$ have been discussed above. Note that in reality, there is only one contour length $L_u$, that associates with the fully unfolded proteins. The other contour length $L_f$ in Eq. 2.12 is meant to represent the maximum length of the proteins if unfolding is somehow prevented.

This model implies that the equilibrium force-extension behavior of a protein chain is governed only by four parameters: $L_{fs}$, $l_f$, $L_{us}$ and $l_u$, regardless
Figure 2.1: Illustration of the two-state kinetic model. (a) A chain of mixed folded and unfolded proteins is modeled as a heterogeneous freely-jointed chain. A single folded (unfolded) protein is represented by an $N_{fs}$-segment ($N_{us}$-segment) subchain with Kuhn length $l_f$ ($l_u$). In this illustration, two folded and one unfolded proteins are represented by the two red and one blue subchains respectively. Note that in reality, the actual number of segments in each subchain may be much larger. Also, $l_u$ is expected to be smaller than $l_f$ since an unfolded protein is expected to be floppier than a folded protein. (b) Energy landscape of the two-state model. The ordinate is the Gibbs free energy and the abscissa is the reaction coordinate. The two wells, representing the folded and unfolded states of a protein, are separated by an energy barrier with transition distances $\Delta x_u$ and $\Delta x_f$. At zero force, the folding rate and the unfolding rate are $\beta_0$ and $\alpha_0$ respectively, with $\beta_0 >> \alpha_0$. An applied force can lower the energy barrier and thus change the folding and unfolding rates.
of the number of copies in the oligomer. However, if the chain is modeled as homogeneous, we need $N$ Kuhn lengths and $N$ contour lengths for fitting the $N$ curves obtained in a constant velocity pulling experiment (see, for instance, [21]).

In order to demonstrate the applicability of our model, we consider force-extension measurements on ubiquitin (N-C linked) and fibrinogen. For ubiquitin (experimental data from [7]), we know that the last curve in the force-extension profile (see Fig. 2.2a) corresponds to six unfolded proteins and zero folded proteins, so we apply the homogeneous FJC model to fit this curve and obtain $L_{us} = 25.37\, \text{nm}$, $l_u = 0.33\, \text{nm}$. The other two parameters can be obtained by fitting one other curve using the heterogeneous FJC model. Here we use the first curve and get $L_{fs} = 6.29\, \text{nm}$ and $l_f = 0.60\, \text{nm}$. We similarly determine the parameters for fibrinogen using the first and last curves (Fig. 2.2b, experimental data from [9]) and get $L_{fs} = 11.39\, \text{nm}$, $L_{us} = 44.62\, \text{nm}$, $l_f = 0.57\, \text{nm}$ and $l_u = 0.31\, \text{nm}$. These results are not significantly different if we use any other two curves for the fitting. Without any more free parameters, we then predict the intermediate curves for both proteins using Eq. 2.12 and compare the predictions with the experimental data. The results are shown in Fig. 2.2 (red curves) and the predictions of the heterogeneous FJC model match the experimental data quite well for both the proteins.

Our results show that $l_u \approx l_f/2$ for both the proteins, which agrees with our intuition that unfolded proteins should be floppier than the folded ones. Also, our estimates for the contour lengths of the fully unfolded proteins $L_{us}$ agree well with published results (27.4nm for ubiquitin [5, 22] and 40nm for fibrinogen [11]), which shows that our fitted parameters are indeed physically relevant. However, it is worth pointing out that $L_{fs}$ is the maximum length of a single folded protein if unfolding is somehow prevented, therefore, it will be different from the end-to-end distance of the protein in its native state. In fact, the contour length of ubiquitin in its native state is about 3.8nm [5], and simulations have shown that this number increases to 4.7nm under a constant force of 200pN while the protein remains in a native-like state [22].

### 2.4 Kinetic Equation

It has been shown by both experiments and simulations that, at least for ubiquitin, most ($\sim 95\%$) of the unfolding events follow a two-state pathway [8, 22]. Therefore, following Bell’s theory [17], we propose that the change in the number of folded proteins is given by:

$$\frac{dN_f^*}{dt} = -k_u N_f + k_f N_u$$  \hspace{1cm} (2.13)

where $k_u = \alpha_0 \exp(F \Delta x_u/k_B T)$, $k_f = \beta_0 \exp(-F \Delta x_f/k_B T)$, $\alpha_0$ and $\beta_0$ are the unfolding and refolding rates when no force is applied, $\Delta x_u$ and $\Delta x_f$ are the distances to the transition state (Fig. 2.1b), and $N_f^*$, set to be a
real number, is a continuous version of the integer $N_f$. Its initial value is set to be equal to $N_f$ and it evolves according to Eq. 2.13. On the other hand, $N_f$, the number of folded proteins, evolves in such a way that it jumps by ±1 whenever $N_f^*$ reaches an integer. Note that for simplicity, here we assume $\Delta x_f$ and $\Delta x_u$ are unaffected by the external force. This assumption is valid when the local curvatures of the potential wells are large [23, 24]. More sophisticated kinetic models (see [18] for example) can be easily incorporated into our description. We stick with Bell’s model here because the goal of this chapter is to apply the three-equation mathematical framework to understand the unfolding behavior of proteins under different pulling conditions and Bell’s model is simple enough to give analytic or semi-analytic solutions for all the conditions discussed below, and at the same time captures most of the physics reported in the experiments. The condition for the unfolding or refolding events to happen is:

$$\int dN_f^* = \int (-k_u N_f + k_f N_u) dt = \pm 1 \quad (2.14)$$

where +1 represents refolding and −1 represents unfolding of a protein.

The advantage of the present method over MC simulations is that we can solve exactly for all the four kinetic parameters ($\alpha_0$, $\beta_0$, $\Delta x_u$ and $\Delta x_f$) from the experimental data (discussed below) instead of guessing which parameter values fit the data best. Guessing the best fit kinetic parameters is especially difficult for the MC simulations when taking the refolding rate $\beta_0$ into account.
since the parameter space is large. In fact, in many cases $\beta_0$ is simply set to zero by taking advantage of the fact that refolding is negligible at large forces [1, 3]. A caveat of our deterministic model is that it ignores the randomness of the unfolding/folding events, but it is really meant to represent the average behavior of a large ensemble of experiments. In fact, we show in what follows that the kinetic parameters obtained by the deterministic model assuming $k_f = 0$ are close to the ones obtained previously by MC simulations. Furthermore, the kinetic parameters obtained from the deterministic model can be used in the MC simulations to obtain particular instances of the unfolding pathway, thus providing information about higher moments, for instance, the variance of the unfolding force in a constant velocity pulling experiment.

2.5 Constant Velocity Pulling I – Forced Unfolding of Globular Proteins

For the case of constant velocity pulling, the external constraint equation is $dx/dt = v_c$. Using this relation, the unfolding and refolding condition (Eq. 2.14) can be rewritten as:

$$\int_{x_1}^{x_2} (k_u N_f - k_f N_u) dx \pm v_c = 0 \quad (2.15)$$

where the positive (negative) sign represents refolding (unfolding) of one protein, $x_1$ is the initial extension of a particular continuous force-extension curve, $x_2$ is the extension when unfolding/refolding is imminent, $k_u(F(x))$ and $k_f(F(x))$ are functions of the extension, and $N_f$ and $N_u$ are the number of folded and unfolded proteins which remain constants for each curve.

Each of the unfolding events in the force-extension profile should satisfy Eq. 2.15 and we can use any four of them to solve for the four free kinetic parameters. This results in four algebraic equations with four unknowns $\alpha_0$, $\beta_0$, $\Delta x_u$ and $\Delta x_f$:

$$\alpha_0 N_{fi} \int_{x_{1i}}^{x_{2i}} \exp \left( \frac{F \Delta x_u}{k_B T} \right) dx - \beta_0 N_{ui} \int_{x_{1i}}^{x_{2i}} \exp \left( -\frac{F \Delta x_f}{k_B T} \right) dx = v_c, \quad (2.16)$$

where $i = 1, 2, 3, 4$ denotes the four curves we choose, $N_{fi}$ and $N_{ui}$ are respectively the number of folded and unfolded proteins along the force-extension curve $i$, $x_{1i}$ is the initial extension of the curve and $x_{2i}$ is the extension where the curve breaks. We solved these four equations numerically using Newton’s method for both ubiquitin and fibrinogen (pulling velocity for both the proteins is $v_c = 1000\text{nm/s}$ [7, 9]). The result for ubiquitin is: $\alpha_0 = 3.75s^{-1}$, $\beta_0 = 1293.65s^{-1}$, $\Delta x_u = 0.08\text{nm}$ and $\Delta x_f = 0.31\text{nm}$. The refolding rate $\beta_0$ found here is comparable to the one obtained previously from MD simulations [25]. The result for fibrinogen is: $\alpha_0 = 3.19s^{-1}$, $\beta_0 = 7691.16s^{-1}$, $\Delta x_u = 0.10\text{nm}$ and $\Delta x_f = 0.67\text{nm}$. Similar transition distances have been
Figure 2.3: Force-extension profiles of six copies of (a) ubiquitin, and (b) fibrinogen \((v_c = 1000\text{nm/s})\) in constant velocity pulling. Blue curves: experimental data (ubiquitin data from [7] and fibrinogen data from [9]); red curves: prediction using our two-state kinetic model.

reported for many other protein domains and they are suggested to reflect the critical breaking of hydrogen bonds or hydrophobic interactions in the process of protein unfolding [26]. Using the solved kinetic parameters, we can predict other breaking points and thus the whole force-extension profile using Eq. 2.12, Eq. 2.15 and \(\frac{dx}{dt} = v_c\). The predictions match well with the experimental data and are shown in Fig. 2.3. Our solutions for both the proteins imply that \(\beta_0\) is several orders larger than \(\alpha_0\). Intuitively, this is expected because when no external force is applied, the proteins tend to rapidly fold into their native state. The fact that \(\beta_0 >> \alpha_0\) suggests that the refolding rate cannot be ignored, at least when the force is small.

If we assume that the refolding rate \(\beta_0\) is zero as is commonly done in MC simulations, the solution for the kinetic parameters for ubiquitin is: \(\alpha_0 = 0.05\text{s}^{-1}, \Delta x_u = 0.17\text{nm}\). These results are quite close to those obtained previously by other experiments that also assume \(k_f = 0\) [8, 27, 28], and suggest that our model is consistent with the MC simulations used before. In fact, the authors in [8] assumed \(k_f = 0\) and found \(\alpha_0 = 0.015\text{s}^{-1}, \Delta x_u = 0.17\text{nm}\) using the constant force pulling data and \(\alpha_0 = 0.0375\text{s}^{-1}, \Delta x_u = 0.14\text{nm}\) using the linearly increasing force pulling data on ubiquitin. Our results show that the unfolding rate \(\alpha_0\) obtained by ignoring the refolding rate is significantly lower than the one obtained by taking the refolding rate into account. In fact, setting \(\beta_0 = 0\) should always lead to an under-prediction of \(\alpha_0\). The reason for the under-prediction is that when the refolding rate is ignored in the kinetic equation, the unfolding rate predicted is in fact a ‘net rate’ for the proteins to change from the folded state to the unfolded state. This calculated ‘net rate’ should be smaller than the true unfolding rate because it includes the contribution of the refolding rate which is high at low forces.

It has been shown that the average breaking force is approximately linear with respect to the logarithm of pulling velocity [5, 7]. We use the parame-
ters calculated above and predict the force-extension profiles under different pulling speeds ranging from $v_c = 10^3 \text{nm/s}$ to $v_c = 10^{11} \text{nm/s}$ for both the proteins (six copies, force-extension profiles not shown). The linear relation between the average breaking force and the logarithm of pulling velocity is found using either set ($k_f = 0$ and $k_f \neq 0$) of the kinetic parameters obtained previously (Fig. 2.6a). For ubiquitin, our calculations show that the slope is 63.1 (piconewton per tenfold change of the velocity in nm/s) if we use the set of parameters that assumes $k_f = 0$, and 135.3 if we use another set of parameters that takes refolding into account. Recent MD results on fibrinogen, with pulling velocity $2.5 \times 10^9 \text{nm/s}$, show that the unfolding events happen at force $\sim 10^3 \text{pN}$ [11]. This result is close to our predicted average breaking force for fibringen at similar pulling velocity (see Fig. 2.6a blue solid line). However, Fig. 2.6a shows that if we set $k_f = 0$, the predicted unfolding force is much smaller than the one that takes the refolding rate into account. The reason the unfolding force is higher with non-zero $k_f$ is as follows. Recall that for given $k_u$ and $k_f$, the breaking extension $x_2$ (and hence the breaking force) is calculated from the integral over the entire force-extension curve (see Eq. 2.15) including the low force regime where refolding is dominant. The integral in Eq. 2.15 is initially negative because the force is low and $k_f \gg k_u$, so for the case $k_f \neq 0$, the force-extension curve should go higher in order that the integral reaches the positive value $v_c$. This suggests that a poor prediction of the unfolding rate at low pulling velocities leads to large errors in the predictions for the breaking events at high pulling velocities.

2.6 Constant Velocity Pulling II – Forced Unfolding of Fibrous Proteins

If we set $N_f$ and $N_u$ in both Eq. 2.12 and Eq. 2.13 to be real numbers that change continuously, then together with the constraint equation $dx/dt = v_c$, we can analytically reproduce the continuous force-extension profile for the coiled-coil proteins with a shallow force-plateau as observed in the experiments [4, 11].

To do this, we first write Eq. 2.12 as:

$$x = N_f L_f(F) + N_u L_u(F)$$

$$= N_f (L_f - L_u) + N L_u$$

where $N = N_f + N_u$ is the total number of proteins, $L_f(F)$ and $L_u(F)$ is the length of a single folded and unfolded protein under force $F$ respectively:

$$L_f(F) = L_{fs} \left[ \coth \left( \frac{Fl_f}{k_B T} \right) - \frac{k_B T}{Fl_f} \right],$$

$$L_u(F) = L_{us} \left[ \coth \left( \frac{Fl_u}{k_B T} \right) - \frac{k_B T}{Fl_u} \right].$$
Then we rearrange Eq. 2.18 and get:

\[ N_f = \frac{NL_u(F) - x}{L_u(F) - L_f(F)}, \]  

(2.21)

Using \( x = v_c t \), Eq. 2.21 becomes:

\[ N_f(t, F) = \frac{NL_u(F) - v_c t}{L_u(F) - L_f(F)}. \]  

(2.22)

Here \( N_f \) is a function of \( F \) and \( t \).

Next, we differentiate Eq. 2.18 with respect to \( t \) once to get the relation between \( dN_f/dt \) and \( dF/dt \):

\[ \frac{dN_f}{dt} = \frac{v_c - \frac{dF}{dt}[N_f L'_f(F) + (N - N_f)L_u'(F)]}{L_f - L_u}. \]  

(2.23)

Then by substituting Eq. 2.13 into the right-hand-side of Eq. 2.23 and rearranging the expression to get \( dF/dt \), we obtain:

\[ \frac{dF}{dt} = \frac{v_c - (L_f(F) - L_u(F))[Nk_f - (k_f + k_u)N_f(t, F)]}{N_f L'_f(F) + (N - N_f)L'_u(F)}. \]  

(2.24)

Plugging Eq.2.22 into this expression, we get the decoupled governing equation for \( F(t) \). We solve this single-variable ODE numerically, and then use Eq. 2.22 to obtain \( N_f(t) \). The following parameters are used in the calculation: the Kuhn length, contour length, and kinetic parameters are those for ubiquitins and fibrinogens. Total number of proteins in the chain is set to be \( N_f + N_u = 20 \). With initial values \( N_f = N \) and \( N_u = 0 \). Also, the pulling velocity is set to be \( v_c = 300 \text{nm/s} \).

The force-extension profile is shown in Fig. 2.4. Similar profiles have been observed for many fibrous proteins in experiments [4]. Also, number of the folded proteins as a function of time (the \( N_f(t) \) profile) is shown in Fig. 2.5 (red for ubiquitin and blue for fibrinogen).

Finally, we note that the model described here can be applied to study the relaxation behavior of the protein chain after all the proteins are fully stretched as has been done in experiments [29]. We keep the relaxation extension \( x_r \) fixed by setting \( v_c = 0 \), let the initial \( N_f \) be 0 (i.e., all the proteins are unfolded initially), and get the solution for \( N_f(t, x_r) \). Fig. 2.6b shows how the number of refolded proteins evolves as a function of time and also its dependence on \( x_r \). The trend in the solution agrees with recent experimental observations on a different protein [29]. We further note that the correct limit profile as \( t \to \infty \) (Fig. 2.6b blue line) can be obtained only by taking both the unfolding and refolding rates into account.
2.7 Pulling with a Force Linearly Increasing with Time

For a protein oligomer stretched under a linearly increasing force, we have \( \frac{dF}{dt} = v_f \), and the unfolding/refolding condition (Eq. 2.14) becomes:

\[
W(F_2) = \pm v_f W(F_1), \quad (F_2 > F_1)
\]

Eq. 2.25 can be used to determine the unfolding force \( F_2 \). The double exponential function \( W(F) \) is given by \( W(F) = k_B T \left[ N_f k_u(F)/\Delta x_u + N_u k_f(F)/\Delta x_f \right] \), and \( F_1 \) is the initial force at each step (note that the force-extension profile is step-wise). Depending on the sign (positive/negative) of \( v_f \), one protein unfolds/refolds when \( F \) linearly increases to reach \( F_2 \).

We use Eq. 2.12, Eq. 2.25 together with \( \frac{dF}{dt} = v_f \) \((v_f = 300\text{pN/s})\) to generate the step-wise extension-time profile for both ubiquitin and fibrinogen (all the kinetic parameters have been obtained in the constant velocity pulling section). The results are shown in Fig. 2.7a and b (red). For ubiquitin, the unfolding events occur around \(~100\text{pN}\) and the breaking extension is nearly linear in time, with a slope predicted as \(680.9\text{nm/s}\). Both these results are consistent with experimental observations [8]. For fibrinogen, the result shown here constitutes a falsifiable prediction from our model and can be easily tested.
Figure 2.5: Number of folded proteins as a function of time (continuous model). Red curve for ubiquitin and blue curve for fibrinogen. In reality, both are globular proteins. Here we plot the $N_f(t)$ profile using their kinetic parameters, but with $N_f, N_u$ being real numbers instead of integers.

Further analysis of Eq. 2.25 shows that the initial force $F_1$ at each step should be larger than a critical force in order that one protein unfolds at the end of the step (otherwise one protein will refold at the end of the step). This critical force $F_{cl}$ is determined by:

\[
W(F_{cl}) = v_f + W(F_s), \quad (F_{cl} < F_s)
\]  

where $F_s$ is the unique stationary point of the function $W(F)$: $F_s = [k_BT/(\Delta x_u + \Delta x_f)] \ln[\beta_0 N_u/(\alpha_0 N_f)]$. In general, since $W(F)$ depends on $N_f$, the critical force increases as more and more proteins unfold (Fig. 2.8). For example, consider the unfolding of a chain of nine ubiquitins; the critical force computed using Eq. 2.26 increases from $\sim 30\text{pN}$ to $\sim 80\text{pN}$ during the unfolding process.

If we let $N_f$ and $N_u$ in both Eq. 2.12 and Eq. 2.13 to be continuous real numbers, then the solution for $N_f(t)$ satisfying $N_f(0) = N$ and $F = v_f t$ is:

\[
\frac{N_f(t)}{N} = Q^{-1}(t) \left[ \int_0^t \beta_0 Q(t) e^{C_2 t} dt + Q(0) \right]
\]

where the function $Q(t)$ and the two constants $C_1$ (appearing in $Q(t)$) and $C_2$
Figure 2.6: Constant velocity pulling. (a) Dependence of the average unfolding force on pulling speed. Red: ubiquitin; blue: fibrinogen; solid line: accounting for refolding ($k_f \neq 0$), dashed line: ignoring refolding ($k_f = 0$). For both proteins, the predicted unfolding force using the set of parameters that assume $k_f = 0$ is much smaller, especially at high pulling velocities, than the one that takes the refolding rate into account. (b) Relaxation profiles ($v_c = 0$nm/s). The evolution of the number of refolded proteins is shown as a function of the relaxation extension $x_r$ (normalized by $x_{\text{max}} = NL_{us}$). A limit profile (blue) is approached as time approaches infinity.

Figure 2.7: Extension versus time profiles for pulling using a linearly increasing force ($v_f = 300$ pN/s, 9 copies of proteins). (a) ubiquitin and (b) fibrinogen. Red curves: predicted step-wise profile, using integer $N_f$ and $N_u$ in the governing equations (Eq. 2.12 and Eq. 2.13). Each of the steps obeys the equilibrium force-extension relation, which is shown as dashed black curves (Eq. 2.12). Red circles and dashed line: unfolding events and the fitting results. The fitting equation is $x = 680.9t - 52.12$ for ubiquitin and $x = 1419t - 92.01$ for fibrinogen ($x$ is the extension in units of nm. Blue lines: solutions obtained by using continuous $N_f$ and $N_u$ in the governing equations, which match well with the discrete model shown in red. The profiles for ubiquitin obtained here are consistent with those measured in [8]. Insets: if we take the refolding rate into account, some refolding events are observed at small force. (c) Extension versus time profiles for nine copies of ubiquitin assuming $k_f = 0$ shows no refolding events at small force even though it reproduces the overall trend.
Figure 2.8: The double exponential function $W(F)$ together with the stationary points (blue) and the critical forces (red) for pulling with a force linearly increasing in time. Assume that there are nine copies of ubiquitin in the chain. The double exponential function when $N_f = 8$, $N_u = 1$ is shown as a black solid line (when $N_u = 0$, the function is only a single exponential). As more and more proteins unfold, $N_f$ decreases and the curve $W(F)$ shifts to the right along the $F$ axis (see the arrow). We plot $W(F)$ in black dashed line for $N_f = 5$, $N_u = 4$ and in black dashed-dotted line for $N_f = 1$, $N_u = 8$. The movement of the curve results in the increase of the critical force $F_{cl}$ (red).

are given by:

$$Q(t) = \exp\left[ \alpha_0 \exp(C_1 t)/C_1 + \beta_0 \exp(C_2 t)/C_2 \right]$$  \hspace{1cm} (2.28)

$$C_1 = \frac{v_f \Delta x_u}{k_B T}, \quad C_2 = \frac{-v_f \Delta x_f}{k_B T}$$ \hspace{1cm} (2.29)

An analytic expression of $x(t)$ can be obtained by plugging Eq. 2.27 into $x = x(N_f(t), F(t))$ (Eq. 2.12). The results for both the proteins are shown in Fig. 2.7a and b (blue). The curves agree quite well with the predictions of the discrete model, implying that whether we take $N_f$ and $N_u$ as integers or real numbers does not greatly affect the results for this kind of experiments. The advantage of assuming continuous $N_f$ and $N_u$ is that we have an analytical expression for $x = x(N_f(t), F(t))$. This can be directly fitted to the experimental data for linearly increasing force.

2.8 Constant Force Pulling

Stretching proteins under a constant force produces a staircase-like extension-time profile, in which the extension remains piece-wise constant over each step. Since the force is a constant, the unfolding/refolding condition Eq. 2.14 leads to the dwell time $\Delta t$ for one unfolding ($N_f$ decreases by 1) or refolding ($N_f$ increases by 1) event:

$$\Delta t = \frac{1}{|k_u N_f - k_f N_u|}.$$ \hspace{1cm} (2.30)
If \( k_uN_f - k_fN_u > 0 \), then \( dN_f^*/dt < 0 \) (Eq. 2.13), so one protein unfolds after the dwell time \( \Delta t \), otherwise, one protein refolds after \( \Delta t \). Note that usually \( N_u \) is small or zero at the beginning of the experiment, so that \( k_uN_f - k_fN_u > 0 \) results in sequential unfolding of the proteins. As more and more proteins unfold, \( (k_uN_f - k_fN_u) \) decreases and thus the unfolding time increases, which is indeed observed in experiments [8]. If the force is large enough that the term \( (k_uN_f - k_fN_u) \) remains positive before \( N_f \) decreases to 0, then all the proteins can unfold (Fig. 2.9a). On the other hand, if the force is small (for example, \( \sim 80\text{pN} \) for ubiquitin), \( (k_uN_f - k_fN_u) \) becomes negative at some time before \( N_f \) reaches 0, then unfolding events cease, and periodic refolding and unfolding events ensue with \( (k_uN_f - k_fN_u) \) switching sign each time an event occurs (inset of Fig. 2.9a). Although it is difficult to do the constant force experiment on copies of proteins at low force (\(< 70\text{pN} \) for ubiquitin) using AFM [8], the unfolding and refolding ‘hopping’ was indeed found in a simulation on an \( \alpha \)-helix with a similar force (78.2pN) [23] as well as in experiments on RNA hairpin using optical tweezers [24].

By setting \( k_uN_f - k_fN_u = 0 \), we can get the critical force below which the refolding/unfolding ‘hopping’ will happen:

\[
F_{cc} = \frac{k_BT}{\Delta x_u + \Delta x_f} \ln \left( \frac{\beta_0N_u}{\alpha_0N_f} \right)
\]  

(2.31)

This critical force \( F_{cc} \) keeps increasing as more and more proteins unfold. Using the parameters obtained from constant velocity pulling, we find that an applied force larger than 84pN is required for all the ubiquitins to unfold if there are nine copies of the protein in the chain. Note that the critical force is different for constant force pulling and pulling with a linearly increasing force unless \( v_f = 0 \) (Eq. 2.31 and Eq. 2.26). Also note that there is no such critical force if we assume \( k_f = 0 \) and therefore a model ignoring refolding unrealistically predicts that all the proteins in the chain should unfold and no ‘hopping’ events should happen no matter how small the force is.

If we assume that \( N_f \) and \( N_u \) are continuous real numbers in the model, then the analytic solution for \( N_f(t) \) is:

\[
N_f(t) = N_f^\infty + (N_{f0} - N_f^\infty)e^{-t/\tau}
\]  

(2.32)

where \( N_f^\infty = Nk_f/(k_f + k_u) \) is the number of folded proteins that remain in the chain as \( t \to \infty \), \( N_{f0} \) is the number of folded proteins at \( t = 0 \) and \( \tau = 1/(k_f + k_u) \) is the time constant.

We plot \( N_f^\infty/N \) versus a dimensionless force \( \Pi_F = F(\Delta x_u + \Delta x_f)/k_BT \) in Fig. 2.9b and find that the transition of \( N_f^\infty/N \) from 90% to 10% occurs over a narrow range of \( \Pi_F \), a result also reported in an earlier simulation work on an \( \alpha \)-helix and suggested to have some relation to mechanotransduction [23]. From our expression for \( N_f^\infty \), we further show that this transition range \( \delta F \) (Fig. 2.9b) can be calculated analytically and the value turns out to be a universal constant \( \ln 81 \approx 4.4 \), independent of all the kinetic parameters. In other words,
Figure 2.9: Constant force pulling profiles. (a) Extension versus time profile for nine copies of ubiquitin. Blue: $F = 100\text{pN}$, red: $F = 120\text{pN}$, black: $F = 140\text{pN}$. Inset: $F = 80\text{pN}$. Step-wise curves: solution when assuming $N_f$ and $N_u$ to be integers in both Eq. 2.12 and Eq. 2.13. Continuous curves: analytic solution obtained by letting $N_f$ and $N_u$ be real numbers in the equations. The dwell time for the step-wise solution, which is obtained analytically in the text, increases as the protein unfolds. The inset shows that when the force is not large enough, not all the proteins can unfold, and refolding/unfolding ‘hoppings’ occur periodically. (b) $N_{f\infty}/N$ as a function of the dimensionless force $\Pi_F$. Red: ubiquitin; Blue: fibrinogen. $\delta F$, the range of the dimensionless force over which $N_{f\infty}/N$ changes from $90\%$ to $10\%$, is a universal constant $\ln 81$ for all proteins. $\Pi_F^*$ is the dimensionless force for half the proteins to unfold. It is shown in the text that $\Pi_F^* = \ln(\beta_0/\alpha_0)$. (c) Unfolding rate $\alpha$ as a function of the applied force $F$. Red solid line is the result of taking the refolding rate into account. When the force is large enough, $\log \alpha$ is a linear function of $F$ (red broken line). Blue solid line is the prediction assuming $k_f = 0$. Inset, $k_f/k_u$ as a function of the applied force.
for any protein that obeys the two-state model, the transition always occurs over 4.4 units of the dimensionless force. Also, it can be shown that the dimensionless force $\Pi^*_F$ that unfolds half the proteins relates to the kinetic parameters by $\Pi^*_F = \ln(\beta_0/\alpha_0)$. This suggests a new way to determine $\beta_0$ experimentally. Note that all the discussions here for $N_{f\infty}$ and $\delta F$ are results of taking the refolding rate into account, otherwise $N_{f\infty}/N \equiv 0$ and is not a function of $F$.

Eq. 2.32 combined with Eq. 2.12 further leads to an analytic expression for the relative extension as a function of time:

$$\frac{x}{x_M} = (1 - \frac{\Delta x N_{f\infty}}{x_M}) - \frac{\Delta x (N_{f0} - N_{f\infty})}{x_M} e^{-\frac{t}{\tau}} \tag{2.33}$$

where $x_M = N L_{us} [\coth(F/\mu k_B T) - k_B T/(F/\mu)]$ is the extension of the chain when all proteins are unfolded, $\Delta x = L_{us} [\coth(F/\mu k_B T) - k_B T/(F/\mu)] - L_{fs} [\coth(F/\mu k_B T) - k_B T/(F/\mu)]$ is the difference in length between a single unfolded and folded protein. We plot the analytic solution from the continuous model (Eq. 2.33) together with the step-wise solution from the discrete model in Fig. 2.9a. The two results agree quite well.

Moreover, Eq. 2.33 leads to the conclusion that the unfolding rate $\alpha = 1/\tau$ is a double exponential of the force $F$ (Fig. 2.9c):

$$\alpha = \frac{1}{\tau} = \alpha_0 \exp \left(\frac{F \Delta x_u}{k_B T}\right) + \beta_0 \exp \left(-\frac{F \Delta x_f}{k_B T}\right) \tag{2.34}$$

When the applied force is large enough so that $k_f << k_u$ (inset of Fig. 2.9c), then $\ln \alpha \approx (\Delta x_u F/k_B T) + \ln \alpha_0$ is linear with respect to the force $F$, as has been shown in experiments [8]. For small forces, the unfolding rate decreases with increasing force, which is consistent with earlier works [23, 27]. Note that the decreasing of the unfolding rate at small force is due to the decreasing $k_f$, which again suggests that $k_f$ cannot be ignored, especially at small forces. Eq. 2.34 further gives a way to fit all the four kinetic parameters using the constant force pulling experimental data.

### 2.9 Discussions

Any stable system should have a positive definite susceptibility because of the minimum free energy principle $\delta^2 G \geq 0$. Here in the force-extension type problem, stability implies $dF/dx \geq 0$. Violation of this inequality will lead to more complicated phenomena such as phase transitions of the system. When these occur, the force extension relation needs to be modified according to the loading history. In this section, we study the sign of $dF/dx$ in our model. In particular, we focus on the case of constant velocity pulling condition. Other loading modes can be studied in a similar way.

For the constant velocity pulling condition, the three governing equations
are:

\[ x = N_f L_f + N_u L_u \]  
\[ \frac{dN_u}{dt} = k_u N_f - k_f N_u \]  
\[ \frac{dx}{dt} = v_c \]  

(2.35) \hspace{1cm} (2.36) \hspace{1cm} (2.37)

Here \( L_f(F) \) and \( L_u(F) \) are the extension of a single folded and unfolded protein under an extension force \( F \).

We first take the derivative with respect to time \( t \) for Eq. 2.35 and get:

\[ v_c = \frac{dN_u}{dt} (L_u - L_f) + \left( \frac{dL_f}{dF} N_f + \frac{dL_f}{dF} N_u \right) \frac{dF}{dt}. \]  

(2.38)

This equation can be rearranged to obtain a formula for \( \frac{dF}{dt} \):

\[ \frac{dF}{dt} = \frac{v_c - \frac{dN_u}{dt} (L_u - L_f)}{N_f L_f' + N_u L_u'}. \]  

(2.39)

Here \( L_f' = dL_f/dF \) and \( L_u' = dL_u/dF \).

Note that Eq. 2.39 is a decoupled ODE for \( F(t) \) because all the quantities on the right-hand-side of the equation are only functions of \( F \) and \( t \):

\[ N_u = \frac{x - NL_f}{L_u - L_f} = \frac{x_0 + v_c t - NL_f(F)}{L_u(F) - L_f(F)}, \]  

(2.40)

\[ N_f = \frac{NL_u - x}{L_u - L_f} = \frac{NL_u(F) - x_0 - v_c t}{L_u(F) - L_f(F)}, \]  

(2.41)

\[ \frac{dN_u}{dt} = k_u(F) N_f(t, F) - k_f(F) N_u(t, F). \]  

(2.42)

Also note that \( L_f \) and \( L_u \) are the length of a single folded/unfolded protein and they are functions of only \( F \) (true for both FJC (Eq. 2.12) and WLC).

Since \( dx/dt = v_c > 0 \), to determine the sign of \( dF/dx \), we only need to study the sign of \( \dot{F} = dF/dt \). Hence, we now focus on the \( F-t \) plane. Eq. 2.39 tells us that the whole \( F-t \) plane can be divided into 4 regions, depending on the signs of the numerator and denominator on the right hand side (see Table. 2.1).

The actual solution to the 3-equation system always satisfies \( N_f \geq 0 \) and \( N_u \geq 0 \). Also, it is generally true that \( L_f' \geq 0 \) and \( L_u' \geq 0 \), i.e, the length of a single folded/unfolded protein should increase with an increasing pulling force. Therefore the denominator term is always non-negative. Hence the actual solution for \( F(t) \) always lies in region I or region II of Table. 2.1. In other words, region III and IV are forbidden.

Now we should study more carefully the numerator \( (v_c - \dot{N}_u(L_u - L_f)) \) in order to see whether the \( F(t) \) curve is in region I (stable with \( dF/dx > 0 \) or
Table 2.1: Eq. 2.39 divides the $F - t$ plane into 4 regions with different signs of $dF/dt$.

region II (unstable with $dF/dx < 0$). To do this, we rewrite the numerator as:

\[
v_c - \dot{N}_u(L_u - L_f) = v_c - [k_uN_f - k_fN_u] (L_u - L_f) = v_c - (k_u + k_f)N_u (L_u - L_f)
\]

Then Eq. 2.46 implies:

\[
v_c - \dot{N}_u(L_u - L_f) > 0 \iff t > T(F) \iff dF/dt > 0 \quad (2.48)
\]

\[
v_c - \dot{N}_u(L_u - L_f) < 0 \iff t < T(F) \iff dF/dt < 0 \quad (2.49)
\]

Using this information, we could make some conclusions for the behavior of the $F(t)$ profile. Suppose we have one solution $F(t)$ which behaves as follows:

- For $t \in [t_0, t_1]$, $F(t)$ is a monotonically increasing function. Denote the inverse of this function as $t_I(F)$.
- For $t \in [t_1, t_2]$, $F(t)$ is a monotonically decreasing function, whose inverse is $t_{II}(F)$.

We argue that this is not possible in our model. The reason is: the curve $F(t)$ between $[t_1, t_2]$ is monotonically decreasing, so it is in region II. Therefore $t_{II} \leq T(F)$. But then we have $t_I(F) \leq t_{II}(F) \leq T(F)$, which means $F(t)$ in $[t_0, t_1]$ is also monotonically decreasing. This violates our assumption that during $t \in [t_0, t_1]$, $F(t)$ is an increasing function. Therefore, we arrive at the conclusion that no negative slope is possible after a positive slope in the $F - t$ or $F - x$ profile.

\[\text{Since } F(t) \text{ first increases and then decreases, so the two regions share the same range of } F.\]
On the other hand, our model also has the property that \( dF/dt > 0 \) as \( t \to +\infty \). To see this, note that at sufficiently large time \( t \):

\[
\begin{align*}
    v_c - Nk_uL_u - Nk_fL_f + (k_u + k_f)(x_0 + v_c t) &\quad \text{(2.50)} \\
    = v_c + k_u(v_c t + x_0 - NL_u) + k_f(v_c t + x_0 - NL_f) &\quad \text{(2.51)} \\
    > 0 ,
\end{align*}
\]

because \( v_c \), \( k_u \) and \( k_f \) are always positive and \( NL_f \) and \( NL_u \) are bounded for an inextensible chain. So at sufficiently large time, \( t > T(F) \) and the \( F(t) \) curve is always in region I.

The conclusions above suggest that there are only two kinds of \( F(t) \) behaviors depending on its initial condition: If initially \( dF/dt > 0 \), then the force will monotonically increase for any \( t > 0 \). Otherwise, if initially \( dF/dt < 0 \), the \( F(t) \) profile will first decrease, and then increase after some critical time \( t_r \). Once it begins to increase, it can never decrease again.

Finally, we note that generally, we begin with a small force that is close to 0. If we assume \( L'_f(0) \) and \( L'_u(0) \) is very small such that:

\[
    v_c - Nk_u(0)L_u(0) - Nk_fL_f(0) + (k_u + k_f)x_0 \approx v_c > 0 ,
\]

then the sign of \( dF/dt \) is always positive for all time \( t \). In other words, generally, the force-extension profile should be monotonically increasing.

To summarize, under the following three assumptions, a negative slope plateau in the force-extension relation will never appear in our 3-equation model:

1. The system can be characterized by our 3 equations: Eq. 2.35 to Eq. 2.37. Note that in this section, no assumption of FJC or WLC is made, but the total extension is assumed to be the sum of the extensions of the sub-chains.

2. For a single folded or unfolded protein, if we increase the force, its length should increase: \( L'_f > 0 \), \( L'_u > 0 \). This is obviously true for both FJC and WLC.

3. \( k_f \), \( k_u \), \( L_f \) and \( L_u \) are smooth continuous functions with \( (k_f + k_u)v_c > 0 \).

## 2.10 Conclusions

We have obtained solutions to a kinetic two-state model for protein unfolding based on a heterogeneous FJC model and Bell’s model. This model describes the forced unfolding of a chain of proteins under various kinds of loading conditions. Using this model we have obtained analytic solutions that can predict the response of a chain of proteins under a linearly increasing force or a constant force. The model can also be used to fit the experimental data from constant velocity pulling experiments, as we have demonstrated for ubiquitin.
and fibrinogen. In particular, we have used the experimental data to solve
directly for all the four kinetic parameters and predict the response of the
proteins under a linearly increasing or constant force. Our solutions show that
the refolding rate is much larger than the unfolding rate at zero force and that
interesting physics is revealed if we account for the refolding rate at low forces.
We argue that in general, the $F(t)$ or $F(x)$ profile is monotonically increasing
under the assumptions listed in the main text. We also note that unfolding is a
first order phase transition since some energy is required to go to the unfolded
state and there is discontinuous change in the entropy per unit length.
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Part II

Heterogeneous Wormlike Chain Model and Its Applications
Chapter 3

Statistical Mechanics of a Discrete System with Quadratic Energy

<table>
<thead>
<tr>
<th>Main results of this chapter:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Partition function of a discrete system with quadratic energy can be evaluated analytically. The free energy is determined by $\det \mathbf{M}$, where $\mathbf{M}$ is the system’s stiffness matrix. The thermal fluctuation scales linearly with the temperature and inversely with $\mathbf{M}$.</td>
</tr>
<tr>
<td>2. There are two methods to analyze a statistical mechanical system with constraints. The first is to replace each constraint by an infinitely stiff spring. This corresponds to the penalty method in classical mechanics, especially in the finite element setting. The other method makes use of the Fourier transform of the Dirac delta function, which corresponds to the Lagrange multiplier method in classical mechanics.</td>
</tr>
</tbody>
</table>

The partition function of a continuous system is in general difficult to evaluate. However, by discretizing a continuous system into elements and reducing the degrees of freedom to a finite number, it is sometimes possible to obtain an analytic expression for the partition function and all other thermodynamic properties. In this chapter, we will first study a discrete system under no constraints and then discuss the consequences of adding constraints into the system. In specific problems, as we shall see in the chapters that follow, constraints are usually introduced into the system by posing different boundary
3.1 General Theory

Consider a discrete system having $D$ degrees of freedom characterized by a finite set of independent variables:

$$\vec{\theta}^T = [\theta_1, \theta_2, \ldots, \theta_D].$$

(3.1)

Assume the Hamiltonian of the system takes the quadratic form:

$$\mathcal{H} = \frac{1}{2} \vec{\theta}^T \mathbf{M} \cdot \vec{\theta} + \mathcal{H}_0,$$

(3.2)

where $\mathbf{M}$ and $\mathcal{H}_0$ are the symmetric stiffness matrix and the ground state energy of the system respectively.

The partition function of the system is the sum of all the allowed states weighted by the Boltzmann factor:

$$Z = \int \exp \left[ -\frac{1}{2} \vec{\theta}^T (\beta \mathbf{M}) \cdot \vec{\theta} - \beta \mathcal{H}_0 \right] d\vec{\theta},$$

(3.3)

with $\beta = 1/k_B T$, $k_B$ being the Boltzmann constant and $T$ being the temperature in Kelvin.

Using the multidimensional Gaussian integral, Eq. 3.3 can be evaluated analytically (see reference [1, 2] and Appendix A):

$$Z = \exp (-\beta \mathcal{H}_0) \sqrt{\frac{(2\pi k_B T)^D}{\det \mathbf{M}}}. \quad (3.4)$$

Here we assume the limits of the integral in Eq. 3.3 are $\pm \infty$. If the range of $\vec{\theta}$ is finite, like an angle typically lies only in the interval of $[-\pi, \pi]$, we can first extend the integral to $\pm \infty$, then Eq. 3.4 is an asymptotic approximation for the partition function. Such an approximation is good when the eigenvalues of $\mathbf{M}$ are large, in which case the energy well is steep and states that are far away from $\vec{\theta} = \vec{0}$ have high energies and extremely small contributions to the partition function.

The free energy of the system is $G = -k_B T \log Z$:

$$2\beta G = \log(\det \mathbf{M}) - D \log(2\pi k_B T) + 2\beta \mathcal{H}_0. \quad (3.5)$$

All thermodynamic properties of the system can be derived from the free energy and their expressions depend on the ensemble we use.

\[1\] If the energy well is not steep, the quadratic approximation may break down. In this case, we need to consider higher order approximation for the energy well. For example, in 1D case, if the energy takes the form $E(x) = ax^2 + bx^4$, then the partition function is

$$Z = \int_{-\infty}^{+\infty} \exp \left( -\beta ax^2 - \beta bx^4 \right) dx = \sqrt{a/4b} \exp(\beta a^2/8b) K_{1/4}(\beta a^2/8b),$$

where $a, b$ are constants and $K_{1/4}(z)$ is the modified Bessel function of the second kind of order 1/4.
Fluctuation of the system can also be evaluated analytically and it is governed by the inverse of the stiffness matrix $M \ [1, 2]$. This makes sense because the stiffer the system is, the less thermal fluctuations it experiences:

$$\langle \theta_i \cdot \theta_j \rangle = \frac{1}{Z} \int (\theta_i \theta_j) \exp \left[ -\frac{1}{2} \tilde{\theta}^T (\beta M) \cdot \tilde{\theta} - \beta \mathcal{H}_0 \right] d\tilde{\theta} = k_B T (M^{-1})_{ij}. \quad (3.6)$$

From Eq. 3.6, we see that $\langle \theta_i \cdot \theta_j \rangle \sim T$ because the stiffness matrix $M$ is independent of temperature. This relation is a natural generalization of the fluctuation in a 1D system discussed in the Introduction of this proposal (Eq. 1.11).

Finally, the Equipartition theorem can be derived directly from Eq. 3.6:

$$\langle \mathcal{H} \rangle - \mathcal{H}_0 = \frac{1}{2} \sum M_{ij} \langle \theta_i \theta_j \rangle = \frac{k_B T}{2} \sum M_{ij} (M^{-1})_{ij} = D k_B T/2. \quad (3.7)$$

Here we have used the fact that $M$ is a symmetric matrix with dimension $D \times D$.

If the system is decoupled such that the stiffness matrix $M$ is diagonal:

$$\mathcal{H} = \frac{1}{2} \sum_{i=1}^D M_i \theta_i^2 + \mathcal{H}_0, \quad (3.8)$$

then the fluctuation reduces to:

$$\langle \theta_i \theta_j \rangle = \delta_{ij} \frac{k_B T}{M_{ij}}, \quad (3.9)$$

where $\delta_{ij}$ is the Kronecker delta function.

The theory described above assumes that the Hamiltonian is a quadratic function of the independent variables $\theta_i$. In general, the Hamiltonian can take various complicated forms. But as long as it has a well-defined ground state $\tilde{\theta}^0$, we can always expand the Hamiltonian around $\tilde{\theta}^0$ and approximate the ground state energy up to the 2nd order. In this case, the results we obtained above are the asymptotic solutions based on the Laplace method in complex variable theory [3]. Such asymptotic solutions reflect the fluctuation of the system around its ground state and they are good approximations when the energy well is steep, in which case the states far away from the ground state are not important because they have high energies and extremely small Boltzmann factors.

### 3.2 Statistical Mechanics of a Constrained System: Method 1

Consider the same discrete system characterized by $[\theta_1, \theta_2, \cdots, \theta_D]$ with a quadratic Hamiltonian shown in Eq. 3.2. Now suppose not all the $\theta_i$ are independent, instead, they are constrained by:

$$g_i(\tilde{\theta}) = 0 \quad (i = 1, 2, \cdots, p), \quad (3.10)$$
where \( p \) is the number of constraints on the system.

The partition function is the sum of Boltzmann weights for all the allowed configurations. Therefore, only those configurations satisfying the constraints \( g_i \) can be taken into account:

\[
Z = \int \exp (-\beta \mathcal{H}) \delta(g_1) \delta(g_2) \cdots \delta(g_p) \, d\vec{\theta},
\] (3.11)

To evaluate Eq. 3.11, we make use of the definition of the Dirac \( \delta \) function:

\[
\delta(x) = \lim_{k \to +\infty} \left\{ \frac{k}{\sqrt{\pi}} \exp \left[ -(kx)^2 \right] \right\}.
\] (3.12)

Plugging Eq. 3.12 into Eq. 3.11, we get:

\[
Z = \lim_{k_i \to +\infty} \left[ \prod_{i=1}^{p} k_i \int \exp (-\beta \mathcal{H}_{\text{eff}}) \, d\vec{\theta} \right],
\] (3.13)

where the effective Hamiltonian for the constrained system is:

\[
\mathcal{H}_{\text{eff}} = \mathcal{H} + \sum_{i=1}^{p} (k_i g_i)^2.
\] (3.14)

Hence, by using the definition of \( \delta \) function, we have changed the constrained system to an effective unconstrained one. By looking at Eq. 3.14, it is as if we have replaced each constraint with a stiff spring. This is exactly the idea of the penalty method for solving constrained optimization problems in finite element analysis [4]. As we shall see in the following chapters, to compute the fluctuation of a discrete system, the first step is to find the configuration that minimizes the Hamiltonian. For a system with constraints on its kinematic variables, theories of the penalty methods that determine the static configuration of the system can be used for this step.

Further, the free energy of the constrained system is:

\[
G = G_{\text{eff}} + G_0(T),
\] (3.15)

where the reference \( G_0 \) is:

\[
G_0(T) = \frac{p}{2} k_B T \log(k_B T \pi) - k_B T \sum_{i=1}^{N} \log k_i.
\] (3.16)

The fluctuation of the system is:

\[
\langle \theta_i \theta_j \rangle = \frac{1}{Z} \lim_{k_i \to +\infty} \left[ \frac{\prod_{i=1}^{p} k_i}{(k_B T \pi)^{p/2}} \int (\theta_i \theta_j) \exp (-\beta \mathcal{H}_{\text{eff}}) \, d\vec{\theta} \right] = \langle \theta_i \theta_j \rangle_{\text{eff}}.
\] (3.17)

Therefore, the fluctuation of the effective unconstrained system approaches the fluctuation of the constrained system as \( k_i \to +\infty \).

\[\text{2Here, we change the variable from } k_B T k_i \to k_i.\]
3.3 Statistical Mechanics of a Constrained System: Method 2

Zhang & Crothers [1] and later Su & Purohit [2] have used another method to evaluate the partition function with constraints and we briefly summarize their method in this section. Instead of using the definition of the $\delta$ function shown in Eq. 3.12, they use the Fourier transform of the $\delta$ function:

$$\delta(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \exp(Ikx)dk,$$

(3.18)

where $I = \sqrt{-1}$ is the imaginary unit.

Plugging Eq. 3.18 into the partition function Eq. 3.11, we get:

$$Z = \frac{1}{(2\pi)^p} \int \exp(-\beta\mathcal{H}_{\text{eff}}) d\vec{\theta} d\vec{k},$$

(3.19)

where $\vec{k} = [k_1, k_2, \cdots k_p]$ and the effective Hamiltonian for the constrained system is:

$$\mathcal{H}_{\text{eff}} = \mathcal{H} - k_B TI \sum_{i=1}^{p} k_i g_i,$$

(3.20)

Here again we have changed the constrained system into an unconstrained one with the price of introducing $p$ more independent variables $k_i$. The free energy and fluctuation of the system can be evaluated in the same way as we discussed before.

3.4 An Example

To illustrate the general theory discussed above, we consider a simple coupled harmonic spring system shown in Fig. 3.1. Two balls are attached to three springs with the same spring constant $k$. The system has two degrees of freedom: $x_1$ and $x_2$ being the displacements of the two balls from their equilibrium positions. The Hamiltonian of the system is:

$$\mathcal{H} = \frac{1}{2} k x_1^2 + \frac{1}{2} k x_2^2 + \frac{1}{2} k(x_1 - x_2)^2.$$

(3.21)

The stiffness matrix constructed from Eq. 3.21 is:

$$M = \begin{bmatrix} 2k & -k \\ -k & 2k \end{bmatrix}$$

(3.22)

Hence, using Eq. 3.6, the fluctuation of the system is:

$$\langle x_i x_j \rangle = k_B T (M^{-1})_{ij} = \frac{k_B T}{3k} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}$$

(3.23)
Now suppose we have an additional constraint $x_1 = x_2$, i.e., the two balls are further connected by a rigid bar. The first method is to replace the constraint by a stiff spring $k_c$ and the effective Hamiltonian of the system becomes:

$$
\mathcal{H} = \frac{1}{2} k x_1^2 + \frac{1}{2} k x_2^2 + \frac{1}{2} (k + k_c)(x_1 - x_2)^2.
$$

(3.24)

The stiffness matrix constructed from Eq. 3.24 is:

$$
M = \begin{bmatrix}
2k + k_c & -k - k_c \\
-k - k_c & 2k + k_c
\end{bmatrix}
$$

(3.25)

So the fluctuation of the system is:

$$
\langle x_i x_j \rangle = k_B T \lim_{k_c \to +\infty} (M^{-1})_{ij} = \frac{k_B T}{2k} \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}.
$$

(3.26)

This makes sense because the system with constraint $x_1 = x_2$ is just like a rigid bar connected by two springs. The effective spring constant is $2k$.

For the method that uses Fourier transform of the $\delta$-function, the effective Hamiltonian of the system is:

$$
\mathcal{H} = \frac{1}{2} k x_1^2 + \frac{1}{2} k x_2^2 + \frac{1}{2} k (x_1 - x_2)^2 - I k_c k_B T (x_1 - x_2).
$$

(3.27)

The corresponding stiffness matrix constructed from Eq. 3.27 has three degrees of freedom:

$$
M = \begin{bmatrix}
2k & -k & -k_B T I \\
-k & 2k & k_B T I \\
-k_B T I & k_B T I & 0
\end{bmatrix}
$$

(3.28)
The inverse of $\mathbf{M}$ multiplied by the thermal energy gives the fluctuation $\langle x_i x_j \rangle = k_B T/2k$, which is exactly the same as the result using the previous method (Eq. 3.26).
Bibliography


Chapter 4

Heterogeneous Wormlike Chain Under End-to-end Force

Main results of this chapter:

1. Statistical mechanical properties of a general heterogeneous chain under various boundary conditions are evaluated using the multidimensional Gaussian integral technique.

2. All thermodynamic properties of a chain can be expressed in terms of an energy function which is measurable in a single force-extension experiment. Formulae in terms of this energy function hold for any heterogeneous chain under any boundary condition.

3. Folded and unfolded proteins are expected to have different mechanical properties. Here the theory for a heterogeneous chain with two bending moduli is applied to predict the force-extension profile for the forced unfolding of a protein oligomer.

4.1 Introduction

Single molecule mechanical experiments on rod-like biomolecules, such as DNA and actin have for long been interpreted using a model of a homogeneous fluctuating elastic rod [1, 2, 3, 4]. However, advanced single molecule techniques are now capable of probing the structure and properties of macromolecules at length scales of a few nanometers. At these length scales it is no longer sufficient to think of the molecules as having homogeneous mechanical
properties. In fact, several recent studies have revealed the remarkable effects of the heterogeneous properties of some biopolymers on their conformations as well as their mechanical behavior [5, 6]. For example, heterogeneous mechanical properties are encountered in partially unfolded protein oligomers in atomic force microscopy [7]. Sequence specific mechanical properties of DNA are already well known and it has been suggested that DNA binding proteins can sense these heterogeneities, making them biologically significant [8, 9, 10]. Also, it has been noted that localized softening in DNA can have significant influence on looping probabilities which ultimately affect genetic activity [11, 12]. These examples show that heterogeneous mechanical properties have been observed in experiments on biomolecules and that even at relatively large length scale, they can have significant biological consequences which the homogeneous models cannot capture. They motivate us to examine the consequences of heterogeneity through detailed mathematical models.

A simple way of introducing heterogeneity in polymer models is to group monomers into hydrophilic and hydrophobic types as has been done in some recent articles [13, 14]. Another model which accounts for heterogeneity is the two-state wormlike chain model of [15], which reduces to the fluctuating rod model in the low force limit, and to the Ising model at high forces [15]. The approach in this chapter is different from these methods in that we allow the bending modulus $K_b(s)$ of our fluctuating rod to vary as an arbitrary function of the arc length $s$. We first evaluate the partition function of the rod in a constant force and constant temperature ensemble, and then compute the free energy and a host of other thermal and mechanical properties of the rod. The results are verified through Monte Carlo simulations. A special case of our model is one in which there are only two possible values of the bending modulus $K_I$ and $K_{II}$ along the chain. We call this the ‘special heterogeneous chain’ and use it to interpret the force-extension data from the forced unfolding experiments on protein oligomers.

Our method also allows us to determine the consequences of constraints imposed on the rod. In particular, we can determine the force-extension relation and the magnitude of transverse fluctuations under different types of boundary conditions. Boundary conditions significantly affect the fluctuations if the length of the rod is comparable or shorter than its persistence length [16]. The effect of boundary conditions on the fluctuations of homogeneous rods has been analyzed only recently by a few authors [17]. In this chapter we apply three different boundary conditions on the rod and compare our results with those of [17] for homogeneous rods and find excellent agreement. The method used in this chapter is more general than that of [17] which is based on the equipartition theorem and can only be applied to homogeneous rods.

This chapter is organized as follows. We first use the equipartition theorem to derive some general results for heterogeneous chains with arbitrary boundary conditions. We then demonstrate a method for calculating the thermomechanical properties of chains and rods under three different boundary conditions. We use Monte Carlo simulations and comparisons with earlier work
to show that our method gives accurate results. Finally, we apply our method to interpret data from force-extension experiments on the protein ubiquitin.

### 4.2 Description of the Heterogeneous Worm-like Chain Model

Below we study the thermo-mechanical properties of a fluctuating heterogeneous elastic chain. A theory for a 2D chain is presented first and then the results are generalized to 3D.

Figure 4.1: Model of the 2D chain. A thermally fluctuating $N$–segment 2D chain is subjected to an external applied force $\vec{F} = F \hat{X}$. The configuration of the chain is characterized by its $N$ tangent angles $\theta_i$, formed by the segments with respect to the $\hat{X}$ axis. The transverse displacement of the chain, denoted by $y_i$ in the figure, reflects how much the chain fluctuates. (a) Hinged-hinged boundary conditions: both ends of the chain are constrained on the $\hat{X}$ axis, but no moment is acting on them; (b) partially clamped boundary conditions: one end of the chain is clamped on the $\hat{X}$ axis while the other end, with slope also constrained to be zero, is free to have transverse displacement in the $Y$ direction. (c) clamped-clamped boundary conditions: both ends are clamped on the $\hat{X}$ axis.

Let $\{\hat{X}, \hat{Y}\}$ be a standard reference dyad in 2D space, an $N$-segment chain with one end fixed at the origin and the other end subjected to an external force $\vec{F} = F \hat{X}$ is fluctuating around its equilibrium state. As shown in Fig. 6.1, each configuration of the chain is characterized by $N$ tangent angles $\theta_i$, formed by the segments with respect to the $\hat{X}$ axis. We assume that (1) the length of the segment $l$ is a constant independent of the applied force, and therefore, the chain is inextensible with contour length being $L = Nl$; (2) the chain is untwistable \(^1\). Therefore, the elastic energy of the chain arises only from

\(^1\)Although twist may be important in some cases, we neglect it here and focus on (1)
bending and it is given by:

\[ E = \sum_{i=1}^{N-1} \frac{K_i}{2l} (\theta_{i+1} - \theta_i)^2, \quad (4.1) \]

where \( K_i \) is the bending modulus that varies along the heterogeneous chain. A continuum version of this energy is obtained by taking the limit as \( l \to 0 \) and \( N \to \infty \) while \( Nl = L \) remains fixed and is given by:

\[ E_{\text{rod}} = \int_0^L \frac{K(s)}{2} \dot{\theta}(s)^2 ds, \quad (4.2) \]

where \( s \) is the arc length along the rod and \( \dot{\theta} \) is the derivative of \( \theta \) with respect to \( s \).

Up to a quadratic approximation, the Hamiltonian of the chain (or rod in the continuum limit) in a fixed \( T \) (temperature in Kelvin) and \( F \) (force) ensemble is:

\[ \beta (E - Fx) = \int_0^L \frac{\beta K(s)}{2} \dot{\theta}(s)^2 ds - \beta F \int_0^L \cos \theta ds \quad (4.3) \]

\[ \approx \beta \sum_{i=1}^{N-1} \kappa_i (\theta_{i+1} - \theta_i)^2 + \beta f \sum_{i=1}^{N} \theta_i^2 - \beta FL, \quad (4.4) \]

where \( \beta = (k_B T)^{-1} \) and \( k_B \) is the Boltzmann constant, \( x \) is the extension (end-to-end distance projected onto the \( \hat{X} \) axis) of the chain and \( \kappa_i, f \) are respectively the bending modulus and the force in energy units:

\[ \kappa_i = \frac{K_i}{2l}, \quad f = \frac{Fl}{2}. \quad (4.5) \]

For a short chain whose contour length \( L \) is comparable to its persistence length \( \xi_p \sim K/k_B T \), we expect the thermomechanics and the fluctuation of the chain to depend on the boundary conditions. We consider three different boundary conditions in this chapter (Fig. 6.1): (1) hinged-hinged chain: both ends of the chain are hinged on the \( \hat{X} \) axis with no moments acting on them; (2) partially clamped chain: one end of the chain is clamped at the origin while the other end, with slope constrained to be zero, is free to have transverse displacement in the \( Y \) direction. (3) clamped-clamped chain: both ends of the chain are clamped on the \( \hat{X} \) axis. All these three boundary conditions have been realized in experiments using different types of apparatuses [17]. Note that for a long chain with \( L \gg \xi_p \), we expect the thermomechanics of the chain to be insensitive to the boundary conditions.

\[ \xi_p \sim K/k_B T, \quad \xi_p = K/k_B T \quad (4.6) \]

the effects of heterogeneity and (2) different boundary conditions. Reference [4] gives some explanation on the simplification of the twisting energy.

\[ \text{Here we define the persistence length } \xi_p \text{ as } \langle \hat{t}(s_0) \cdot \hat{t}(s_0 + s) \rangle = e^{-s/\xi_p}, \text{ where } \hat{t} \text{ is the unit tangent vector of the chain. This definition leads to } \xi_p = 2K/k_B T \text{ for a 2D chain and } \xi_p = K/k_B T \text{ for a 3D chain} \quad [19] \]
### 4.3 General Theory

For a chain in a fixed temperature $T$ and $F$ ensemble, the partition function is:

$$Z = \sum_\nu \exp \left[ -\beta (E_\nu - Fx_\nu) \right], \quad (4.6)$$

where the summation is over all the allowed configurations $\nu$, with $E_\nu$ and $x_\nu$ respectively being the energy and the extension of the chain. From the definition of the partition function (Eq. 4.6), we get:

$$\langle E - Fx \rangle = \frac{1}{Z} \sum_\nu (E_\nu - Fx_\nu) \exp \left[ -\beta (E_\nu - Fx_\nu) \right] = -\left( \frac{\partial \log Z}{\partial \beta} \right)_F, \quad (4.7)$$

where $\langle A \rangle$ denotes the ensemble average of a quantity $A$ and ‘log’ denotes the natural logarithm in this chapter.

On the other hand, since the Hamiltonian is quadratic in the configuration angles $\theta_i$ (Eq. 4.4), we have the equipartition theorem for a fixed $T$, $F$ ensemble:

$$\langle E - Fx + FL \rangle = \frac{D}{2} k_B T, \quad (4.8)$$

where $D$ is the number of degrees of freedom of the system.

Eq. 4.7 together with Eq. 4.8 leads to a partial differential equation for the partition function $Z$:

$$\left( \frac{\partial \log Z}{\partial \beta} \right)_F = -\frac{D}{2\beta} + FL, \quad (4.9)$$

integrating which we get:

$$\log Z = -\frac{D}{2} \log \beta + FL\beta - W(F), \quad (4.10)$$

where $W(F)$ is an unknown function of $F$. Note that Eq. 4.10 holds for any heterogeneous chain with any boundary condition, and all this information is included in $W(F)$, which is independent of the temperature $T$. Also, regarding to the units in Eq. 4.10, we shall see in the later sections (Eq. 4.34, Eq. 4.49 and Eq. 4.60) that $W(F)$ includes $D$ terms of the logarithm of quantities in energy units, which combine with the term $-\frac{D}{2} \log \beta$ in Eq. 4.10 to make the argument of the ‘log’ dimensionless.

Using the relation between the partition function $Z$ and the free energy $G$, we obtain $G(T, F)$ expressed in terms of $W(F)$:

$$G(T, F) = -k_B T \log Z = \frac{D}{2\beta} \log \beta - FL + \frac{W(F)}{\beta}. \quad (4.11)$$

Eq. 4.11 shows how the free energy $G(T, F)$ depends on $T$ and $F$ up to an unkown function $W(F)$. Note that $G(T, F)$ is the fundamental quantity for a
fixed \(T, F\) ensemble because all thermo-mechanical quantities can be derived from it [18]. Here, by using the equipartition theorem, we have been able to deduce a form for \(G(T, F)\) in which the dependences on \(T\) and \(F\) are conveniently decoupled. All thermo-mechanical quantities can now be expressed in terms of \(W(F)\). More importantly, we will see that \(W(F)\) and its derivative, which we denote as \(\Delta(F) = W'(F)\), have clear physical meanings and unlike \(G(T, F)\), can be measured directly in a single force-extension experiment.

We derive the thermo-mechanical quantities in terms of \(W(F)\) and its derivatives \(\Delta(F), \Delta'(F)\) below. The entropy of the chain is given by:

\[
S = -\left(\frac{\partial G}{\partial T}\right)_F = \frac{1}{2} Dk_B \left[1 + \log(k_B T)\right] - k_B W(F). \tag{4.12}
\]

Eq. 4.12 shows that the contributions of \(T\) and \(F\) to the entropy are decoupled.

The extension of the chain is given by a simple formula:

\[
\langle x \rangle = -\left(\frac{\partial G}{\partial F}\right)_T = L - k_B T \cdot \Delta(F). \tag{4.13}
\]

where again \(\Delta(F)\) is the derivative of \(W(F)\): \(\Delta(F) = W'(F)\). Note that as a special case, the well-known formula for the 2D hinged-hinged homogeneous wormlike chain has exactly the form of Eq. 4.13, with \(\Delta(F)\) given by \([17]\):

\[
\Delta_{\text{homo}}(F) = \frac{1}{4} \left[ \frac{L}{\sqrt{KF}} \coth \left( \frac{FL}{\sqrt{KF}} \right) - \frac{1}{F} \right]. \tag{4.14}
\]

It is interesting that the simple expression Eq. 4.13 holds for any general chain, with all the complexity of the heterogeneity and boundary information appearing only in the function \(\Delta(F)\). Also note that the dependence on \(T\) of \(\langle x \rangle\) is the same for all chains with any heterogeneity and boundary conditions (Eq. 4.13). In fact, this conclusion is true for all the thermo-mechanical quantities shown below.

More importantly, Eq. 4.13 implies that the unknown function \(\Delta(F)\) is actually the ‘shrinking’ of the chain \((L - \langle x \rangle)\) scaled by the inverse of the thermal energy \(\beta = (k_B T)^{-1}\). Therefore, this unknown function of \(F\) can be measured in a single force-extension experiment and its independence of \(T\) can also be tested. Further, to reveal the physical meaning of \(W(F)\), we integrate Eq. 4.13 with respect to \(F\) once to get:

\[
k_B T \cdot W(F) = LF - \int \langle x \rangle dF. \tag{4.15}
\]

The integral on the right-hand-side of Eq. 4.15 is the complementary energy of the chain (Fig. 4.2), therefore, \(k_B T \cdot W(F)\) is the difference between \(LF\) and the complementary energy, which corresponds to the shaded area beneath the force-extension curve shown in Fig. 4.2 and can be measured in a single force-extension experiment. Once \(W(F)\) and \(\Delta(F)\) are measured, all the other
Figure 4.2: The unknown function $W(F)$ can be measured in a single force extension experiment. The shaded area above the force-extension curve is the complementary energy and the area beneath the force-extension curve is $k_B T \cdot W(F)$ by Eq. 4.15.

Thermo-mechanical properties of the chain are known, as we will show below. We note that $k_B T \cdot W(F)$ is not exactly the energy stored in the chain, which is $\int Fdx = Fx - \int x dF$. We also note that $W(F)$ can only be measured up to a constant because of the indefinite integral in Eq. 4.15. However, this constant will not appear in $\Delta(F)$, which is the derivative of $W(F)$.

The variance of extension is related to the derivative of $\langle x \rangle$ with respect to $F$ [18] and it is given by:

$$\langle (\Delta x)^2 \rangle = k_B T \left( \frac{\partial \langle x \rangle}{\partial F} \right) = -(k_B T)^2 \cdot \Delta'(F), \quad (4.16)$$

where Eq. 4.13 has been used. Eq. 4.16 implies that the variance of extension always scales as $T^2$. Note that $\langle (\Delta x)^2 \rangle$ is non-negative, so $\Delta'(F) \leq 0$ and therefore $\Delta(F)$ is a decreasing function, as it should be, because it is the ‘shrinking’ of a chain under a force $F$.

Using basic thermodynamic relations [18], the average energy of the chain and its variance can also be expressed in terms of $\Delta(F)$ and $\Delta'(F)$:

$$\langle E \rangle = \langle E - Fx \rangle + F\langle x \rangle = k_B T \left[ \frac{D}{2} - F \cdot \Delta(F) \right], \quad (4.17)$$

$$\langle (\Delta E)^2 \rangle = -\left( \frac{\partial \langle E \rangle}{\partial \beta} \right)_{F/T} = (k_B T)^2 \left[ \frac{1}{2} D - 2F \Delta(F) - F^2 \Delta'(F) \right] \quad (4.18)$$

Thermo-mechanical properties, such as heat capacity $C_F$, coefficient of thermal expansion $\alpha$ as well as the isothermal extensibility $\chi$, are second derivatives of the free energy $G$ [18]. Using Eq. 4.11, Eq. 4.12 and Eq. 4.13,
we get:
\[
C_F = T \left( \frac{\partial S}{\partial T} \right)_F = \frac{k_B D}{2},
\]
(4.19)
\[
\alpha = \frac{1}{\langle x \rangle} \left( \frac{\partial \langle x \rangle}{\partial T} \right)_F = -\frac{k_B \Delta(F)}{\langle x \rangle} = \frac{1}{T \left[ 1 - \beta L/\Delta(F) \right]},
\]
(4.20)
\[
\chi = \frac{1}{\langle x \rangle} \left( \frac{\partial \langle x \rangle}{\partial F} \right)_T = -\frac{k_B T \cdot \Delta'(F)}{\langle x \rangle} = \frac{\Delta'(F)}{\Delta(F) - \beta L}.
\]
(4.21)

Note that the heat capacity \(C_F\) is a constant independent of both \(T\) and \(F\).

From Eq. 4.20, we find that the inverse of the coefficient of thermal expansion is linear with respect to \(T\):
\[
\frac{1}{\alpha} = T - \frac{L}{k_B \cdot \Delta(F)}.
\]
(4.22)

This can be tested in a single thermal expansion experiment with constant force \(F\) acting at the end of the chain. We further note that the condition \(\langle x \rangle \in [0, L]\) on Eq. 4.13 leads to \(\alpha \leq 0\) in Eq. 4.22, which means the chain shrinks in response to an increase in temperature.

Moreover, Eq. 4.13 combined with Eq. 4.20 suggests that if one does a force-extension experiment and a thermal expansion experiment, one should find the results of the two experiments related by:
\[
\frac{\langle x \rangle}{L} = \frac{1}{1 - \alpha T},
\]
(4.23)

with both sides evaluated at the same \(F\) and \(T\). Note that this relation (Eq. 4.23) does not involve the unknown function \(W(F)\) and therefore it is not affected by the heterogeneity and boundary condition of the chain. It (Eq. 4.23) implies that a stiffer chain, which has a larger value of \(\langle x \rangle/L\), will have a smaller value of \(|\alpha|\) and therefore is less sensitive to the change of temperature. In addition, Eq. 4.23 constitutes a falsifiable prediction of our theory and can be tested in experiments.

To sum up, we have been able to express the thermo-mechanical properties for any heterogeneous chain with any boundary conditions in terms of a single-variable unknown function \(W(F)\), instead of \(G(T, F)\) and \(Z(T, F)\). Moreover, unlike \(G(T, F)\) and \(Z(T, F)\), \(W(F)\) and its derivative \(\Delta(F)\) have clear physical meanings and are easy to measure in a single force-extension experiment using Eq. 4.13\(^3\). Therefore, by doing a single experiment, one can get all the thermo-mechanical properties for the chain, without assuming the chain is homogeneous and regardless of the type of boundary condition applied. Finally,

\(^3\)Note that the shrinking \(\Delta(F)\) can be measured directly while the energy \(W(F)\) can be measured only up to an undetermined constant. But, from Eq. 4.13 to Eq. 4.21, we see that most of the thermo-mechanical quantities are expressed only in terms of \(\Delta(F)\), instead of \(W(F)\), so they can be determined exactly by measuring \(\Delta(F)\).
we note that the results in this section hold for the 2D chains as well as the 3D chains except that the prefactor in Eq. 4.14 should be replaced by 1/2 in 3D case (see [19] and also the discussions on the relation between 2D and 3D chains in the latter section 4.8).

4.4 Hinged-hinged 2D chain

As has been shown in the previous section, all the thermo-mechanical quantities can be expressed in terms of $W(F)$ and its derivatives. In what follows we obtain analytic expressions for this function for a general 2D heterogeneous chain with hinged-hinged boundary conditions.

For a hinged-hinged chain (Fig. 6.1(a)), one end of the chain is fixed at the origin while the other end is constrained on the $\hat{X}$ axis, in other words, the $Y$ coordinate of the end of the chain is 0. This position constraint expressed in terms of the configuration tangent angles $\theta_i$ is:

$$g(\theta_i) = \frac{1}{l} \int_0^L \sin \theta \, ds \approx \sum_{i=1}^N \theta_i = 0.$$  \hfill (4.24)

$g$ is called the constraint function and it has been nondimensionalized. We will use the Laplace method [20] below to evaluate the partition function, so it is sufficient to expand $\sin \theta$ up to the first order in Eq. 4.24 (see the discussions below and also footnote 4).

The partition function (Eq. 4.6), which sums over all the allowed configurations determined by the constraint function $g(\theta_i)$ (Eq. 4.24), can be written in an integral form:

$$Z = \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp \left[ -\beta(E - Fx) \right] \delta(g) \, d\vec{\theta},$$  \hfill (4.25)

where $d\vec{\theta} = [ \, d\theta_1 \, d\theta_2 \cdots d\theta_N \, ]$ and $\delta(g)$ is the Dirac delta function acting on $g(\theta_i)$.

Note that the exact integral limits should be $\theta_i = \pm \pi$. But, noticing that the term $\beta(E - Fx)$ reaches its minimum value $(-\beta FL)$ at $\theta_i \equiv 0$, we have applied the Laplace method to approximate the integral by extending its limit to $\theta_i = \pm \infty$ [20]. Further, by using the Fourier transform of the Dirac delta function $\delta$ [20]:

$$\delta(g) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \exp(Ikg) \, dk,$$  \hfill (4.26)

where $I$ is the imaginary identity that satisfies $I^2 = -1$, we can rewrite the partition function Eq. 4.25 as:

$$Z = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp \left[ -\beta(E - Fx) + Ikg \right] \, d\vec{\theta} \, dk.$$  \hfill (4.27)
Consider the exponent in the partition function Eq. 4.27: the Hamiltonian \( \beta (E - Fx) \) is quadratic in \( \theta_i \) and independent of \( k \) (see Eq. 4.4) and the constraint function \( g \) is linear in \( \theta_i \) (see Eq. 4.24). So the whole exponent \( [-\beta (E - Fx) + Ikg] \) is quadratic in \( \theta_i \) and \( k \) and therefore we can write it in a matrix form \(-\vec{\Theta}^T \mathbf{M} \vec{\Theta}\) (excluding a constant term \( \beta FL \), which can be taken out of the integral), where \( \vec{\Theta} = [\theta_1, \theta_2, \cdots, \theta_N, k]^T \). Then the partition function Eq. 4.27 can be evaluated analytically:

\[
Z = e^{\beta FL} \frac{2\pi}{\sqrt{2\pi^N \prod_{i=1}^{N-1} \lambda_i}}. \tag{4.29}
\]

The \((N + 1)\) dimensional matrix \( \mathbf{M} \), whose upper \( N \times N \) submatrix is a tridiagonal matrix, can be written compactly as:

\[
[M]_{ij} = \begin{cases} 
\beta (\kappa_{i-1} + \kappa_i + f) \delta_{ij} - \beta \kappa_i \cdot \delta_{[(i-1),1]} & 1 \leq i, j \leq N \\
-[1 - \delta_{i,(N+1)}] \delta_{j,(N+1)} \cdot I/2 & \text{otherwise}
\end{cases} \tag{4.30}
\]

where \( t = \min(i, j) \) and \( \delta \) is the Kronecker delta. A similar mathematical technique for evaluating the partition function has been applied for circular DNA by [10].

Eq. 4.29 is the analytic expression for the partition function that involves a determinant \( \det \mathbf{M} \). We calculate this determinant in Appendix B and the result is:

\[
\det \mathbf{M} = \frac{N \beta^{N-1}}{4} \times \prod_{i=1}^{N-1} \lambda_i. \tag{4.31}
\]

where \( \lambda_i \) is a sequence that contains information about the bending modulus sequence \( \kappa_i \):

\[
\lambda_1 = 2\kappa_1 + f, \quad \lambda_i = (2\kappa_i + f) - \frac{\kappa_i \kappa_{i-1}}{\lambda_{i-1}} (i = 2, 3, \cdots N - 1). \tag{4.32}
\]

Plugging the expression for \( \det \mathbf{M} \) (Eq. 4.31) into the partition function (Eq. 4.29), we get:

\[
\log Z = -\frac{N - 1}{2} \log \beta + FL \beta - \frac{1}{2} \log \left( \frac{N \prod_{i=1}^{N-1} \lambda_i}{\pi^{N-1}} \right). \tag{4.33}
\]

Comparing Eq. 4.33 with Eq. 4.10 and noticing that the number of degrees of freedom is \( D = (N - 1) \) because we have one position constraint on the end.

---

4 One of the three steps in the Laplace method is to expand the exponent around its minimum point [20], so it is proper to use the Taylor expansion expressions Eq. 4.4 and Eq. 4.24.

5 Here to make the expression compact, we introduce \( \kappa_0 = \kappa_N = 0 \)
of the chain, we get the analytic expression for $W(F)$:

$$W(F) = \frac{1}{2} \left[ \sum_{i=1}^{N-1} \log \lambda_i + \log \left( \frac{N}{\pi N-1} \right) \right]. \quad (4.34)$$

Therefore,

$$\Delta(F) = \frac{dW(F)}{dF} = \frac{1}{2} \sum_{i=1}^{N-1} \frac{\lambda'_i}{\lambda_i}, \quad (4.35)$$

where $\lambda'_i = d\lambda_i/dF$.

By substituting Eq. 4.34 and Eq. 4.35 into Eq. 4.12 through Eq. 4.21, we get all the thermo-mechanical quantities for the 2D heterogeneous hinged-hinged chain. In particular, the force-extension relation is:

$$\langle x \rangle = L - k_B T \cdot \Delta(F) = L - k_B T \cdot \frac{1}{2} \sum_{i=1}^{N-1} \frac{\lambda'_i}{\lambda_i}, \quad (4.36)$$

To verify our result, we apply Eq. 4.36 to a homogeneous chain and compare it with the known theory for the homogeneous hinged-hinged continuous rod. We consider the limit as the segment length $l \to 0$ while the contour length $L = Nl$ is held fixed so that the discrete chain becomes a continuous rod. We show in Appendix C that in this special limit case, Eq. 4.36 exactly reduces to the well-known force-extension relation for a homogeneous fluctuating rod [17]:

$$\langle x_{\text{homo}} \rangle = L - \frac{L k_B T}{4 \sqrt{K F}} \coth \left( \frac{F L}{\sqrt{K F}} \right) + \frac{k_B T}{4 F}. \quad (4.37)$$

Another special case is a continuous rod with 2 separated regions of bending modulus $K_I$ and $K_{II}$ respectively. This special heterogeneous rod is suitable for studying the forced-unfolding of proteins because the bending moduli of folded and unfolded proteins are expected to be different. Let $L_I$ and $L_{II}$ be the contour length of the 2 homogeneous sub-rods ($L_I + L_{II} = L$). We show in Appendix D that the extension of such a rod is given by:

$$\langle x \rangle = L - \frac{k_B T}{2} \left[ \frac{E_1 \cosh \left( \sqrt{F} \right) + \frac{2 \Delta K^{-1/2}}{2} \sinh \left( \sqrt{F} \right) + E_0 \cosh \left( \sqrt{F} \right) + \frac{2 \Delta K^{-1/2}}{2} \sinh \left( \sqrt{F} \right)} {4 \Delta K^{-1/2} \sinh \left( \sqrt{F} \right) + 2 \Delta K^{-1/2} \sinh \left( \sqrt{F} \right)} - \frac{1}{F} \right], \quad (4.38)$$

where

$$\Delta K^{-1/2} = \frac{1}{\sqrt{K_I}} - \frac{1}{\sqrt{K_{II}}}, \quad (4.39)$$

$$E_1 = \left( \frac{L}{\sqrt{K_I K_{II}}} + \frac{L_I}{K_I} + \frac{L_{II}}{K_{II}} \right)^{-1}, \quad E_0 = \left( \frac{L}{\sqrt{K_I K_{II}}} - \frac{L_I}{K_I} - \frac{L_{II}}{K_{II}} \right)^{-1}, \quad (4.40)$$
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\[ F_1 = \left( \frac{L_{II}}{\sqrt{K_{II}}} + \frac{L_I}{\sqrt{K_I}} \right)^{-2}, \quad F_0 = \left( \frac{L_{II}}{\sqrt{K_{II}}} - \frac{L_I}{\sqrt{K_I}} \right)^{-2}. \] (4.41)

Note that in general, the extension of the rod is not the sum of the extensions of the two homogeneous sub-rods (Eq. 4.37) because (1) the two sub-rods do not necessarily satisfy the hinged-hinged boundary conditions, so Eq. 4.37 is not applicable to either of them; (2) there is bending cooperativity at the interface of the two sub-rods.

### 4.5 Partially Clamped 2D Chain

For the partially clamped conditions, one end of the chain is still fixed at the origin but the other end is free to have transverse displacement instead of being constrained on the \( \hat{X} \) axis (Fig. 6.1(b)). However, moments are applied such that both angles at the two ends are zero:

\[ \theta_1 = \theta_N = 0. \] (4.42)

With the conditions in Eq. 4.42, the Hamiltonian (Eq. 4.4) can be rewritten in terms of only \( (N-2) \) angles from \( \theta_2 \) to \( \theta_{N-1} \):

\[ \beta(E - Fx) = \sum_{i=2}^{N-1} \beta(\kappa_{i-1} + \kappa_i + f)\theta_i^2 - 2 \sum_{i=2}^{N-2} \beta \kappa_i \theta_i \theta_{i+1} - \beta FL. \] (4.43)

The partition function for a partially clamped chain is:

\[ Z = \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp \left[ -\beta(E - Fx) \right] d\vec{\theta}, \] (4.44)

where \( d\vec{\theta} = [d\theta_2 \cdots d\theta_{N-1}] \).

We plug in the Hamiltonian (Eq. 4.43) into Eq. 4.44 and again write the exponent in Eq. 4.44 in matrix form \(-\vec{\theta}^T M \vec{\theta}\) (excluding a constant term \(\beta FL\), which can be written outside the integral), so that the partition function now becomes:

\[ Z = e^{\beta FL} \int_{-\infty}^{+\infty} \exp \left[ -\vec{\theta}^T M \vec{\theta} \right] d\vec{\theta} = e^{\beta FL} \sqrt{\frac{\pi^{N-2}}{\det M}}, \] (4.45)

where in this case, \( M \) is a \((N-2)\) dimensional tridiagonal matrix and it can be written compactly as:

\[ [M]_{ij} = \beta(\kappa_i + \kappa_{i+1} + f) \delta_{ij} - \beta \kappa_{i+1} \delta_{i,j-1}, \] (4.46)

with \( t = \min(i, j) \).
By performing elementary row operations on $M$ and evaluating its eigenvalues, we find that its determinant is given by:

$$\det M = \beta^{N-2} \times \prod_{i=1}^{N-2} \lambda_i,$$

where the sequence $\lambda_i$, different from the one in the hinged-hinged case, is given by:

$$\lambda_1 = \kappa_1 + \kappa_2 + f, \quad \lambda_i = (\kappa_i + \kappa_{i+1} + f) - \frac{\kappa_i^2}{\lambda_{i-1}} \quad (i = 2, 3, \cdots N - 2).$$

By substituting Eq. 4.47 into Eq. 4.45 and comparing the expression of $\log Z$ with Eq. 4.10, we obtain the analytic expression for $W(F)$ and $\Delta(F)$:

$$W(F) = \frac{1}{2} \left[ \sum_{i=1}^{N-2} \log \lambda_i - (N - 2) \log \pi \right],$$

$$\Delta(F) = \frac{1}{2} \sum_{i=1}^{N-2} \frac{\lambda'_i}{\lambda_i},$$

where again $\lambda'_i = d\lambda_i/dF$.

Surprisingly, $\Delta(F)$ has the same form as in the hinged-hinged case. But, we emphasize that the sequence $\lambda_i$ here is different from the one in the hinged-hinged case (Eq. 4.32 and Eq. 4.48).

Again, by substituting Eq. 4.49 and Eq. 4.50 into Eq. 4.12 through Eq. 4.21, we obtain all the thermo-mechanical quantities.

### 4.6 Clamped-clamped 2D Chain

For the clamped-clamped chain, the two tangent angles at the ends are constrained to zero and the ends of the chain are constrained on the $\hat{X}$ axis (Fig. 6.1(c)). The Hamiltonian is the same as the one in the partially clamped case given in Eq. 4.43.

The position constraint function, Eq. 4.24, which states that the end of the chain must lie on the $\hat{X}$ axis, can also be expressed in terms of the $(N - 2)$ angles $\theta_2, \theta_3, \cdots \theta_{N-1}$:

$$g \approx \sum_{i=2}^{N-1} \theta_i = 0.$$

The partition function for a clamped-clamped chain is:

$$Z = \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp \left[ -\beta (E - Fx) \right] \delta(g) \, d\vec{\theta}$$

$$= \frac{1}{2\pi} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp \left[ -\beta (E - Fx) + Ikg \right] d\vec{\theta} \, dk,$$
where Eq. 4.26 has been used and $d\vec{\theta} = [d\theta_2 \cdots d\theta_{N-1}]$.

Again, to evaluate the partition function, we plug Eq. 4.43 and Eq. 4.51 into Eq. 4.53 and express the exponent in a quadratic form $-\Theta^T M \Theta$ (excluding a constant term $\beta F L$, which can be written outside the integral), where $\Theta = [\theta_2, \cdots \theta_{N-1}, k]^T$, then the partition function can be evaluated analytically as:

$$Z = \frac{e^{\beta F L}}{2\pi} \sqrt{\frac{\pi^{N-1}}{\det M}},$$

where the $(N - 1)$ dimensional matrix $M$ in this case is:

$$[M]_{ij} = \begin{cases} \beta (\kappa_i + \kappa_{i+1} + f) \delta_{ij} - \beta \kappa_{i+1} \delta_{|i-j|,1} & 1 \leq i, j \leq N - 2 \\ -I(1 - \delta_{i,(N-1)} \delta_{j,(N-1)})/2 & \text{otherwise} \end{cases}$$

Again, $t = \min(i,j)$.

We show in Appendix E that in this case, the determinant $\det M$ is:

$$\det M = \left(\frac{\beta^{N-3} R}{4}\right)^{N-2} \prod_{i=1}^{N-2} \lambda_i,$$

with the sequence of $\lambda_i$ being the same as the one in the partially clamped case given in Eq. 4.48 and the quantity $R$ is given by:

$$R = \sum_{i=1}^{N-2} \left(\kappa_i + \kappa_{i+1} + f\right) g_i^2 - 2 \sum_{i=1}^{N-3} \kappa_{i+1} g_i g_{i+1},$$

with

$$g_{N-2} = \frac{\rho_{N-2}}{\lambda_{N-2}}, \quad g_i = \frac{\rho_i + \kappa_{i+1} g_{i+1}}{\lambda_i} \quad (i = N - 3, N - 2, \cdots 1), \quad \rho_i = 1 + \sum_{j=1}^{i-1} \left(\prod_{s=i-j+1}^{i} \frac{\kappa_s}{\lambda_s}\right).$$

We plug Eq. 4.56 into Eq. 4.54, compare the expression for $\log Z$ with Eq. 4.10 to find the expressions for $W(F)$ and $\Delta(F)$ (note that the number of degrees of freedom in this case is $D = N - 3$):

$$W(F) = \frac{1}{2} \left[ \sum_{i=1}^{N-2} \log \lambda_i + \log R - (N - 3) \log \pi \right],$$

$$\Delta(F) = \frac{1}{2} \left[ \sum_{i=1}^{N-2} \frac{\lambda'_i}{\lambda_i} + \frac{R'}{R} \right],$$

where $R' = dR/dF$.

With Eq. 4.60 and Eq. 4.61, all the thermo-mechanical quantities can be computed. In particular, the force-extension relation for a clamped-clamped chain is:

$$\langle x \rangle = L - k_B T \cdot \Delta(F) = L - k_B T \left[ \sum_{i=1}^{N-2} \frac{\lambda'_i}{\lambda_i} + \frac{R'}{R} \right].$$
4.7 Fluctuation of a 2D Chain

In addition to the thermo-mechanical quantities discussed above, we are also interested in the quantity $\langle \theta_i \cdot \theta_j \rangle$, because it reflects how much the chain is fluctuating. Also, by calculating $\langle \theta_i \cdot \theta_j \rangle$, we immediately get the fluctuation of the chain in the Y direction, which has been measured in experiments for some biopolymers [21]:

$$
\langle y_i^2 \rangle = \left( \sum_{j=1}^{i} l \sin \theta_j \right) \left( \sum_{k=1}^{i} l \sin \theta_k \right) \approx l^2 \sum_{j,k=1}^{i} \langle \theta_j \cdot \theta_k \rangle,
$$

(4.63)

where $y_i$ is the transverse displacement of the $i$-th segment in the $Y$ direction (Fig. 6.1).

The quantity $\langle \theta_i \cdot \theta_j \rangle$ by definition is:

$$
\langle \theta_i \cdot \theta_j \rangle = \frac{1}{Z} \sum_\nu (\theta_i \cdot \theta_j) \exp[-\beta(E_\nu - Fx_\nu)].
$$

(4.64)

By writing it in integral form, we can evaluate it using the following formula [22, 10]:

$$
\langle \theta_i \cdot \theta_j \rangle = \frac{\int_{-\infty}^{+\infty} (\theta_i \cdot \theta_j) \exp[-\vec{\Theta}^T \vec{M} \vec{\Theta}] d\vec{\Theta}}{\int_{-\infty}^{+\infty} \exp[-\vec{\Theta}^T \vec{M} \vec{\Theta}] d\vec{\Theta}}
$$

(4.65)

$$
= \frac{1}{2} (\vec{M}^{-1})_{ij},
$$

(4.66)

where the detailed expressions and dimensionality of $\vec{M}$ and $\vec{\Theta}$ depend on the boundary conditions as has been discussed in the previous sections (Eq. 4.30, Eq. 4.46 and Eq. 4.55). For the analytic formula of the inverse of a tridiagonal matrix, we refer the reader to [23].

Note that for the partially clamped chain, from Eq. 4.46, we know that:

$$
\langle \theta_i \cdot \theta_j \rangle = \frac{1}{2} (\vec{M}^{-1})_{ij} \sim \beta^{-1} \sim T,
$$

(4.67)

and therefore using Eq. 4.63, we conclude that the transverse fluctuation of the chain scales linearly with respect to $T$:

$$
\langle y_i^2 \rangle \sim T.
$$

(4.68)

Recall that the variance in the extension $x$ scales as $T^2$ (Eq. 4.16). So as temperature $T$ increases, the fluctuation in $x$ should be more significant compared to the transverse fluctuation.

We show in Appendix F that Eq. 4.67 also holds for the hinged-hinged chain and the clamped-clamped chain. So the conclusion that the transverse fluctuation scales as $T$ holds for all the boundary conditions discussed in this chapter.
4.8 Theory for the 3D Chains

We will show in this section that by choosing a suitable set of angles that represents the configuration of the chain, the results for a 2D chain can be easily generalized to a 3D one.

Let \( \hat{X}, \hat{Y} \) and \( \hat{Z} \) be the standard reference triad in 3D space. As before, a force \( \vec{F} = F \hat{X} \) is acting on one end of the chain while the other end is fixed at the origin. We denote the unit tangent vector of the 3D chain as \( \hat{t}(s) \), which forms an angle \( \theta(s) \) with respect to the \( \hat{X} \) axis. The projection of \( \hat{t} \) on the \( \hat{Y}-\hat{Z} \) plane forms an angle \( \phi \) with respect to the \( \hat{Y} \) axis so that \( \hat{t}(s) \) can be written as:

\[
\hat{t} = [\cos \theta, \sin \theta \cos \phi, \sin \theta \sin \phi].
\] (4.69)

It follows then:

\[
\left| \frac{d\hat{t}}{ds} \right|^2 = \dot{\theta}^2 + \sin^2 \theta \dot{\phi}^2,
\] (4.70)

where \( \dot{\theta} \) and \( \dot{\phi} \) are the derivative of \( \theta \) and \( \phi \) with respect to the arc length \( s \).

We will discuss the 3D hinged-hinged chain below in detail. 3D chains under the other two boundary conditions can be studied following the same procedure, though some detailed steps are different, the final results turn out be the same and we will give a summary in the end of this section.

We define:

\[
\vartheta_x = \theta \cos \phi, \quad \vartheta_y = \theta \sin \phi,
\] (4.71)

so that:

\[
\vartheta_x^2 + \vartheta_y^2 = \theta^2, \quad \dot{\vartheta}_x^2 + \dot{\vartheta}_y^2 = \dot{\theta}^2 + \theta^2 \dot{\phi}^2.
\] (4.72)

Representation of the 3D chains using \( \vartheta_x \) and \( \vartheta_y \) has been discussed in [19].

The Hamiltonian of the 3D chain, up to a quadratic approximation, can be written as \(^6\):

\[
\mathcal{H}_{3D} = \beta(E - Fx) = \int_0^L \frac{\beta K}{2} \left| \frac{d\hat{t}}{ds} \right|^2 ds - \beta F \int_0^L \cos \theta ds \]
\[
\approx \int_0^L \frac{\beta K}{2} \left( \dot{\theta}^2 + \theta^2 \dot{\phi}^2 \right) ds - \beta F \int_0^L \left( 1 - \frac{\vartheta_y^2}{2} \right) ds \]
\[
= \left[ \int_0^L \frac{\beta K}{2} \dot{\vartheta}_x^2 ds - \beta F \int_0^L \left( 1 - \frac{\vartheta_y^2}{2} \right) ds \right] + \beta FL.
\] (4.76)

\(^6\)We assume there are no torsional constraints here. Problems with torsional or other constraints can be addressed using the same method as long as the Hamiltonian can be expressed quadratically. Also, see [4] for explanations on the simplification of the twist energy.
Here Eq. 4.70 and Eq. 4.72 have been used. Comparing Eq. 4.76 with Eq. 4.3, we conclude that:

\[ \mathcal{H}_{3D} = \mathcal{H}_{2D}(\vartheta_x) + \mathcal{H}_{2D}(\vartheta_y) + \beta FL, \]  

(4.77)

where \( \mathcal{H}_{2D}(\vartheta) \) represents the Hamiltonian of the 2D chain with tangent angle denoted as \( \vartheta \).

There are two constraints for the 3D chain: the \( Y \) and \( Z \) coordinates of the end of the chain should be zero. They relate to the constraint function in the 2D problem in the following ways (see Eq. 4.24 for the 2D constraint function):

\[ g_Y = \int_0^L \sin \theta \cos \phi \, ds \approx \int_0^L \vartheta_x \, ds = g_{2D}(\vartheta_x), \]  

(4.78)

\[ g_Z = \int_0^L \sin \theta \sin \phi \, ds \approx \int_0^L \vartheta_y \, ds = g_{2D}(\vartheta_y). \]  

(4.79)

Note that the two constraint functions are decoupled in terms of the angles \( \vartheta_x \) and \( \vartheta_y \) up to a linear approximation, which is sufficient for using the Laplace method to evaluate the partition function, as we have shown in the 2D case.

Hence, using Eq. 4.77, Eq. 4.78 as well as Eq. 4.79, the partition function for a 3D chain is:

\[ Z_{3D} = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp (-\mathcal{H}_{3D}) \, \delta(g_Y) \, \delta(g_Z) \, d\vartheta_x \, d\vartheta_y \]  

(4.80)

\[ = e^{-\beta FL} \int_{-\infty}^{+\infty} e^{-\mathcal{H}_{2D}(\vartheta_x)} \, \delta(g_{2D}(\vartheta_x)) \, d\vartheta_x \cdot \int_{-\infty}^{+\infty} e^{-\mathcal{H}_{2D}(\vartheta_y)} \, \delta(g_{2D}(\vartheta_y)) \, d\vartheta_y. \]  

(4.81)

\[ = e^{-\beta FL} (Z_{2D})^2. \]  

(4.82)

Eq. 4.82 relates the 3D partition function with the 2D partition function, from which we further get:

\[ \log Z_{3D} = -\beta FL + 2 \log Z_{2D} = -\beta FL + 2 \left[ -\frac{D_{2D}}{2} \log \beta + FL\beta - W_{2D}(F) \right] \]  

(4.83)

\[ = -\frac{D_{3D}}{2} \log \beta + \beta FL - 2W_{2D}(F), \]  

(4.84)

where Eq. 4.10 has been used. Here the number of degrees of freedom of a 3D chain is twice of that of a 2D chain \( (D_{3D} = 2D_{2D}) \) because for each segment, we have \( \theta_i \) and also \( \phi_i \). Comparing Eq. 4.84 with Eq. 4.10, we get:

\[ W_{3D}(F) = 2W_{2D}(F), \]  

(4.85)

and therefore:

\[ \Delta_{3D}(F) = 2 \cdot \Delta_{2D}(F), \quad \Delta'_{3D}(F) = 2 \cdot \Delta'_{2D}(F). \]  

(4.86)

With the relations of 2D and 3D \( \Delta(F) \), we conclude using Eq. 4.12 through Eq. 4.19 that for a 3D chain, the following quantities are twice of those of the 2D chain: the entropy \( S \), the shrinking of the chain \( L - \langle x \rangle \), average energy
\( \langle E \rangle \), the heat capacity \( C_F \) and the variances of the extension and the energy \( \langle (\Delta x)^2 \rangle \), \( \langle (\Delta E)^2 \rangle \).

To relate the fluctuation of a 3D chain with a 2D one, note that the transverse displacement of the 3D chain is:

\[
\langle y(s)^2_{3D} + z(s)^2_{3D} \rangle = \left\langle \left( \int_0^s \sin \theta \cos \phi \, ds \right)^2 + \left( \int_0^s \sin \theta \sin \phi \, ds \right)^2 \right\rangle
\]

\( \approx \left\langle \left( \int_0^s \vartheta_x \, ds \right)^2 + \left( \int_0^s \vartheta_y \, ds \right)^2 \right\rangle \)

\( = 2 \langle y(s)^2_{2D} \rangle \).

So the transverse fluctuation is twice larger for the 3D chain.

Finally, we note that for the partially clamped and clamped-clamped 3D chain, the corresponding boundary conditions are that for the first and last segment of the chain:

\( \theta = \vartheta_x = \vartheta_y = 0 \) (4.90)

The derivations are almost the same as the hinged-hinged chain and are not shown here. The results of Eq. 4.85, Eq. 4.86 as well as Eq. 4.89 remain the same as for the hinged-hinged chain.

### 4.9 Monte Carlo Simulation

To verify our theory, we have done Monte Carlo (MC) simulations for the 2D fluctuating chains under an external applied force for all the three boundary conditions. The chain is represented by the N tangent angles \( \theta_i \) as in the theoretical model and it is initially straight.

At each MC step, a new conformation is generated from the existing one by randomly varying \( N \) of the \( \theta_i \). Each valid change of the configuration should satisfy the boundary conditions. A new conformation is accepted with a probability according to the Metropolis criterion [24] and the thermo-mechanical quantities and fluctuations of the chain are recorded. To check if equilibrium has been reached in a given simulation, we ensure that the equipartition theorem (Eq. 4.8) is satisfied. Results are recorded only at equilibrium.

### 4.10 Results and Application

#### 4.10.1 Thermo-mechanical properties of the chain

Fig. 4.3 shows the thermo-mechanical quantities for a homogeneous fluctuating 500-segment chain under different boundary conditions. The contour length of the chain is \( L = 2.5 \text{nm} \) and the bending modulus is \( K = 2.5 k_B T \cdot \text{nm} \) so that \( \xi_p/L = 2 \) (2D), where \( \xi_p \) is the persistence length of the chain. Several interesting results are shown in this figure: (1) All the results show that the
hinged-hinged chain is the most flexible. It has the smallest extension under an applied force and it has the largest variances in extension and energy. On the other hand, the clamped-clamped chain is the least flexible, which is expected because it has the smallest number of degrees of freedom. (2) The variances of extension and energy are decreasing functions of the applied force $F$. In other words, force suppresses the fluctuations of the chain. (3) Coefficient of thermal expansion $\alpha$ is negative and it is increasing with $F$. (4) The hinged-hinged chain and partially clamped chain have similar results for the thermo-mechanical quantities that are determined only by $\Delta(F)$ and $\Delta'(F)$, but not $W(F)$. This can be understood by comparing the expressions of $\Delta(F)$ for these two boundary conditions (Eq. 4.35 and Eq. 4.50).

Eq. 4.23, which relates the response of the chain to the force and to temperature, is verified in MC simulations. Average extension and thermal expansion coefficient are recorded in simulations under forces varying from 150pN to 1150pN. The result is shown in Fig. 4.4.

The force-extension relation for a homogeneous continuous rod has been studied under all the three boundary conditions [17]. To check our results, we plot the force extension relation for a homogeneous chain and compare it with the known theory for the rod in Fig. 4.5. Here we choose a large $N = 50000$ so that $l = L/N << L$ and the chain is approximately a smooth rod. Fig. 4.5 shows that our formulae for all the boundary conditions reduce to the known theory for the homogeneous rods when $N$ is large and $l$ is small.

The computational complexity using the formulae for thermo-mechanical properties shown in this chapter is $O(N)$. This is true not only for homogeneous chains, but for any heterogeneous chain under all the three boundary conditions. Note that we need at least $N$ values of $K_i$ to specify an arbitrary heterogeneous chain, so $O(N)$ is the optimal computational complexity for the problem.

### 4.10.2 Fluctuation and correlation of the angle $\theta_i$

Fig. 4.6 shows the fluctuation in $\theta_i$ (i.e., $\langle \theta_i^2 \rangle$) along the chain. The profile depends strongly on the boundary conditions when $\xi_p/L > 1$ (Fig. 4.6(a) shows the case when $\xi_p/L = 5$). In this case, the hinged-hinged chain has maximum fluctuation at the two ends whereas the partially clamped and clamped-clamped chains have minimum fluctuations there, which is expected because $\theta_1 = \theta_N \equiv 0$ for these two chains. In the middle point of the chain, the hinged-hinged chain and the partially clamped chain achieve their smallest and largest fluctuations respectively. It is interesting that the maximum fluctuation for the clamped-clamped chain does not occur in the middle of the chain (Fig. 4.6(a) black). When $\xi_p/L$ becomes small, the boundary conditions only influence the profile near the two ends of the chain (Fig. 4.6(b)). Away from the two ends, the profiles almost coincide for different boundary conditions.

Fig. 4.7 shows the dependence of the $\langle \theta_i^2 \rangle$ profile on the heterogeneity of the chain. The theoretical predictions are compared to the MC simulation results.
for all the three boundary conditions. For all the cases studied here, a jump in the bending modulus leads to a corresponding jump in the $\langle \theta_i^2 \rangle$ profile. The larger the bending modulus, the smaller the value of $\langle \theta_i^2 \rangle$. The figures imply that the heterogeneity of the chain has a significant influence on $\langle \theta_i^2 \rangle$.

Fig. 4.8 shows the correlation in the $\theta$ angles. In particular, we show $\langle \theta(s) \cdot \theta(L/2) \rangle$ here. Clearly, the profiles should have a peak at $s = L/2$ and decrease as $s$ moves away from $L/2$. The smaller the persistence length $\xi_p$ is compared to the contour length $L$, the faster the profile decreases. Again, the results show that the profiles depend strongly on the boundary conditions when $\xi_p/L \approx 1$. For the partially clamped chain, our theory predicts that the correlation decreases but remains positive along the chain whereas for the hinged-hinged and clamped-clamped chains, the correlations can become negative near the two ends of the chain, although for the clamped-clamped chain, due to the constraints that $\theta_1 = \theta_N \equiv 0$, the correlation is exactly 0 at the ends. The MC simulation results confirm our predictions. In order to show the theoretical prediction clearly, we plot the simulation results separately in (b), (d) and (f). In addition, we show in Fig. 4.8(g) (theory) and (h) (MC simulation) that the correlation profile is not symmetric for a heterogeneous chain. The correlation decreases faster where the bending modulus is smaller.

### 4.10.3 Transverse fluctuation of the chains $\langle y^2 \rangle$

Fig. 4.9(a) shows the transverse fluctuation of the chain in the $Y$ direction. As shown in the figure, the transverse fluctuation depends on the boundary conditions and the heterogeneity of the chain. For chains with the same bending modulus, the partially clamped chain has the largest transverse fluctuation while the clamped-clamped chain has the smallest fluctuation, which is expected because the clamped-clamped chain has the smallest number of degrees of freedom. Fig. 4.9(b) shows that the fluctuation decreases when the force increases. The theoretical predictions and the MC simulation results match quite well.

Fig. 4.10(a)-(c) show that for a fixed persistence length, the chain that has longer contour length has more transverse fluctuation. Our theoretical predictions and the MC simulation results match quite well for all the three boundary conditions.

### 4.10.4 Application to the protein unfolding problem

The mechanical behavior of proteins is studied in experiments by stretching oligomers in an atomic force microscope. As the protein chain is stretched, the number of unfolded oligomers increases in steps and this gives rise to a characteristic saw-tooth pattern in the force-extension profile as seen in Fig. 4.11 (experimental data from [25]). The loss of structural integrity in the unfolded regions is expected to change the stiffness of the chain. We can study these effects through our heterogeneous fluctuating chain model. To see how this
can be achieved we refer the reader to the force-extension curves in Fig. 4.11. The blue dotted curves in Fig. 4.11 are the experimental data of forced unfolding of a chain of ubiquitins under constant velocity pulling from [25]. Each peak in the profile represents an unfolding event where the force drops precipitously. There are six experimental curves in Fig. 4.11 (see the descriptions in [25]) and the last curve corresponds to the force-extension relation of a chain of purely unfolded ubiquitins. We model the entire protein oligomer as a fluctuating chain with two bending moduli $K_f$ (for folded proteins) and $K_u$ (for unfolded proteins), each part with length $N_f L_{fs}$ and $N_u L_{us}$, where $N_f$, $N_u$ are the number of folded and unfolded proteins (they are changing from curve to curve) and $L_{fs}$, $L_{us}$ are the contour lengths of a single folded and unfolded protein respectively. We first fit the last curve, which corresponds to six unfolded ubiquitins, with the homogeneous model (Eq. 4.37) and obtain two parameters $K_u$ and $L_{us}$ for the unfolded protein. Similarly, we fit the first curve to obtain the other two parameters $K_f$ and $L_{fs}$ for the folded protein (Fig. 4.11(a), red circles are the fitted data and black curves are the fitting results). Then without any more free parameters, we apply the force-extension relation for a ‘special heterogeneous chain’ (Eq. 4.38, 3D version) to predict all the intermediate curves using different values of $N_f$ and $N_u$ (Fig. 4.11(b), red curves). As shown in Fig. 4.11(b), our prediction matches the experimental data quite well.

4.11 Conclusions

In this chapter we have developed a method to determine the thermo-mechanics of heterogeneous fluctuating elastic rods and chains with arbitrary boundary conditions. In particular, we are able to compute the force-extension relation and the variance of transverse fluctuation of the chain. Our results are in excellent agreement with Monte Carlo simulations. We have demonstrated the usefulness of our method by using it to interpret experimental data on the stretching of proteins. Our method assumes that there are no torsional constraints on the rod. But, problems with torsional or other constraints can be addressed using this method as long as the energy can be expressed as a quadratic form in the kinematic variables. The framework developed in this chapter is not restricted to one-dimensional rods or chains alone. In fact, our goal is to extend this technique to two- and three-dimensional problems, such as, those involving the mechanics of networks of filaments.
Figure 4.3: Thermo-mechanical quantities for a fluctuating chain. Blue: hinged-hinged boundary conditions; red: partially clamped boundary conditions; black: clamped-clamped boundary conditions. (a) Force-extension profile of the chain. Inset: local profile shows that the hinged-hinged chain (blue) has smaller extension and thus is more flexible (to show the figure clearly, we have changed the circles into lines with the same colors); (b) Variance of the extension. Inset: local profile shows that the hinged-hinged chain (blue) fluctuates more than the partially clamped chain (to show the figure clearly, we have changed the circles into lines with the same colors); (c) Average energy of the chain versus the applied force; (d) Variance of the energy; (e) Thermal expansion coefficient $\alpha$ versus the applied force; (f) Isothermal extensibility $\chi$ versus the applied force.
Figure 4.4: Verifying Eq. 4.23. Solid line: theoretical prediction; circles: MC simulation results. Simulations have been done under 11 different forces varying from 150pN to 1150pN with an increase of 100pN. Temperature is set to be 300K. Relative extension as well as thermal expansion coefficient are recorded. The result shown is for a homogeneous chain with contour length $L = 25 \text{nm}$ and bending modulus $K = 2.5 k_B T \cdot \text{nm}$.

Figure 4.5: Force-extension relation for homogeneous chains (blue curve) and rods (red circle, theory in [17]). (a) Hinged-hinged boundary conditions; (b) partially clamped boundary conditions; (c) clamped-clamped boundary conditions. $K = 2.5 k_B T \cdot \text{nm}$, $L = 2.5 \text{nm}$. The figures show that our force-extension relations for the chains reduce to the known formulae for the continuous rods when $N \to +\infty$ with $L = N l$ fixed. Here $N = 50000$ for the blue curves.
Figure 4.6: Dependence of the fluctuation of $\theta$ angles on the boundary conditions. Blue: hinged-hinged chain, the fluctuation in $\theta$ is at maximum and minimum respectively at the two ends and in the middle of the chain; red: partially clamped chain, the fluctuation is at maximum and minimum respectively in the middle and at the two ends; black: clamped-clamped chain, the fluctuation is at minimum at the two ends, but the maximum is not achieved in the middle of the chain. Also, the partially clamped chain (red) fluctuates more than the clamped-clamped chain (black). (a) $\xi_p/L = 5$, the dependence on the boundary conditions is significant throughout the chain; (b) $\xi_p/L = 0.2$ the dependence on the boundary conditions is significant only at the two ends of the chain. To make the figures clear, the MC simulation results are not shown in the same figures.

Figure 4.7: Dependence of the fluctuation of $\theta$ angles on the heterogeneity of the chain. Blue: homogeneous chain with $K = 2.5k_B T \cdot nm$; black: corresponding MC simulation results; red: heterogeneous chain with two bending moduli: $K_I = 0.5k_B T \cdot nm$ at the first half of the chain and $K_{II} = 4.5k_B T \cdot nm$ at the second half; black dashed curve: corresponding MC simulation results. (a), (b) and (c) are for hinged-hinged, partially clamped and clamped-clamped boundary conditions respectively. The figures show that jumps in the bending modulus result in jumps in the fluctuation in the $\langle \theta^2 \rangle$ profile. The larger the bending modulus, the smaller the fluctuation in $\theta$. 
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Figure 4.8: Correlation in the tangent angle $\theta$. (a-f): results for the homogeneous chains. Blue: $\xi_p/L = 5$; red: $\xi_p/L = 1$; black: $\xi_p/L = 0.2$. (a),(c),(e) are the theoretical results for the hinged-hinged, partially clamped and clamped-clamped chains respectively. To make the plots clear, we plot the corresponding MC simulation results separately in (b),(d) and (f) (circles). The figures show that the correlation in $\theta$ depends strongly on $\xi_p/L$. When $\xi_p/L > 1$ (blue), the profile also significantly depends on the boundary conditions. (g-h): results for a heterogeneous chain with $L = 1$nm. The first half and the second half of the chain have bending moduli of $K_I = 0.5k_BT \cdot nm$ and $K_{II} = 4.5k_BT \cdot nm$ respectively. (g) is the theoretical predictions and (h) is the MC simulation results. Blue, red and black colors are for the hinged-hinged, partially clamped and clamped-clamped boundary conditions respectively. The correlation profile loses its symmetry and decreases faster at the first half of the chain where the bending modulus is smaller.
Figure 4.9: Transverse fluctuation $\langle y^2 \rangle$. (a): blue: hinged-hinged chain; red: partially clamped chain; black: clamped-clamped chain. Solid curve: homogeneous chain with $K = 2.5 k_B T \cdot nm$; dashed curve: heterogeneous chain with $K_I = 0.5 k_B T \cdot nm$ for the first half of the chain and $K_{II} = 4.5 k_B T \cdot nm$ for the second half. In (a), $L = 1 nm$ for all the curves. Since the curves are close to each other, to make the theoretical results clear, we do not plot the MC simulation results in (a). (b): transverse fluctuation decreases when the force increases. The results are for a homogeneous hinged-hinged chain with $L = 25 nm$ and $K = 2.5 k_B T \cdot nm$. The corresponding forces are labeled in the figure. Circles: MC simulation results; solid lines: theoretical predictions.

Figure 4.10: Dependence of the transverse fluctuation on the contour length of the chain. $K = 2.5 k_B T \cdot nm$ for all the curves. Black solid curves (theory) and blue circles (MC simulation): $L = 5 nm$; black dashed curves (theory) and red circles (MC simulation): $L = 25 nm$; (a) hinged-hinged boundary conditions; (b) partially clamped boundary conditions; (c) clamped-clamped boundary conditions. The figures show that for a fixed persistence length, the longer the chain, the more the fluctuation. Also, our theoretical results and the MC simulation results match quite well. Note that here $\xi_p/L \leq 1$ and the results for hinged-hinged chain and clamped-clamped chains are quite similar, which is confirmed by the simulation results.
Figure 4.11: Unfolding of six copies of ubiquitins under constant velocity pulling condition. Blue dotted curves are the experimental data from [25]. Each peak in the profile represents a unfolding event where the force drops. The first and the last experimental curves are fitted to obtain the contour lengths and the bending moduli of the folded and unfolded proteins (Fig.(a): red circles are the fitted data and the black curves are the fitting results). The intermediate curves are then predicted without any free parameters using the 3D version of Eq. 4.38 (Fig.(b), red curves). Figure.(b) shows that the predictions match well with the experimental data.
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Chapter 5

Statistics of the Heterogeneous Wormlike Chain

Main results of this chapter:

1. Distributions of (1) the end-to-end extension, and (2) the transverse displacement of the free end of a wormlike chain are evaluated analytically. The theory is simple, yet valid for any heterogeneous chain under any boundary condition.

2. Both the distributions are found to be asymmetric in general. Also, the most probable extension is found to coincide with the average extension.

3. The theory can be applied to the freely-jointed chain model as well. The results are verified by comparison to the known theory for the distribution function of a freely-jointed chain.

Since the introduction of the wormlike chain model, many studies have addressed the statistical behavior of a semiflexible polymer as defined by the model and its several variants [1, 2, 3, 4]. Below, we shall show that using the general theory developed in the previous chapter (section 4.3), we can evaluate the distribution functions of several interesting quantities for the wormlike chain, or fluctuating rod.

5.1 Distribution of the End-to-end Extension

\[ P(x) \]

In this section, we study the distribution function of the end-to-end extension \( P(x) \) for a wormlike chain in a constant force and constant temperature...
ensemble.

By definition, the probability \( P(x) \) is the sum over the probability for the configurations \( \nu \) with extension \( x \):

\[
P(x) = \sum_{\nu, x_{\nu} = x} P_{\nu} = \frac{1}{Z_F} \sum_{\nu, x_{\nu} = x} \exp \left[ -\beta (E_{\nu} - F_{x_{\nu}}) \right]
\]

(5.1)

\[
= \frac{\exp(\beta F x)}{Z_F} \sum_{\nu, x_{\nu} = x} \exp (-\beta E_{\nu}),
\]

(5.2)

Here \( Z_F \) is the partition function for a fixed force ensemble. The term \( \exp(\beta F x) \) can be pulled out of the summation because all the configurations considered have the same extension \( x_{\nu} = x \). Noticing that the last term in Eq. 5.2 is nothing but the partition function \( Z_x \) of a fixed extension ensemble, we can write the distribution function as:

\[
P(x) = \exp(\beta F x) \times \frac{Z_x}{Z_F},
\]

(5.3)

or

\[
\log P(x) = \beta F x + \log Z_x - \log Z_F. \tag{5.4}
\]

As an aside, here we see that the dependence of \( P(x) \) on \( x \) comes from the term \( \exp(\beta F x) \) (Eq. 5.3). However, recall the relation between \( Z_x \) and \( Z_F \):

\[
Z_F = \int_{-\infty}^{+\infty} \exp(\beta F x) Z_x \, dx,
\]

(5.5)

which is nothing but a Laplace transform:

\[
Z_F(-\beta F) = \mathcal{L}(Z_x). \tag{5.6}
\]

Therefore, it is not surprising that many previous works have used the tool of Laplace transform to study the distribution functions [2].

Also, consider the Fourier transform of \( \exp(\beta F x) Z_x \):

\[
\mathcal{F} [\exp(\beta F x) Z_x] = \int \exp \left( -\frac{E - F x}{k_B T} \right) \exp (-i k x) \mathcal{D}(\hat{t})
\]

(5.7)

\[
= \int \exp \left( -\frac{E - (F - i k_B T k) x}{k_B T} \right) \mathcal{D}(\hat{t}), \tag{5.8}
\]

where \( \mathcal{D} \) is the path integral over all the configurations. Eq. 5.8 is nothing but the partition function of a fixed force ensemble with an effective force \( F_e = F - i k_B T k \). Therefore, the probability distribution function Eq. 5.3 can also be written as:

\[
P(x) = \frac{\mathcal{F}^{-1} [Z_F(F - i k_B T k)]}{Z_F}. \tag{5.9}
\]

It is because of this relation that the tool of Fourier transform has also been widely used to derive \( P(x) \) [5, 6, 7, 8].
Coming back to Eq. 5.4, we already know from the previous chapter (section 4.3) that the expression for \( \log Z_F \) is:

\[
\log Z_F = -\frac{D_F}{2} \log \beta + FL\beta - W(F),
\]  

(5.10)

where \( D_F \) is the number of degrees of freedom in the fixed force ensemble, \( W(F) \) is the unknown function whose physical meaning is the area below the force-extension curve (up to an undetermined constant) shown in Fig. 4.2.

Using the same method for the fixed extension ensemble (see Appendix G), we get the expression for \( \log Z_x \):

\[
\log Z_x = -\frac{D_x}{2} \log \beta - \beta A(x) + C_0(T)
\]  

(5.11)

where \( D_x \) is the number of degrees of freedom in the fixed extension ensemble, \( A(x) = \int Fdx \) is the area under the force-extension curve and \( C_0 \) is a constant independent of \( x \).

Plugging in Eq. 5.10 and Eq. 5.11 into Eq. 5.4, we get:

\[
\log P(x) = \beta Fx - \beta A(x) + C(T, F),
\]  

(5.12)

which is the distribution of the end-to-end extension in terms of an unknown but measurable function \( A(x) \). Eq. 5.12 can be also written as:

\[
P(x) = P_0 \cdot \exp [\beta Fx - \beta A(x)],
\]  

(5.13)

where \( P_0 \) is a constant determined by the normalization condition \( \int Pdx = 1 \).

There are three important properties of the distribution function Eq. 5.13:

1. When \( F = 0 \), the distribution is:

\[
\bar{P}(x) = P_0 \exp [-\beta A(x)].
\]  

(5.14)

Here we use \( \bar{P} \) to denote the distribution in a zero force ensemble. This formula has been derived for the classical freely-jointed chain model with \( A(x) \) being interpreted as the work done by the external force [5]. Here we show the same result holds for a wormlike chain as well, even if it is heterogeneous. More importantly, Eq. 5.13 implies that to evaluate the distribution function \( P(x) \) in a finite force ensemble, we only need to know \( \bar{P} \) for a zero force ensemble, since the contribution of \( F \) only comes from the term \( \exp(\beta Fx) \) in Eq. 5.13:

\[
P(x) = P_0 \bar{P}(x) \exp(\beta Fx).
\]  

(5.15)

Here again, \( P_0 \) is a constant determined by the normalization condition \( \int \bar{P}dx = 1 \). It may be different from the one in Eq. 5.13. The result that \( P(x) \) is closely related to \( \bar{P}(x) \) is consistent with the discussion in the Introduction of this proposal, where we show that the behavior of a polymer under a finite applied force is closely related to and completely determined by its behavior under zero force (Eq. 1.6).
2. Using Eq. 5.12, the most probable extension $x$ can be evaluated as:

$$\frac{\partial \log P}{\partial x} = 0 \quad \Rightarrow \quad F = \frac{\partial A}{\partial x} = F(x). \quad (5.16)$$

This means that most probable extension is the average extension in this problem.

3. Another universal feature of Eq. 5.13 is that when $Fx >> A(x)$, we have $P \sim \exp(\beta Fx)$. The distribution function in this limit is independent of $A(x)$, the energy function that includes all the detailed information of the model. In other words, in the region $Fx >> A(x)$, chains under any boundary condition and with any heterogeneous mechanical property should have roughly the same end-to-end distance distribution.

To plot the distribution function, we need an expression for $A(x)$, which is again the area below the force-extension curve, or the energy stored in the system. For the 3D freely-jointed chain (we assume the equipartition theorem is valid), the force-extension relation is usually expressed as $x = x(F)$ (Eq. 1.1). So it is convenient to calculate the complementary energy $A'(F) = \int x dF$ first and then get $A(x)$ by $A(x) = Fx - A'(F)$:

$$A(x) = Fx - \int_0^F x dF = \frac{k_B T}{l} \left[ L^{-1} x - L \log \frac{\sinh(L^{-1})}{L^{-1}} \right]. \quad (5.17)$$

Here $L^{-1}$ is the inverse of the Langevin function $L(\xi) = \coth(\xi) - 1/\xi$ evaluated at $x/L$. It has a series expansion which reads [5, 9]:

$$L^{-1}(z) = 3z + \frac{9}{5}z^3 + \frac{297}{175}z^5 + \frac{1539}{785}z^7 + \cdots \quad (5.18)$$

On the other hand, the end-to-end distribution function for the freely-jointed chain model under zero force has been solved using the Fourier transform method [5, 6, 7, 8]:

$$\bar{P}(x) = \frac{1}{\pi(k_BT)^N} \int_0^{+\infty} \left[ \frac{\sin(kl)}{k} \right]^N \cos(kx) \, dk. \quad (5.19)$$

Eq. 5.19 can be integrated [7], but the result is rather cumbersome and for large $N$, direct numerical integration is just as convenient [6]. We plot Eq. 5.19 together with our result discussed above (Eq. 5.14) in Fig. 5.1. The two theories match well with each other. But our theory can be easily extended for the wormlike chain model, as we shall discuss below.

For the homogeneous hinged-hinged wormlike chain, the force extension relation is [10]:

$$x = L - \frac{k_BT}{2\sqrt{K_b}F} \left[ \coth \left( \frac{L}{2\sqrt{K_b}F} \right) - 1 \right]. \quad (5.20)$$
Figure 5.1: End-to-end distance distribution function $P(x)$ using Eq. 5.14 (red circles) and Eq. 5.19 (blue). Here the external force is $F = 0$ pN, the segment length is $l = 1$ nm and the contour length is $L = 50$ nm. The two theories match well with each other.

Again, by integrating the above relation, we get the complementary energy $A'(F)$ and the stored energy $A(x)$ (there will be an unknown function of $T$ when we do the integral, but that unknown function will be absorbed into the normalization constant):

$$A'(F) = \int x dF = LF - k_B T \log \left[ \sinh \left( L \sqrt{\frac{F}{K_b}} \right) \right] - \frac{k_B T}{2} \log F, \quad (5.21)$$

$$A(F) = x F - A'(F) = F x - LF + k_B T \log \left[ \sinh \left( L \sqrt{\frac{F}{K_b}} \right) \right] - \frac{k_B T}{2} \log F. \quad (5.22)$$

With the expressions for $A(x)$, we can now plot the end-to-end distance distribution function (Eq. 5.20).

We plot Eq. 5.13 for different contour lengths and under different forces in Fig. 5.2 (freely-jointed chain) and Fig. 5.3 (wormlike chain). For short chains, the result shows that the distribution is not symmetric. When the contour length of the chain increases and becomes larger than its persistence length, the profile looks more symmetric. Further, increasing the applied force causes the profile to shift to the right and makes the peak sharper, as one can see in Fig. 5.2B and Fig. 5.3B. We note that similar results for the distribution profiles using the Monte Carlo simulation techniques have been reported recently (see Fig. 2 in reference [11]).
Figure 5.2: (A): End-to-end distance distribution function $P(x)$ for a freely-jointed chain with different contour lengths $L = 5, 10, 25$nm. Here $F = 10pN$ and the Kuhn length is $l = 5$nm. The profile looks symmetric only when the contour length of the chain is long compared to its Kuhn length. (B) Distribution $P(x)$ for a freely-jointed chain under different values of tensile forces: $F = 5, 10, 20pN$. As the force increases, the profile shifts to the right and the peak becomes sharper. For both plots, $T = 300K$.

Figure 5.3: (A): End-to-end distance distribution function $P(x)$ for a wormlike chain with different contour lengths $L = 1, 5, 25$nm. Here $F = 1000pN$. For short chain, the profile is clearly not symmetric. When the contour length of the chain increases and becomes comparable to its persistence length, the profile looks more symmetric. (B) Distribution $P(x)$ for a wormlike chain under different values of tensile forces: $F = 50, 100, 300pN$. As the force increases, the profile shifts to the right and the peak becomes sharper. For both plots, $T = 300K$, $K_b = 2.5k_BT\cdot nm$. 
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5.2 Distribution of the Transverse Displacement

In this section, we consider a wormlike chain under hinged-free boundary conditions and try to calculate the probability distribution of the transverse displacement of the free end. This quantity has been calculated previously in reference [4] using a different theory.

Let the position of the end of the chain be \((x, r)\), where \(x\) is the end-to-end distance projected on the \(\hat{X}\) axis (the direction of the applied force) and \(r\) is the transverse displacement. The question we address here is what is the probability \(P(r, x)\) that the end of the chain is at \((x, r)\)?

Again, we sum all the Boltzmann factors for the configurations with end of the chain at \((x_0, r_0)\):

\[
P(r_0, x_0) = \sum_{\nu, r_\nu = r_0, x_\nu = x_0} P(\nu) = \sum_{\nu, r_\nu = r_0, x_\nu = x_0} \frac{\exp[-\beta (E_\nu - F x_\nu)]}{Z_F} \tag{5.23}
\]

\[
P(r_0, x_0) = \frac{\exp(\beta F x_0)}{Z_F} \times \sum_{\nu, r_\nu = r_0, x_\nu = x_0} \exp(-\beta E_\nu). \tag{5.24}
\]

The interesting thing is that although the last term in Eq. 5.24 has two constraints on the summation, it is still a partition function for a hinged-hinged chain in a fixed extension ensemble. But now the fixed extension is \(\sqrt{x_0^2 + r_0^2}\) instead of \(x_0\). So the distribution function Eq. 5.24 can be rewritten as:

\[
P(r_0, x_0) = \frac{\exp(\beta F x_0)}{Z_F} \cdot Z_x \left( x = \sqrt{x_0^2 + r_0^2} \right). \tag{5.25}
\]

We should be careful about the meanings of the two partition functions used in Eq. 5.25: (I) \(Z_F\) is the partition function in fixed \(F\) ensemble, with boundary conditions of hinged-free ends. (II) \(Z_x\) is the partition function in fixed \(x\) ensemble, with boundary conditions of hinged-hinged ends.

We can further write the distribution function as:

\[
\log P(r_0, x_0) = \beta F_0 x_0 + \log Z_x \left( \sqrt{x_0^2 + r_0^2} \right) - \log Z_F. \tag{5.26}
\]

Using Eq. 5.11 again for the expression of \(\log Z_x\), we obtain:

\[
P(r, x) = P_0 \exp \left[ \beta F x - \beta A \left( \sqrt{x^2 + r^2} \right) \right], \tag{5.27}
\]

where \(P_0\) is determined by \(\int \int P \ dx \ dr = 1\).

Further, note that the \(P(r, x)\) calculated above is the probability that the end of the chain is located on a point \((r, x)\). Taking into account the fact that the end of the chain can have different positions for the same \(r\), we get:

\[
P(r, x) = P_1 r \exp \left[ \beta F x - \beta A \left( \sqrt{x^2 + r^2} \right) \right], \tag{5.28}
\]

\footnote{Although in experiments, filaments are usually under clamped-free boundary conditions, here, for the sake of simplicity, we use the hinged-free boundary conditions.}
where $P_1 = 2\pi P_0$.

Plugging Eq. 5.17 or Eq. 5.22 into Eq. 5.28, we obtain the distribution $P(r, x)$ for a freely-jointed chain or a wormlike chain. For simplicity, here for the wormlike chain, we use the formula:

$$F = \left( \frac{k_B T}{K_b} \right)^2 \left[ \frac{1}{4 (1 - \frac{x}{L})^2} - \frac{1}{4} \frac{x}{L} \right],$$

so that the stored energy is:

$$A(x) = \frac{(k_B T)^2}{4 K_b} \left( \frac{L^2}{L - x} - x + \frac{2x^2}{L} \right).$$

Then the analytic expression of the distribution function for a wormlike chain is:

$$P(r, x) = P_1 r \exp \left[ \beta Fx - \frac{k_B T L}{4 K_b} \left( \frac{L'}{L' - x} - \frac{x}{L'} + \frac{2x^2}{L'^2} \right) \right],$$

where $L' = Lx/\sqrt{x^2 + r^2}$.

The distributions $P(r, x)$ for a freely-jointed chain and a wormlike chain are plotted in Fig. 5.4 for the following parameters: (1) Temperature $T = 300K$; (2) Kuhn length $l = 1nm$ (freely-jointed chain) or bending modulus $K_b = 2.0 k_B T$ (wormlike chain); (3) Contour length $L = 25 nm$; (4) Fixed force $F = 50pN$. Here the extension $x$ is fixed and $P$ as a function of $r$ is plotted. The distribution is asymmetric with $P(r = 0) = P(r \to +\infty) = 0$. When the fixed extension $x$ increases, the peak in the distribution profile moves towards $r = 0$ and becomes sharper (Fig. 5.4). This is because a chain with larger extension has less freedom to fluctuate in the transverse direction.

### 5.3 Conclusions

In this chapter, we have shown one of the applications of the general theory discussed in the previous chapter (section 4.3). This general theory is powerful because it packs all the information about the boundary conditions and heterogeneity into an energy function that is measurable in experiments, as long as the energy is quadratic. Therefore, the theory is valid for any heterogeneous chain under any boundary condition. This is a great advantage when we study a short chain whose contour length is comparable to its persistence length. Moreover, almost all the expressions in this general theory are simple because all the complexity has been packed into the energy function. Using this theory, we have evaluated the end-to-end distance distribution and the also the transverse displacement distribution for a wormlike/freely-jointed chain.
Figure 5.4: Distribution $P(r, x)$ for (A) a freely-jointed chain and (B) a worm-like chain. The chains are subjected to hinged-free boundary conditions. $x, r$ are respectively the extension and transverse displacement of the free end. Here $x$ is fixed for each curve and $P(r)$ versus $r$ is plotted. The parameters are (1) Temperature $T = 300\text{K}$; (2) Kuhn length $l = 1\text{nm}$ (freely-jointed chain) or bending modulus $K_b = 2.0k_BT$ (wormlike chain); (3) Contour length $L = 25\text{ nm}$; (4) Fixed force $F = 50\text{pN}$. The figures show that as the fixed $x$ increases, the peak in the distribution profile becomes sharper. This makes sense because a chain with large extension has less freedom to fluctuate in the transverse direction.
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Chapter 6

Fluctuating Elastic Filaments Under Distributed Loads

Main results of this chapter:

1. We study the thermo-mechanical properties of an extensible thermally fluctuating elastic filament under distributed forces in this chapter.

2. For the force-extension relation under uniform tangent distributed loads $\tau$, we show that the filament is equivalent to one under end-to-end applied force $F = \tau L_0/2$ where $L_0$ is the length of the filament.

3. Applications to the stretching and fluctuation of DNA in non-uniform microfluidic channels are discussed at the end of the chapter.

6.1 Introduction

The wormlike chain model, or the fluctuating elastic filament model, has been extensively used to describe the mechanical behavior of semi-flexible polymers like DNA, actin and other long macromolecules [1, 2, 3, 4]. In particular, its force-extension relation is usually fitted to the experimental data of stretched polymers to extract their mechanical properties like the bending and stretching moduli [2]. Some authors have also used the model to predict the transverse fluctuations of the polymers and compare the results with experiments and simulations [5, 6, 7]. To account for the new and detailed results obtained using sophisticated experimental techniques, the fluctuating rod model is be-
ing continuously improved and generalized. For example, as the length scale
at which people probe the mechanics of the polymers becomes shorter and
shorter, boundary conditions and heterogeneity of the filament can not be
ignored. To account for these effects, we have recently generalized the clas-
sical wormlike chain model to study polymers with heterogeneous mechanical
properties that are loaded under different boundary conditions [7].

Most of the studies so far consider only the behavior of a polymer under
end-to-end applied forces and torques. The reason for this may be that the
majority of force-extension measurements on macromolecules are carried out
in optical tweezers, magnetic tweezers, or atomic force microscopes (AFM),
all of which apply forces at the end of the polymer chains. But, there are
many other cases where biological filaments are subjected to distributed loads.
For example, DNA in a nanofluidic or microfluidic channel is subjected to
distributed drag force applied by the surrounding fluid flow. Molecular motors
exert point loads, which are a special case of distributed loads, to the long
actin filaments in cells and muscles. Also, a uniformly charged polymer in a
constant electric field behaves as if it is stretched by a force that varies along
the contour. The behavior of a filament under such distributed loads is not
well understood. In fact, if one simply uses an end-to-end force model to fit the
extension data for a piece of DNA subjected to uniform flow, the fitted drag
coefficient is much lower than the true measured value [8]. A few groups have
tried to tackle this problem theoretically in recent years [11, 12, 13]. Some of
these works relied on phenomenological arguments [11], while some solved the
problem in the limit of a weak force field [12].

In this chapter, we first calculate analytically the force-extension relation
for a continuous filament under uniform distributed load. We show using
Fourier series that under uniform tangential force per unit reference length
\(\tau\) along the filament, it suffers the same extension as one under end-to-end
force of magnitude \(F = \tau L_0/2\), where \(L_0\) is the contour length. However, a
Fourier analysis of this kind is easy to do only when \(\tau\) is uniform. To consider
more general loadings, we use our theoretical framework [7] developed earlier
to investigate the thermo-mechanical properties of a discretized filament. In
particular, we first find the ground state, or the minimum energy state, for
a filament under distributed loads. Then the thermal fluctuation around this
ground state is studied using a statistical mechanical approach. In particular,
the partition function is obtained analytically using multi-dimensional Gaus-
sian integrals. Once we get the partition function, the free energy of the system
is derived immediately, and the thermo-mechanical properties of the system
are calculated by differentiating the free energy. This method is capable of
reproducing the classical wormlike chain results [7]. Moreover, because of the
discretization, it can easily deal with filaments with heterogeneous mecha-
nical properties. Here, we apply this framework to study the fluctuation of a
filament under distributed loads.
6.2 Theory

Figure 6.1: A fluctuating elastic filament (extensible wormlike chain) under distributed forces. The origin of the \( x - y \) coordinate system is set at the head of the filament, which is hinged. The other end of the filament is constrained to move only in the \( x \) direction. One possible deformed configuration of the filament is shown in dashed line.

6.2.1 Theory for a continuous elastic filament

Consider a semi-flexible polymer, or fluctuating elastic filament with stretching modulus \( K_s \) and bending modulus \( K_b \). One end of the filament is hinged at the origin of the \( x - y \) coordinate system shown in Fig. 6.1, while the other end is constrained to move only in the \( x \)-direction. The reference configuration of the filament (the state under zero loads at zero temperature) is straight, lying on the \( x \) axis. The coordinate of its center line is \([x, y] = [s_0, 0]\). Here \( s_0 \) is the reference arc length with \( s_0 \in [0, L_0] \), and \( L_0 \) being the undeformed contour length. Under distributed tangential force \( \tau(s_0) \) per unit reference length and distributed normal force \( q(s_0) \) per unit reference length, the filament deforms into \([x, y] = [s_0 + u, w]\), where \( u(s_0) \) and \( w(s_0) \) are the tangential and normal displacements respectively. Axial strain develops in the deformed filament and it can be expressed in terms of the displacements \( u(s_0) \) and \( w(s_0) \) assuming moderate rotations as:

\[
\epsilon(s_0) = \frac{ds - ds_0}{ds_0} \approx \frac{\partial u}{\partial s_0} + \frac{1}{2} \left( \frac{\partial w}{\partial s_0} \right)^2. \tag{6.1}
\]

Here \( ds \) is the infinitesimal deformed arc length, and we keep terms up to the order of \( O(u, w^2) \) in the approximation.

The energy of the deformed filament, as a sum of its stretching, bending, and potential energies, is:

\[
E = \int_0^{L_0} \frac{K_s}{2} \epsilon^2 ds_0 + \int_0^{L_0} \frac{K_b}{2} \left( \frac{\partial^2 w}{\partial s_0^2} \right)^2 ds_0 - \int_0^{L_0} \tau u ds_0 - \int_0^{L_0} q w ds_0, \tag{6.2}
\]

where \( K_s \) and \( K_b \) are the stretching and bending moduli of the filament. They are not necessarily constants and can be functions of the arc length \( s_0 \) in the reference configuration. As discussed by Odijk [3], rather than express the
energies in terms of the displacements $u(s_0)$ and $w(s_0)$, it is more convenient to use $\epsilon(s_0)$ and $w(s_0)$ as independent variables, because the total energy can be decoupled using these two variables. This is true even when the filament is under distributed loads. Using Eq. 6.1, $u(s_0)$ in Eq. 6.2 can be eliminated and the energy can be grouped into two decoupled terms – one involving $\epsilon(s_0)$ only, and the other involving $w(s_0)$ only:

$$E = E_\epsilon + E_w, \quad (6.3)$$

where the expressions for the two energy terms are:

$$E_\epsilon = \int_0^{L_0} \left[ \frac{K_s}{2} \epsilon^2 - \tau \int_0^{s_0} \epsilon \, ds_0 \right] \, ds_0, \quad (6.4)$$

$$E_w = \int_0^{L_0} \left[ \frac{K_b}{2} \left( \frac{\partial^2 w}{\partial s_0^2} \right)^2 + \tau \int_0^{s_0} \left( \frac{\partial w}{\partial s_0} \right)^2 \, ds_0 - qw \right] \, ds_0. \quad (6.5)$$

The minimum energy configuration can be evaluated by setting the variations $\delta E_\epsilon = 0$ and $\delta E_w = 0$. The former variation gives the strain of the minimum energy configuration:

$$\epsilon_{\text{min}}(s_0) = \frac{1}{K_s} \int_{s_0}^{L_0} \tau(s_0) \, ds_0, \quad (6.6)$$

while the latter variation yields a 4th order ODE for the transverse displacement $w_{\text{min}}(s_0)$ of the minimum energy configuration:

$$\left( K_b w_{\text{min}}'' \right)'' - \left( w_{\text{min}}' \cdot \int_{s_0}^{L_0} \tau \, ds_0 \right)' - q = 0, \quad (6.7)$$

with hinged-hinged boundary conditions $w(0) = w''(0) = w(L_0) = w''(L_0) = 0$. Here we use $'$ to denote the derivative $d/ds_0$. We note again that in deriving these results, we do not assume the moduli $K_s$ and $K_b$ to be uniform. They can vary along the filament. By specifying the distributed loads $\tau(s_0)$ and $q(s_0)$, we can solve Eq. 6.6 and Eq. 6.7 to get $\epsilon_{\text{min}}$ and $w_{\text{min}}$ respectively. Then by using Eq. 6.1, we can obtain the longitudinal displacement $u_{\text{min}}$. Thus, the deformed configuration of the filament, without taking thermal fluctuations into account, is known. This minimum energy configuration is the ground state of the filament around which the system is fluctuating.

While the partition function and fluctuations of a discrete semi-flexible chain can be evaluated under rather general loading conditions, which we will discuss in the next section, it is difficult to compute the same quantities analytically for a continuous filament unless the distributed load is uniform. Here we briefly discuss how one can evaluate the average end-to-end extension of a continuous filament under constant $\tau$, by using a Taylor expansion of the path integral [9], and the Fourier series method [2, 10] respectively for the
small and large $\tau$ limits. For simplicity, we also set the normal distributed force $q = 0$ for now.

In the small $\tau$ limit, the potential energy term involving $\tau$ in the Boltzmann factor can be expanded using $\exp(x) \approx 1 + x$. After carrying out this exercise the Boltzmann weighted average end-to-end extension reads:

$$
\langle \Delta x \rangle = \frac{1}{Z} \int x(L_0) \cdot \exp \left( -\frac{E_b + E_s - \tau \int_0^s x \, ds}{k_B T} \right) \, dF \quad (6.8)
$$

where $Z$ is the partition function, $\beta = 1/k_B T$, $E_b$ and $E_s$ are the bending and stretching energies respectively. The key step here is that, after the expansion, the potential energy part in the Boltzmann factor is factored out and so the average $\langle \cdot \rangle_0$ in Eq. 6.9 is evaluated in a $\tau = 0$ ensemble.

Now, the problem in the small $\tau$ limit is how to do the average in a $\tau = 0$ ensemble. To solve this problem, we recall that for a wormlike chain in a $\tau = 0$ ensemble, the correlation of its tangent angle $\theta$ satisfies:

$$
\langle \theta(s) \cdot \theta(s') \rangle = \exp \left( -\frac{|s - s'|}{\xi_p} \right) \quad [9],
$$

which can be used to evaluate $\langle \int_0^s x(s_0) \cdot x(L_0) \, ds_0 \rangle_0$ in Eq. 6.9, given $x(s_0) = \int_0^{s_0} \cos \theta ds_0$. Here $\xi_p$ is the persistence length of the wormlike chain. The calculation is tedious but the final result for $\langle \Delta x \rangle$ turns out to be linear, as expected, in the small $\tau$ limit:

$$
\langle \Delta x \rangle = 2\xi_p L_0 D k_B T \left[ 1 - \frac{\xi_p}{L_0} \left( 1 - e^{-L_0/\xi_p} \right) \right] \cdot \frac{\tau L_0}{2} + \frac{\tau L_0^2}{2 K_s}, \quad (6.10)
$$

with $D$ being the dimension of space, i.e, $D = 2, 3$ for a 2D and 3D chain respectively. The last term in the above equation is the contribution of the pure stretching term in the energy.

When $L_0 >> \xi_p$, the force-extension relation is simply:

$$
\langle \Delta x \rangle = \frac{2\xi_p L_0}{D k_B T} L_0 \cdot \frac{\tau L_0}{2} + \frac{\tau L_0^2}{2 K_s}.
$$

(6.11)

One may recognize that the force-extension relation shown here for a filament under small uniform $\tau$ is in exactly the same form as the relation for a filament under small end-to-end force $F$, with $F$ being replaced by $\tau L_0/2$. Therefore, we conclude that, as far as the force-extension relation is concerned, at small loads a uniformly distributed tangential force is equivalent to an end-to-end force $F_{\text{eff}} = \tau L_0/2$.

In the large $\tau$ limit, on the other hand, where the approximation of the tangent angle $\theta << 1$ holds, one can use the Fourier series method to tackle the problem. As usual, we expand the tangent angle $\theta = \partial w/\partial s_0$ in a Fourier cosine series:

$$
\theta(s_0) = \sum_{n=1}^{+\infty} a_n \cos \left( \frac{2n\pi s_0}{L_0} \right). \quad (6.12)
$$
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There is no $a_0$ term here because the hinged-hinged boundary condition requires $\int_0^{L_0} \theta ds_0 = 0$. Plugging the Fourier series into Eq. 6.5, the energy of the filament contributed by $w$ becomes:

$$E_w = \sum_{n=1}^{+\infty} \left( \frac{K_b \pi^2 n^2}{L} + \frac{\tau L^2}{8} \right) a_n^2. \tag{6.13}$$

The equipartition theorem of statistical mechanics states that each quadratic mode should have an average energy equal to $k_B T/2$, which leads to:

$$\langle a_n^2 \rangle = \frac{k_B T}{2 \left( \frac{K_b \pi^2 n^2}{L} + \frac{\tau L^2}{8} \right)}. \tag{6.14}$$

Using Parseval’s theorem, we obtain the expression for $\int_0^{L_0} \langle \theta^2 \rangle ds_0$ from Eq. 6.14, which finally leads to the force-extension relation of a chain under uniform $\tau$:

$$\langle \Delta x \rangle = L_0 - \frac{k_B T}{4 \sqrt{K_b \tau L_0}/2} \left[ \coth \left( L_0 \sqrt{\frac{\tau L_0}{2K_b}} \right) - \frac{1}{L_0} \sqrt{\frac{2K_b}{\tau L_0}} \right] + \frac{\tau L_0^2}{2K_s}. \tag{6.15}$$

Here again the last term is the independent contribution from the stretching energy $E_c$. Once again, we see that the force-extension relation, in the large $\tau$ limit, has the same form as a wormlike chain under a large effective end-to-end force $F_{eff} = \tau L_0/2$. Hence, we have shown that this equivalent relation holds for both small and large $\tau$. Following Marko and Siggia [2], the force-extension relation for a filament under uniform $\tau$ can be written as:

$$\frac{\tau L_0}{2k_B T} \frac{\xi_p}{2k_B T} = \frac{1}{4} \left( \frac{x}{L_0} \right)^2 \frac{1}{4} \left( \frac{x}{L_0} - \frac{\tau L_0}{2K_s} \right). \tag{6.16}$$

From here on, we will focus on the large $\tau$ limit only because the filament under small loads behaves as a linear entropic spring.

We saw in the above discussion that the Fourier series method works only when $\tau$ is a constant. It is possible to deal with non-uniform distributed force if one ignores the boundary conditions and applies the wormlike-chain constitutive law to an infinitesimal segment on the continuous filament, and then integrates to recover the end-to-end extension of the entire filament. In particular, let $f(s_0)$ be the internal force along the filament in the tangential direction. Balance of forces on an infinitesimal segment $ds_0$ reads (Fig. 6.2A):

$$f(s_0 + ds_0) - f(s_0) + \tau ds_0 = 0, \tag{6.17}$$

which leads to $\partial f / \partial s_0 = -\tau$, whose solution with boundary condition $f(L_0) = 0$ is:

$$f(s_0) = \int_{s_0}^{L_0} \tau(s_0) ds_0. \tag{6.18}$$
This tells us that, when \( \tau > 0 \), the internal stress decreases from the fixed end to the other end, which makes sense because \( \tau \) is positive when pointing away from the fixed end. On the other hand, the stretch \( \lambda(s_0) = \epsilon(s_0) + 1 \) for a 2D extensible wormlike chain is [3]:

\[
\lambda = \frac{\partial x}{\partial s_0} = 1 - \frac{k_B T}{4 \sqrt{K_b f}} \left[ \coth \left( L \sqrt{\frac{f}{K_b}} \right) - \frac{1}{L \sqrt{\frac{K_b}{f}}} \right] + \frac{f}{K_s}. \tag{6.19}
\]

Plugging Eq. 6.18 into Eq. 6.19, eliminating \( f \) and solving the ODE for \( x(s_0) \), we can obtain \( \Delta x = x(L_0) - x(0) \). Note that this procedure works regardless of whether \( \tau \) is a constant. In particular, if \( \tau \) is uniform along the length of the filament, the result is:

\[
\langle \Delta x \rangle = L_0 - \frac{k_B T}{2 \tau L_0} \log \left[ \frac{\sinh \omega}{\omega} \right] + \frac{\tau L_0^2}{2K_s}, \tag{6.20}
\]

where \( \omega = L \sqrt{\tau L_0/K_b} \). Eq. 6.20 is not exactly the same as Eq. 6.15. This is because to derive Eq. 6.20, we have ignored the boundary condition that leads to the force-extension relation of a wormlike chain, and used it as the constitutive relation for an infinitesimal segment. However, we will show later (Fig. 6.2B) that the force-extension curves from the two equations are close though not exactly the same.

The advantage of analyzing a continuous filament as we have done above is that we get analytic closed form results. However, as we have already seen, the analysis is either limited to special cases or relies on some additional assumptions that are not easy to verify. To get the exact thermal fluctuations of a filament under general distributed loads, it is convenient to first discretize it into segments. The partition function of the system, which is a path integral for a continuous filament, becomes a multi-dimensional Gaussian integral for a discretized filament or chain, and can be evaluated easily [14, 7]. In the limit where the discretized segment length \( l_0 \to 0 \), the number of discretized segments \( N \to +\infty \), while \( L_0 = Nl_0 \) is kept constant, the discrete chain becomes the desired continuous filament. Below, we discuss a discrete fluctuating filament under distributed forces.

### 6.2.2 Energy of a discretized elastic filament or semiflexible chain

We use the following notations for a discrete chain. \( K_{si}, K_{bi} \) are the stretching and bending moduli of segment \( i \) of the chain. They can be different for different \( i \), and \( i \in [1, N] \). The reference coordinate of the \( i \)th node of the chain is \((x_i, y_i) = (il_0, 0)\), so that the chain is straight lying on the \( x \) axis. Under distributed loads \( \tau_i \) and \( q_i \) per unit length on the \( i \)th segment, the node moves to \((x_i, y_i) = (il_0 + u_i, w_i)\), with \((u_i, w_i)\) being the nodal displacements. The axial strain for each segment is represented by the vector \( \vec{\epsilon} = [\epsilon_1, \epsilon_2, \ldots, \epsilon_N] \). Furthermore, we define the discrete version of the tangent angle \( \theta(s_0) = dw/ds_0 \).
as follows: $\theta_i = (w_i - w_{i-1})/l_0$. We wish to write the energy of the discrete chain in terms of the strains $\varepsilon_i$ and the angles $\theta = [\theta_1, \ldots, \theta_N]$. 

The discretized version of the energies (Eq. 6.4 and 6.5) are quadratic expressions which can be written compactly in matrix form. In particular, the discretized version of the energy term involving $\varepsilon_i$ (Eq. 6.4):

$$E_\varepsilon = \sum_{i=1}^{N} \left[ \frac{K_{si}l_0}{2} \epsilon_i^2 - \tau_i l_0 \sum_{j=1}^{i} \epsilon_j \right],$$

(6.21)

and it can be written compactly as:

$$E_\varepsilon = \frac{1}{2} \vec{\epsilon}^T \cdot [K_\varepsilon] \vec{\epsilon} + \vec{R}_\varepsilon^T \cdot \vec{\epsilon},$$

(6.22)

with the $N \times N$ stiffness matrix being $[K_\varepsilon]_{ij} = K_{si}l_0 \delta_{ij}$, and the $i$th component of the vector $\vec{R}_\varepsilon$ being $-l_0^2 \sum_{j=1}^{N} \tau_j$. Similarly, the energy term involving only $w$ (Eq. 6.5) can be written in terms of $\theta$:

$$E_w = \sum_{i=1}^{N} \left[ \frac{K_{bi}l_0}{2} (\theta_i - \theta_{i-1})^2 + \tau_i l_0^2 \sum_{j=1}^{i} \theta_j^2 - q_i l_0^2 \sum_{j=1}^{i} \theta_j \right],$$

(6.23)

$$= \frac{1}{2} \vec{\theta}^T \cdot [K_\theta] \vec{\theta} + \vec{R}_\theta^T \cdot \vec{\theta}.$$  

(6.24)

We note that the stiffness matrix $[K_\theta]$ is a sparse tridiagonal matrix.

Finally, to impose the boundary condition and to constrain the end of the chain such that $w(L_0) = 0$, we add a penalty energy:

$$E_p = \frac{K_p}{2} [w(L_0) - 0]^2 = \frac{K_p}{2} \left( \sum_{i=1}^{N} \theta_i l_0 \right)^2,$$

(6.25)

$$= \frac{1}{2} \vec{\theta}^T \cdot [K_p] \vec{\theta}.$$  

(6.26)

Eq. 6.24 and Eq. 6.26 can be combined, and therefore, we can write the total energy of the chain $E = E_\varepsilon + E_w + E_p$ as:

$$E = \left\{ \frac{1}{2} \varepsilon^T \cdot [K_\varepsilon] \varepsilon + \vec{R}_\varepsilon^T \cdot \varepsilon \right\} + \left\{ \frac{1}{2} \vec{\theta}^T \cdot [K_\theta] \vec{\theta} + \vec{R}_\theta^T \cdot \vec{\theta} \right\},$$

(6.27)

where $[K_{\theta p}] = [K_\theta] + [K_p]$.

As for a continuous filament, the ground state of the discrete chain is computed first by solving $\partial E/\partial \varepsilon_i = 0$ and $\partial E/\partial \theta_i = 0$. These result in two linear sets of equations:

$$[K_\varepsilon] \vec{\epsilon}_{\text{min}} = -\vec{R}_\varepsilon, \quad [K_{\theta p}] \vec{\theta}_{\text{min}} = -\vec{R}_\theta,$$

(6.28)

which are solved to determine the ground state around which the chain fluctuates.
We next consider the thermal fluctuation around the ground state. We define the deviations from the ground state as $\Delta \vec{\epsilon} = \vec{\epsilon} - \vec{\epsilon}_{\text{min}}$, $\Delta \vec{\theta} = \vec{\theta} - \vec{\theta}_{\text{min}}$. Then the energy (Eq. 6.27) in terms of these deviation variables is simply:

$$
E = E_{\text{min}} + \frac{1}{2} \Delta \vec{\epsilon}^T \cdot [K_{\epsilon}] \Delta \vec{\epsilon} + \frac{1}{2} \Delta \vec{\theta}^T \cdot [K_{\theta p}] \Delta \vec{\theta},
$$

(6.29)

where $E_{\text{min}}$ is the ground state energy. Note that the linear terms disappear when the energy is expressed in terms of the deviation variables.

### 6.2.3 Partition function and free energy

For a semi-flexible chain, the elastic and potential energies are usually comparable to the thermal energy $k_B T$ at room temperature, where $k_B$ is the Boltzmann constant and $T$ is the temperature in Kelvin, set to be 300K in this study. Therefore, the chain does not stay in the ground state forever. Instead, it fluctuates and samples different configurations, labelled as $\nu$ below, around the ground state with Boltzmann statistics: $P_\nu \sim \exp(-E_\nu/k_B T)$. Here $P_\nu$ is the probability that a configuration $\nu$ with energy $E_\nu$ is sampled. The thermo-mechanical behavior of this fluctuating elastic chain can be evaluated using statistical mechanics by computing the partition function $Z$, which is the sum of Boltzmann factors over all the allowed configurations. In our case, the energy of the system has been written in a quadratic matrix form (Eq. 6.29) and the partition function is:

$$
Z = \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} \exp\left(-\frac{E}{k_B T}\right) \, d(\Delta \vec{\epsilon}) \, d(\Delta \vec{\theta})
$$

(6.30)

$$
Z = e^{-\beta E_{\text{min}}} \sqrt{\frac{(2\pi k_B T)^N}{\det [K_{\epsilon}]}} \sqrt{\frac{(2\pi k_B T)^N}{\det [K_{\theta p}]}}
$$

(6.31)

where $\beta = 1/k_B T$ and $K_{\epsilon}$ and $K_{\theta p}$ are $N \times N$ matrices. From the partition function $Z$, we get the free energy $G$ of the system:

$$
G = -k_B T \log Z
$$

(6.32)

$$
= E_{\text{min}} + \frac{k_B T}{2} \log \det [K_{\epsilon}] + \frac{k_B T}{2} \log \det [K_{\theta p}] - k_B T N \log(2\pi k_B T).
$$

(6.33)

We note that $G$ is the Gibbs free energy because the partition function (Eq. 6.31) is evaluated for a fixed temperature, fixed loads ensemble. Therefore, we have:

$$
dG = -S \cdot dT - \sum_{i=1}^{N} u_i \cdot d(\tau_i l_0) - \sum_{i=1}^{N} w_i \cdot d(q_i l_0).
$$

(6.34)

By differentiating the free energy we can get the thermo-mechanical properties, like the force-extension relation, of the chain.
6.2.4 Force-extension relation

Noticing that $\tau_N l_0$ and $u_N$ (distributed force on the last segment and longitudinal displacement of the last node) is a conjugate pair with respect to the energy (Eq. 6.34), we have:

$$\langle u_N \rangle = -\frac{\partial G}{\partial (\tau_N l_0)}.$$  (6.35)

In this chapter, $\langle \cdot \rangle$ denotes the usual ensemble average of all sampled configurations weighted by the Boltzmann factor. The average end-to-end extension of the chain is

$$\langle \Delta x \rangle = \langle x(L_0) - x(0) \rangle = \langle x(L_0) \rangle = L_0 + \langle u_N \rangle,$$

turning out to be:

$$\langle \Delta x \rangle = \Delta x_{\text{min}} - \frac{k_B T}{2 l_0} \cdot \frac{\partial}{\partial \tau_N} \left( \log \det [K_{\theta p}] \right).$$  (6.36)

where $\Delta x_{\text{min}}$ is the extension of the chain in the ground state without thermal fluctuation. Here we have used the facts that $L_0 - \partial E_{\text{min}}/\partial (l_0 \tau_N) = \Delta x_{\text{min}}$, and also that the stiffness matrix $[K_{\epsilon}]$ does not depend on the distributed loads $\tau$. We note that the last term in Eq. 6.36, which is proportional to the thermal energy $k_B T$, is the contribution of the average extension from thermal fluctuation. When $T = 0$ and there is no thermal fluctuation, $\langle \Delta x \rangle = \Delta x_{\text{min}}$, as it should be, because the only configuration sampled is the minimum energy state.

6.2.5 Thermal fluctuation around the ground state

For the quantities that do not have clear conjugate pairs, their fluctuations can be evaluated directly from a Boltzmann weighted sum. The key is to use the following multi-dimensional Gaussian integral formula [16]:

$$\langle f(\vec{x}) \rangle = \frac{\int f(\vec{x}) \cdot \exp \left( -\frac{1}{2} \vec{x}^T \cdot [A] \cdot \vec{x} \right) d\vec{x}}{\int \exp \left( -\frac{1}{2} \vec{x}^T \cdot [A] \cdot \vec{x} \right) d\vec{x}} = \exp \left( \frac{1}{2} \sum_{i,j=1}^{N} [A]^{-1} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} \right) |_{\vec{x} = \vec{0}} f(\vec{x}),$$  (6.37)

Here $f(\vec{x})$ can be some general polynomial functions which are weighted by the Boltzmann factor in the numerator. The denominator on the left-hand-side is just the partition function, which serves as the normalization factor to the weighted average. On the right-hand-side, the exponential operating on the differential operator is understood as a power series: $\exp(a) = 1 + a + a^2/2 + \cdots$.

Using Eq. 6.37, the thermal fluctuation in strain can be evaluated. In particular, for the strain $\epsilon$, the mean deviation and mean square deviation from the ground state are respectively:

$$\langle \Delta \epsilon_i \rangle = 0$$  (6.38)

$$\langle \Delta \epsilon_i \cdot \Delta \epsilon_j \rangle = k_B T [K_{\epsilon}]_{ij}^{-1} = \frac{\delta_{ij} k_B T}{K_{s_i} l_0}.$$  (6.39)
Similarly, the fluctuation in the angles $\vec{\theta}$ is:

\[
\langle \Delta \theta_i \rangle = 0 \quad (6.40)
\]

\[
\langle \Delta \theta_i \cdot \Delta \theta_j \rangle = k_B T \frac{1}{[K_{\theta p}]^{-1}}. \quad (6.41)
\]

We see that the mean square thermal fluctuations around the ground state increase linearly as we increase the temperature, and decrease as we increase the mechanical stiffness of the system, in agreement with intuition.

In experiments one typically measures the fluctuations in displacements. These can be calculated directly from Eq. 6.37, or alternatively, using Eq. 6.39 and 6.41. In particular, the fluctuation in the transverse displacement is:

\[
\langle \Delta w_i \rangle = l_0 \sum_{m=1}^{i} \langle \theta_m \rangle = 0, \quad (6.42)
\]

\[
\langle \Delta w_i \cdot \Delta w_j \rangle = l_0^2 \sum_{m=1}^{i} \sum_{n=1}^{j} \langle \Delta \theta_m \cdot \Delta \theta_n \rangle. \quad (6.43)
\]

Similarly, the fluctuation in displacement $u$ can be obtained by using the fourth moment of the multi-dimensional Gaussian distribution:

\[
\langle \Delta u_i \rangle = -\frac{l_0}{2} \sum_{m=1}^{i} \langle \theta_m^2 \rangle, \quad (6.44)
\]

\[
\langle \Delta u_i^2 \rangle = k_B T l_0 \sum_{m=1}^{i} \frac{1}{K_{sm}} \quad (6.45)
\]

\[
+ \frac{l_0^2}{4} \sum_{m=1}^{i} \sum_{n=1}^{i} (\langle \Delta \theta_m^2 \rangle \langle \Delta \theta_n^2 \rangle + 2\langle \Delta \theta_m \cdot \Delta \theta_n \rangle^2 + 4\bar{\theta}_m \bar{\theta}_n \langle \Delta \theta_m \cdot \Delta \theta_n \rangle). \quad (6.46)
\]

Here $\bar{\theta}$ is the angle for the ground state configuration. We note that while $\langle \Delta w_i \cdot \Delta w_j \rangle$ is the fluctuation around the ground state, $\langle \Delta u_i \cdot \Delta u_j \rangle$ is not; because $\langle \Delta w_i \rangle = 0$ and $\langle \Delta u_i \rangle$ is not.

### 6.3 Results

We first show in Fig. 6.2 that the theories for a continuous rod and the theory for a discrete chain yield the same result when $\tau$ is a constant along the arc length. For large $\tau$, the thermal fluctuations are already stretched out, so that the force-extension curve is almost linear, due to elastic stretching.

We next focus on the results from the discrete model and compare the behavior of a chain under distributed force and end-to-end force. Average end-to-end extension of the semi-flexible chain $\langle \Delta x \rangle$ versus $\tau$ is plotted again in Fig. 6.3 in red solid line. If we turn off the thermal fluctuations, the chain behaves just as a linear elastic rod and the force-extension relation is shown in red dashed line in the same figure. To make a comparison, we apply a point force $F$ at the end of the chain. Under the same net force: $F = \tau L_0$, the
chain under end-to-end force suffers larger extension (Fig. 6.3 blue) than the one under distributed load. This is in agreement with result from the Fourier series method for a continuous rod, which tells us the effective end-to-end force for a distributed load is \(\tau L_0/2\), instead of \(\tau L_0\). Another way to understand this result is by doing force balance on the chain. Under end-to-end applied force, the stress along the chain is uniform: \(\sigma \equiv F/A = \tau L_0/A\), where \(A\) is the cross sectional area of the chain. Under distributed force, on the other hand, the stress along the chain varies linearly \(\sigma = \tau(L_0 - s_0)/A\), and it is smaller than the stress in the previous case everywhere except at \(s_0 = 0\). Therefore, it is not surprising that a chain under end-to-end force suffers larger extension. The fact that uniform distributed \(\tau\) causes less internal tension in the chain than the end-to-end force \(F = \tau L_0\) is also reflected in the transverse fluctuation profile (Fig. 6.4). Because internal tension stiffens the filament, a chain with less internal tension is expected to have larger thermal fluctuation. Indeed, our result shows that the magnitude of transverse fluctuation is significantly larger for a chain under uniform distributed force. Moreover, unlike the end-to-end force case, internal tension is not a constant along the arc length when the chain is subjected to uniform \(\tau\); therefore, the transverse fluctuation profile is not symmetric. The end of the chain with less internal force has more fluctuations, as shown in Fig. 6.4.

Next, as a practical application of our methods, we analyze the stretching and fluctuations of a piece of DNA in a linear microfluidic channel and a constant-strain-rate channel, both of which have been fabricated in experiments [15]. For a linear channel, the channel width varies as \(w(x) = ax + b\), where \(a\) and \(b\) are two constants. On the other hand, a constant-strain-rate channel has a shape \(w(x) = a/(1 + x/b)\) (Fig. 6.5A). Since the fluid velocity is
Figure 6.3: Force-extension relations for a wormlike chain (1: red solid line) under uniform distributed load $\tau$ with thermal fluctuations, (2: red dashed line) under uniform distributed load $\tau$ without thermal fluctuations, (3: blue solid line) under end-to-end force $F = \tau L_0$ with thermal fluctuations, and (4: blue dashed line) under end-to-end force without thermal fluctuations. The reference contour length of the chain is $L_0 = 50\text{nm}$. The persistence length is 5nm. The segment length is 0.5nm with $N = 100$ segments.

Inversely proportional to the channel width $w$, a polymer confined in the channel experiences drag force $\tau = d_\text{v}(x)$ that varies along its arc length. Here $d_\text{v}$ is the drag coefficient per unit length and it is set to $d_\text{v} = 1.2\text{pN} \cdot \text{ms} \cdot \mu\text{m}^{-2}$ [15] in our calculation. Fig. 6.5B and C show respectively the extension and fluctuations of the polymer in fluid flow. With the same entrance width (width on the leftmost side) and exit width (width on the rightmost side), a constant-strain-rate channel is narrower in most of its middle region compared to a linear channel. Therefore, a polymer suffers larger drag force and less transverse fluctuations in a constant-strain-rate channel. This leads to a larger end-to-end extension. In Fig. 6.5C, we also compare the fluctuations of a hinged-hinged polymer (dashed line) and a hinged-free polymer, whose right end is not constrained on the x axis. The fluctuation for the hinged-free polymer is larger than that for the hinged-hinged polymer, as expected. In this study, we neglect the entropic force due to the non-uniform channel width.

Finally, in Fig. 6.6, we show the transverse fluctuation of a chain subjected to uniform $\tau$ plus a point load in the middle. The figure shows that the point load stretches the left half of the chain and reduces the fluctuation there.

### 6.4 Conclusions

We analyze the thermoelastic behavior of a fluctuating elastic filament under distributed loads in this chapter. We obtain, by means of a Fourier analysis on a continuous filament, analytic results when the polymer is under uniform distributed load. We find that a filament under uniform distributed load $\tau$ per unit reference length can be viewed as one under an effective end-to-end force of $\frac{\tau L_0}{2}$ if we are only interested in the force-extension relation. However, to get the fluctuations of a filament under general loadings, we need to
Figure 6.4: Transverse fluctuation of a chain under uniform distributed $\tau = 5\text{pN/nm}$ (red), and under end-to-end applied force $F = \tau L_0$ (blue). Under distributed force, the chain has larger thermal fluctuations with an asymmetric fluctuation profile.

First discretize the filament and approximate the path integral for the partition function as a multi-dimensional Gaussian integral. Once the partition function is calculated, all other quantities can be obtained by differentiation using standard thermodynamic techniques. As an illustration, we apply our methods to DNA under non-uniform distributed loads as is the case for DNA stretched by flow fields in microfluidic channels.
Figure 6.5: DNA in non-uniform microfluidic channels. (A) A piece of DNA confined in a linear channel and a constant-strain-rate channel. Both channel types have been fabricated in experiments [15]. (B) The velocity in the non-uniform channel is inversely proportional to the channel width. Therefore, given the velocity $v_f$ at the exit (rightmost) end, the entire velocity profile inside the channel is known, which then leads to the drag force $\tau = dtv$ along the polymer. Here the end-to-end extension of the polymer is plotted against $v_f$. As we increase the flow velocity, the strain along polymer increases, resulting in a larger end-to-end extension. Red: DNA in a linear channel. Blue: DNA in a constant-strain-rate channel. Dashed/Solid lines: extension with/without the contribution of thermal fluctuations. (C) Transverse fluctuations along the polymer arc length. Red and blue for DNA in a linear and a constant-strain-rate channel respectively. Solid line is for a DNA with one end hinged and the other end free to fluctuate. Dashed line is for the same DNA with both ends hinged on the x-axis.

Figure 6.6: Transverse fluctuation of a chain under uniform distributed $\tau$ plus a point load $F$ in the middle. The left half of the chain has less fluctuation because the stretching of the point loads reduces the thermal fluctuations.
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Chapter 7

Transition Between Two Regimes Describing Internal Fluctuation of DNA in a Nanochannel

Main results of this chapter:

1. We measure the thermal fluctuations of the internal segments of a piece of DNA confined in a nanochannel about 50–100nm wide. This local thermodynamic property is key to accurate measurement of distances in genomic analysis.

2. For DNA in ∼100nm channels, we observe a critical length scale ∼10µm for the mean extension of internal segments, below which the de Gennes’ theory describes the fluctuations with no fitting parameters, and above which the fluctuation data falls into Odijk’s deflection theory regime.

3. By analyzing the probability distributions of the extensions of the internal segments, we infer that folded structures of length 150–250nm, separated by ∼10µm exist in the confined DNA during the transition between the two regimes.

4. We show that existing theories for the end-to-end extension/fluctuation of polymers can be used to study the internal fluctuations only when the contour length of the polymer is many times larger than its persistence length.

5. Our results suggest that introducing nicks in the DNA will not change its fluctuation behavior when the nick density is below 1 nick per kbp DNA.
7.1 Introduction

Stretching DNA in nanochannels has emerged as an important technique for separating DNA, performing genome mapping, and also studying repressor-DNA interactions, etc [1, 2, 3]. On the other hand, DNA confined in nanochannels also serves as a simplified model for studying single polymer behavior in concentrated polymeric solutions and melts [4, 5]. For these reasons, mechanical behaviors of DNA inside nanochannels have attracted a long-standing interest. The two most well-known scaling theories in this field are those described by de Gennes [5] and by Odijk [6]. de Gennes’ blob theory, which was later generalized by Schaefer and Pincus [7], assumes that the channel width $D$ is much greater than the persistence length $\xi_p$ of the polymer. It models the moderately confined DNA as a chain of spherical blobs inside a cylindrical channel and gives the following expression for the end-to-end extension $\langle x \rangle$ of the polymer [5, 7, 8]:

$$\frac{\langle x \rangle}{L} = A \left( \frac{w \xi_p}{D^2} \right)^{1/3}, \quad (7.1)$$

where $L$, $w$ are the contour length and effective molecule width of the DNA respectively. The prefactor $A$ is found to be close to unity [9]. Odijk’s theory, on the other hand, works for DNA under strong confinement in which $D << \xi_p$. In this regime, the polymer is deflected back and forth by the channel walls and the end-to-end extension is predicted to be [6]:

$$\frac{\langle x \rangle}{L} \approx 1 - \alpha_0 \left( \frac{D}{\xi_p} \right)^{2/3}, \quad (7.2)$$

where $\alpha_0 = 0.17$ is a constant whose value was determined recently by simulations [10]. Aside from the scaling theories, Wang and Gao [11] showed that the end-to-end extension of a strongly confined polymer in the Odijk regime can be derived analytically by modeling the confinement effect as a quadratic potential $U = 1/2 \Xi |\vec{r}_\perp|^2$. Here $\Xi$ is the stiffness of the effective quadratic potential, which depends on the channel width $D$, and $\vec{r}_\perp$ is the transverse displacement of the polymer from the axis of the nanochannel. Wang and Gao considered a confined chain under end-to-end applied force $F$ and obtained an expression for the total extension $\langle x \rangle$ as a function of $\Xi$ and $F$. We set $F = 0 \text{pN}$, substitute the relation between $\Xi$ and $D$ (see Appendix) into their expression, and find:

$$\frac{\langle x \rangle}{L} = 1 - \frac{1}{5} \left( \frac{D}{\xi_p} \right)^{2/3}, \quad (7.3)$$

which is the same as Eq.L.1, confirming the scaling theory of Odijk, and at the same time validating the use of quadratic confinement potentials in the strongly confined regime.

Both de Gennes’ and Odijk’s theories have been tested by experiments as well as simulations over the years [10, 12, 13, 14, 15, 16]. However, most of the
Figure 7.1: Measurement of the fluctuations of the internal segments of confined DNA. (A) Image of a dye label (Alexa-546) on a DNA backbone (backbone not shown) with 80ms exposure time. (B) 2D surface plot of the raw image (intensity of the dye vs. the X Y coordinates). (C) Image of one T4 DNA fragment (∼36 microns) with backbone (red) and internal labels (green). (D) Time series (8 seconds) of the DNA showing the fluctuations of backbone and internal labels. In (D), the red trace is the backbone and the green traces are the trajectories of internal dye labels.

studies so far have focused on the properties of the entire DNA, for example, the end-to-end extension $\langle x \rangle$, the corresponding end-to-end fluctuation $\sigma_x$, and also the relaxation time $\tau$ of the entire DNA etc. Local properties of a confined polymer, on the other hand, like the extension and fluctuation of its internal segments, are rarely investigated. In fact, local conformation and alignment of the confined DNA have been probed only recently [17, 18]. It is also not well understood whether the existing theories developed for an entire piece of DNA can be applied locally for its internal segments. These are important issues because, if one considers the case of genome mapping, it is the local fluctuation of the internal segments that determines the resolution of the mapping.

In this chapter, we measure the longitudinal internal fluctuation of a piece of DNA confined in rectangular channels about 50–100nm wide. We show that neither de Gennes’ blob theory nor Odijk’s deflection theory can completely describe the measured internal fluctuation versus mean extension profile. A critical length scale of ∼10μm for the mean extension is observed, below which the internal DNA segments are more ‘blob’-like, and above which Odijk’s deflection theory works better. From the histograms of extension of the internal segments, we further infer that there exist folded structures of length 150–250nm separated by ∼10μm along the backbone of the DNA during the transition between the two regimes. To justify the use of existing theories for studying the internal fluctuation, we focus on the Odijk regime and propose
Figure 7.2: Internal fluctuation of λ DNA confined in a 80nm×130nm channel. (A) The measured rms fluctuation $\sigma$ versus mean extension $\langle x \rangle$ for the internal segments of the DNA agrees very well with de Genne’s theory with no fitting parameters (red curve, Eq.7.4). (B) A linear $\sigma^2 - \langle x \rangle$ profile confirms the 0.5 power law of $\sigma \sim \langle x \rangle^{1/2}$ of the de Gennes’ theory. Note, however, that here we have maximum $\langle x \rangle \lesssim 10\mu m$. As shown in a subsequent figure (Fig.7.4) and in the text, for longer polymer with a maximum $\langle x \rangle \gtrsim 10\mu m$, the data deviates significantly from de Gennes’ theory and even the 0.5 power law is lost.

a method to explicitly calculate the internal fluctuation of a strongly confined DNA. We model the confinement effects by quadratic potentials and show that one can use the existing theories for end-to-end extension/fluctuation to describe the internal segments of the DNA when the contour length of the polymer is many times larger than its persistence length. Our model, which views the confined DNA as a discrete wormlike chain, can describe the fluctuations of heterogeneous polymers confined in non-uniform channels. It is also capable of capturing effects, like the influence of nicking sites on the DNA fluctuation profiles, which we will discuss at the end of the chapter.

### 7.2 Results and Discussion

To visualize the internal segments, dye-labeled (Alexa-546) nucleotides are introduced into the backbones of the nicked λ DNA (48.5kbp, $L \approx 16.5\mu m$), T4 DNA (166kbp, $L \approx 56.4\mu m$) and bacterial artificial chromosome (BAC) human DNA clones (MCF7 BAC clone 9I10, fragmented, full length $\sim 180kbp$, $L \approx 61.2\mu m$) (Fig.7.1) [19]. The DNA molecules are then driven by electric field into the nanochannels. With the Alexa-546 labels excited by light, extension of each internal segment is recorded frame-by-frame. Average extension $\langle x \rangle$ and the root mean square (rms) fluctuation $\sigma = \sqrt{\langle x^2 \rangle - \langle x \rangle^2}$ for each internal segment are calculated and plotted in the $\sigma - \langle x \rangle$ profile.

In Fig.7.2, we first show the result for λ DNA confined in a 80nm×130nm channel. The maximum $\langle x \rangle$, which is roughly the mean extension of the entire DNA, is about 10$\mu m$, in agreement with the measurements of Tegenfeldt et al [12]. The internal fluctuation $\sigma$ increases with $\langle x \rangle$ with a 0.5 power law. This
Figure 7.3: Probability distributions $P(x)$ for 2 internal segments of $\lambda$ DNA inside a 80nm × 130nm channel. The experimental data is fitted to Eq.7.7 (red). The fitting value $C$ (Eq.7.7), when plugged back to Eq.7.6-2, recovers de Gennes’s formula Eq.7.4.

0.5 power law and even the magnitude of the fluctuation can be well captured by de Gennes’ theory (discussed below) with no fitting parameters.

The longitudinal fluctuation of the confined DNA in de Gennes’ theory can be evaluated using the effective stiffness $k_{\text{eff}}$ of the polymer: $\sigma^2 = k_B T / k_{\text{eff}} \cong (4/15)L(w \xi_p D)^{1/3}$ [12, 20]. Using this expression and Eq.7.1 to eliminate $L$, we get the relation between $\sigma$ and $\langle x \rangle$:

$$\sigma \approx \sqrt{\frac{4D}{15}} \cdot \sqrt{\langle x \rangle}.$$  

(7.4)

Therefore, de Gennes’ theory predicts a 0.5 power law for the $\sigma - \langle x \rangle$ profile. It is interesting to note that the prefactor in Eq.7.4 depends only on the channel width $D$, but not on the effective molecule width $w$, nor on the persistence length $\xi_p$. This implies that the $\sigma - \langle x \rangle$ profile is independent of the ionic strength of the experimental buffer. To compare the theory with the measured internal fluctuation, we plot Eq.7.4 together with the experimental data in Fig.7.2. Surprisingly, the data matches with the theory very well without any fitting parameters. Both the 0.5 power law and the magnitude of the fluctuation are correctly predicted by Eq.7.4.

de Gennes’ theory also gives the distribution of the extension $P(x)$, which we can compare to our measurement. We consider the recently proposed “renormalized” Flory-type free energy $\mathcal{F}$ for a confined polymer [21] and its corresponding prediction of the longitudinal fluctuation:

$$\beta \mathcal{F} = A \frac{x^2}{(N/g) D^2} + B \frac{D(N/g)^2}{x}, \quad \sigma^2 = \left( \frac{\partial^2 (\beta \mathcal{F})}{\partial x^2} \right)^{-1},$$  

(7.5)

where $\beta = 1/k_B T$, $A, B$ are two constants, $N, g$ are the total number of monomers and the number of monomers inside a blob respectively [21]. Both of the relations can be rewritten in terms of $\langle x \rangle$ (which is the solution of
\[ \frac{\partial F}{\partial x} = 0 \]

as:

\[ \beta F = C \left( \frac{x^2}{2D\langle x \rangle} + \frac{\langle x \rangle^2}{Dx} \right), \quad \sigma = \sqrt{\frac{D}{3C}} \sqrt{\langle x \rangle}, \] (7.6)

with \( C = (2A)^{2/3}B^{1/3} \) being a constant. The probability distribution \( P(x) \) is therefore:

\[ P(x) = P_0 \exp(-\beta F) = P_0 \exp\left[-C \left( \frac{x^2}{2D\langle x \rangle} + \frac{\langle x \rangle^2}{Dx} \right)\right]. \] (7.7)

Here \( P_0 \) is a constant determined by the normalization condition. In our experiments, we record the extension \( x \) of each internal segment frame-by-frame and then calculate the distribution \( P(x) \) for each segment. Fig.7.3 shows the measured \( P(x) \) for two internal segments and their fitting results to Eq.7.7 (red). The result again implies that, for \( \lambda \) DNA confined in a 80nm\( \times \)130nm channel, the behavior of the internal segments can be well captured by de Gennes’ theory. Moreover, by fitting the distribution \( P(x) \) to Eq.7.7, we obtain the constant \( C \), which, when plugged back into Eq.7.6-2, yields:

\[ \sigma = 0.58\sqrt{D}\sqrt{\langle x \rangle} \approx \sqrt{4D/15}\sqrt{\langle x \rangle} \] (here \( D = \sqrt{80 \times 130} = 102 \text{nm} \)).

Therefore, starting from the “renormalized” Flory-type free energy Eq.7.5, we recover Eq.7.4 with the same prefactor. This indicates that the prefactor in Eq.7.4 is quite accurate although it is derived from a scaling theory. It also explains why Eq.7.4 matches with the measured \( \sigma - \langle x \rangle \) profile without any fitting parameters (Fig.7.2). It is important to note that, for \( \lambda \) DNA confined in a 80nm\( \times \)130nm channel, the maximum \( \langle x \rangle \) is less than \( \sim 10 \mu \text{m} \) (Fig.7.2).

We shall show next that for longer DNA whose maximum \( \langle x \rangle \) is greater than \( \sim 10 \mu \text{m} \), the measurement no longer agrees with de Gennes’ theory. In particular, the 0.5 power law in the \( \sigma - \langle x \rangle \) profile is lost.

Fig.7.4A shows the \( \sigma - \langle x \rangle \) profile for the internal segments of T4 DNA in a 80nm\( \times \)130nm channel. The maximum \( \langle x \rangle \), which is roughly the mean extension of the entire DNA, is about 30\( \mu \text{m} \), in agreement with the simulation result of Jung et al.\[14\]. Fitting of \( \sigma \sim \langle x \rangle^\gamma \) to the experimental data yields \( \gamma = 0.19 \), which is very different from the prediction of de Gennes’ theory (Eq.7.4).

Similar results are found for DNA in channels of different sizes: \( \gamma = 0.15 \) for T4 DNA confined in 60nm\( \times \)100nm channels (Fig.7.4B) and \( \gamma = 0.11 \) for \( \lambda \) DNA in 50nm\( \times \)70nm channels (Fig.7.4C). In all these cases the maximum \( \langle x \rangle \) is greater than 10\( \mu \text{m} \). We note, however, that in Fig.7.4, the experimental data for segments with \( \langle x \rangle \lesssim 10 \mu \text{m} \) still matches with de Gennes’ theory (except for the 50\( \times \)70nm channel case, which we will explain later). It is the data with \( \langle x \rangle \gtrsim 10 \mu \text{m} \) that deviates significantly from de Gennes’ prediction. In fact, if we plot the fluctuation results for short segments with \( \langle x \rangle \lesssim 10 \mu \text{m} \) for \( \lambda \) and T4 DNA together, the two profiles are almost identical, satisfying de Gennes’ theory (see figure in the Appendix).

To rule out the possibility that the observed difference between \( \lambda \) DNA and T4 DNA stems from sequence variations, we perform the same experiments on
Figure 7.4: Fluctuation of the internal segments of (A) T4 DNA in 80nm×130nm, (B) T4 DNA in 60nm×100nm and (C) λ DNA in 50nm×70nm channels. For all cases, the maximum mean extension $\langle x \rangle > 10\mu$m. For (A) and (B), the data $\langle x \rangle \lesssim 10\mu$m agrees with de Gennes’ theory (red, no fitting parameters). Deviation from de Gennes’ theory begins at a critical $\langle x \rangle \sim 10\mu$m, above which the data falls into the black curve predicted by the deflection theories of Odijk [6], Wang and Gao [11]. For tighter channels (C), the transition occurs earlier with most data falling in the deflection regime.

Figure 7.5: Internal fluctuation $\sigma$ versus mean extension $\langle x \rangle$ for BAC (red squares) and T4 DNA (black circles) in a 80nm×130nm channel. This figure shows that DNAs from two different sources give almost identical results, which suggests that agreement with de Gennes theory for short internal segments, and deviation from de Gennes’ theory for long internal segments, are both sequence independent.
Figure 7.6: (A) Folded structures in the backbone of confined DNA. Each branch of the structure is about 150 – 250nm, about the width of the channel size. The structures are separated by a distance ~10µm. (B, C) Distribution of extension $P(x)$ for 2 internal segments that contain the folded structures. In disagreement with de Gennes’ prediction, the distributions show 2 peaks, from which we infer the existence of the folded structures. However, the structures are not stable as the two peaks in the distributions are comparable in height. The red curves fitted to the left peaks on the histogram are from de Gennes’ theory (Eq.7.7) and the ones superimposed on the right peaks are from the deflection theory (Eq.7.10). (D) Extension $x$ versus time for a single internal segment that shows two peaks in the distribution $P(x)$. The extension of this particular internal segment seems to fluctuate around two values shown by the dashed lines. This gives rise to the two peaks seen in the probability distribution.

the bacterial artificial chromosome (BAC) human DNA clones (MCF7 BAC clone 9I10), which also has maximum $\langle x \rangle \gtrsim 10\mu m$. As shown in Fig. 7.5, the results for the BAC DNA are almost identical to those for the T4 DNA. In particular, for small $\langle x \rangle < 10\mu m$, both match with de Gennes’ prediction without any fitting parameters, while for $\langle x \rangle > 10\mu m$, both identically deviate from de Gennes’ prediction. This suggests that the deviation from de Gennes’ theory for long internal segments truly stems from segment size, not from sequence variations.

To better understand the deviation from de Gennes’ prediction, we further look into the local structures of the confined DNA. Odijk showed recently that even in a 135nm channel, DNA can fold back on itself, giving rise to a global persistence length much larger than 50nm, the intrinsic persistence length of the DNA [18, 22]. Because of this, Odijk argued that the transition from Odijk’s regime to de Gennes’ regime could be delayed with the increase of the channel size [18]. To check whether such local folded structures exist in the DNA in our experiments, we measure the extension distribution $P(x)$ for each single internal segment (see “Materials and Methods” for details).
We find that for most internal segments whose mean extension is longer than 10\( \mu \)m, the distribution \( P(x) \) shows two or more peaks (Fig.7.6B-C). From this observation, we infer that there indeed exist some folded structures in those internal segments – one peak in the distribution corresponds to the folded configuration, and the second peak corresponds to the extended configuration (Fig.7.6). The existence of folded structures can be also inferred from the typical extension \( x \) versus time plot as shown in Fig. 7.6D, where the steps in \( x \) correspond to different states of the internal segments. Furthermore, we find that in the distribution \( P(x) \), the measured distances between any two peaks are always integral multiples of 400−500nm, indicating that the difference in extension of a single folded structure and its extended form is about 500nm, ten times the persistence length of the DNA. This further implies that each branch of the folded structure is about 150−250nm, if we assume each folded structure has two (loop) or three (hairpin) branches (Fig.7.6). Also, by checking the location of the internal segments that show multiple-peak distributions, we find that the folded structures are separated by \( \sim 10 \mu \)m, which roughly agrees with the value of \( \langle x \rangle \) above which de Gennes’ theory fails to match with the experimental data (Fig.7.4). In the following we show that for \( \langle x \rangle \gtrsim 10 \mu \)m the fluctuation data is better described by Odijk’s deflection theory.

To exactly (rather than in a scaling sense) evaluate the fluctuation of DNA in the Odijk deflection regime, we extend the theory recently developed by Wang and Gao [11]. This theory represents the DNA as a strongly confined wormlike chain (fluctuating elastic rod) subjected to an additional end-to-end force \( F \) and produces the relation between the mean extension \( \langle x \rangle \) and \( \Xi \), the stiffness of the effective confinement potential (which is a function of the channel width \( D \)):

\[
\langle x \rangle = L - \frac{k_BT L}{2\sqrt{\kappa}} \frac{1}{\sqrt{F + 2\sqrt{\Xi(D)\kappa}}},
\]

where again, \( k_BT \) is the thermal energy, \( \kappa \) is the bending modulus of the polymer, and in a rectangular channel the stiffness of the confinement potential can be expressed as \( \Xi = 4c^4 \left[ k_BT/(\kappa^{1/4}D^2) \right]^{4/3} \), with \( c \) being a constant. Using Eq.I.1, we calculate the effective stiffness of the DNA as \( k_{\text{eff}} = (\partial\langle x \rangle/\partial F)^{-1} \), and then evaluate the fluctuation as \( \sigma^2 = k_BT/k_{\text{eff}} \):

\[
\sigma = \frac{D}{2\sqrt{8\xi_pc^3}} \cdot \left[ 1 - \frac{1}{4c} \left( \frac{D}{\xi_p} \right)^{2/3} \right]^{-1/2} \sqrt{\langle x \rangle}.
\]

Leaving \( c \) as a free parameter, we fit Eq.7.9 to the experimental data with \( \langle x \rangle > 10 \mu \)m in Fig.7.4A-C (black curves) and obtain \( c = 1.03, 0.94 \) and 0.99 respectively. For the BAC DNA confined in 80nm×130nm channels shown in Fig. 7.5, we obtain \( c = 0.9 \) from a similar fit. The fact that all the four sets of experimental data for different channel widths yield the same \( c \approx 1 \) makes sense because \( c \) is expected to be a universal constant independent of
Figure 7.7: (A) Phase diagram showing two regimes on the $L - D$ plane, assuming $\xi_p = 50$nm for DNA. Transition from de Gennes’ to Odijk’s regime can occur when $D$ decreases with $L$ fixed, or when $L$ increases with $D$ fixed. (B) DNA with local folded structures as an intermediate state between de Gennes’s and Odijk’s regimes. In experiments, we observe heterogeneity in the intensity profile of YOYO-1 dye along the backbone of a confined DNA, which suggests the existence of the local folded structures (see Appendix).

$L$. Moreover, the constant $c$ comes from the expression for the free energy of confined chains in the Odijk regime and it has been estimated by Burkhardt to be $c = 1.1[23]$, which is very close to our fitting results. This strongly suggests that in the large mean extension regime $\langle x \rangle > 10$µm, the DNA segments are better described by the deflection theory.

Furthermore, from Fig.7.4A to C, we observe that the length of the error bars decreases with the decrease of the channel size. The reason for this may be that for moderately confined DNA, the local folded structures can form and unravel with comparable rates, as indicated by the similar height of the two peaks in the distribution in Fig.7.6B-C. Therefore, the behaviors of the confined polymer is a competition between de Gennes’ type and Odijk type regimes and the error bar is large. As the channel size becomes smaller, Odijk’s theory begins to dominate, resulting in smaller error bars.

By integrating the force-extension relation Eq.1.1, we obtain the free energy expression $G(x)$ in the Odijk (or Wang and Gao) deflection regime (see Appendix), which further leads to the distribution for the extension $P(x)$:

$$P(x) = P_0 \exp \left( Bx - \frac{A}{L - x} \right),$$  \hspace{1cm} (7.10)

where $A = L^2/4\xi_p$, $B = 4c^2\xi_p^{1/3}/D^{4/3}$ and $P_0$ is the normalization factor. We fit this expression to the right peaks in Fig.7.6B-C and find that reasonable parameters ($L \approx 15$µm, $\xi_p \approx 50$nm) give excellent matches with the measured probability distributions in experiments. In fact, we can use this free energy expression to understand the transition from a different point of view. We note that the internal segments are expected to stay in the regime with lower
free energy, and that regime transition occurs when the free energies in the two regimes are equal. By comparing the free energies in the two regimes, we draw a phase diagram on the $L - D$ plane in Fig. 7.7. The result shows that as $D$ decreases, the transition length $L$ decreases. Theoretically, the phase diagram involves an undetermined constant, which we fit such that transition occurs in the range $L \approx 8 - 12 \mu m$ when $D = 100 \text{nm}$. Then the result shows that at $D = 60 \text{nm}$, the transition length is $3 - 5 \mu m$, which roughly agrees with our experimental result for $\lambda$ DNA in a $50 \text{nm} \times 70 \text{nm}$ channel (Fig. 7.4C). The phase diagram shows that transition from de Gennes’ to Odijk’s regime can occur when $D$ decreases with $L$ fixed, or when $L$ increases with $D$ fixed.

We also measure the end-to-end extension for DNA with different lengths (longer than 10 microns) in a $60 \text{nm} \times 100 \text{nm}$ channel and the result agrees with Odijk’s theory (Fig. S3).

In the above analysis, we have applied the theories (de Gennes, Odijk, Wang and Gao) for the end-to-end extension/fluctuation to evaluate the internal, or local extension/fluctuation of a confined DNA. The assumption behind this is that when the internal segments are much longer than the persistence length of the DNA, the behavior of the segments is not very different from that of the entire DNA (with the same length) because the boundary conditions do not play a significant role [24, 25, 26]. To verify such an assumption, we explicitly calculate the internal fluctuation in Odijk’s regime by extending a theory we developed earlier [26], and then compare our results to the theories developed for an entire piece of DNA.

Following the procedure in ref.[26], we model the polymer as a confined discrete $N-$segment wormlike chain, or fluctuating elastic rod (Fig.7.8). The Hamiltonian consists of 3 terms (Eq.7.11): (1) bending energy, (2) confinement energy, and (3) potential energy of an end-to-end applied force as shown in Fig.7.8.

\[
\mathcal{H} = \int_{0}^{L} \frac{\kappa(s)}{2} \left| \frac{d\hat{t}}{ds} \right|^2 ds + \int_{0}^{L} \frac{\Xi}{2} y^2 ds - F\Delta x \tag{7.11}
\]

\[
= \frac{1}{2} \hat{\theta}^T \cdot \mathbf{K} \hat{\theta} - FL. \tag{7.12}
\]
Figure 7.9: Fluctuation versus mean extension of internal segments of the strongly confined DNA in 60nm channels (Eq.7.13 and Eq.7.14). The contour lengths of the DNA are (A) \(L = 10\mu m\), (B) 5\(\mu m\), (C) 1\(\mu m\) and (D) 250nm. For a long DNA (A and B), data from internal segments of various locations of the chain collapse on the a curve with 0.5 power law (light green). The result agrees with Eq.7.9 (blue), which is derived for the end-to-end fluctuation of a confined DNA. For short DNA however (C and D), no power law is found as data from various locations of the chain do not collapse onto a single curve (light green). Therefore, formulae derived for the end-to-end fluctuation of the confined DNA, such as Eq.7.9 (blue), cannot be used for internal fluctuation. The boundary effect is so significant that the rms fluctuation \(\sigma\) not only depends on \(\langle x \rangle\), but also on the location of the internal segments.

In the bending energy term, \(\kappa(s)\) is the bending modulus of the DNA and it can vary along the arc length \(s\) so that the polymer is not necessarily homogeneous in mechanical properties. \(\hat{t}\) is the tangent vector along the polymer. For the confinement potential term, we follow Wang and Gao’s approach [11] and use an effective quadratic energy characterized by the coefficient \(\Xi\), with \(y\) being the transverse displacement. In general, \(\Xi\) can be a function of the arc length \(s\) in case the confinement is not uniform. Also, for 3D chains in rectangular channels, \(\Xi\) can be different in the two transverse directions. For the potential energy term, we consider the chain subjected to an end-to-end force \(F\), which can be set to zero if no force is applied. \(\Delta x = x(L) - x(0)\) is the end-to-end extension of the chain. Up to a second order approximation, the Hamiltonian can be written in matrix form as shown in Eq.7.12, with \(\theta_i\) being the discretized tangent angles and \(\mathbf{K}\) being the \(N \times N\) stiffness matrix of the chain [26].

It has been shown that when there are no constraints on twist (as is the case here), thermodynamic properties of a 3D chain can be easily generated from those of two 2D chains [26]. Therefore, for simplicity, here we describe the theory for 2D chains and plot the results for the corresponding 3D chains.

To get the internal fluctuation, we first need to calculate (1) the partition function, and (2) the angle fluctuation \(\langle \theta_i \theta_j \rangle\). These are evaluated in the “Materials and Methods” section. Finally, for any internal segment between node \(i\) and node \(j\) of the discrete chain, the mean extension \(\langle x_{ij} \rangle\) and the corresponding rms fluctuation can be explicitly calculated as:

\[
\frac{\langle x_{ij} \rangle}{l} = (j - i) - \frac{\langle \theta_{i+1}^2 \rangle + \cdots + \langle \theta_j^2 \rangle}{2},
\]

(7.13)
Figure 7.10: Fluctuation as a function as the position of an internal segment for a short chain. The contour length of the entire chain is short (250nm), so that the fluctuation not only depends on the length of the internal segment, but also on its position. Here we plot the fluctuation versus position for internal segments with the same size: 50nm (red) and 10nm (blue). For the internal segments close to the boundaries, the fluctuation is larger because they have more freedom compared to the segments inside the chain.

\[
\frac{\sigma_{ij}^2}{l^2} = \frac{\langle (x_j - x_i)^2 \rangle - \langle x_j - x_i \rangle^2}{l^2} = \frac{1}{2} \sum_{m=i+1}^{j} \sum_{n=i+1}^{j} \langle \theta_m \theta_n \rangle^2, \quad (7.14)
\]

where \( l \) is the segment length of the discrete chain. In Fig.7.9, we consider DNA in 60nm×60nm channels and plot \( \sigma_{ij} \) versus \( \langle x_{ij} \rangle \) for all the pairs of internal nodes \((i, j)\) and see if the profiles match with the theories developed for the entire piece of DNA. Fig.7.9(A) shows the result for a chain with contour length \( L = 10\mu m \), which is much larger than its persistence length \( \xi_p = 50\text{nm} \). The internal fluctuation profile agrees exactly with Eq.7.9, which is derived for the end-to-end fluctuations. In particular, all the data collapses into a single curve with 0.5 power law. As the contour length of the polymer decreases, however, (Fig.7.9B-D), the internal fluctuation profile begins to scatter around the curve for the end-to-end fluctuation. This implies that, for short chains, the magnitude of internal fluctuation can be different, even if two internal segments have the same mean extension. The magnitude of the fluctuation depends strongly on where the internal segment is located. In fact, we show in Fig. 7.10 that the internal segments located at the two boundaries have larger fluctuation because they have more freedom to fluctuate compared to the segments inside the chain. The strong boundary effects on short chains (such as, DNA with contour length 0.6-7\( \mu \)m) have been discussed by several groups recently \[24, 26, 25\]. Our results suggest that the accuracy of DNA sizing depends on the DNA contour length. For a short DNA with contour length \( L < 1\mu m \) confined in a 60nm×60nm channel, the uncertainty of the measurement will be high. For the experimental results we discussed earlier, the \( \lambda \) DNA, T4 DNA and BAC DNA all have contour lengths of tens of microns, for which boundary effects can be neglected. Therefore, it is safe to
Figure 7.11: Fluctuation of a 18µm long chain with persistence length $\xi_p = 50$nm confined in a 60nm×60nm channel. From bottom to top: (1) $\triangle$: no nicks; (2) +: 10 nick in 18µm; (3) ○: 50 nicks in 18µm; (4) ×: 100 nicks in 18µm; (5) □: 200 nicks in 18µm. This figure shows that when the density of nicks is lower than 50 nicks per 18µm, or 1 nick per kbp of DNA, the fluctuation profile is almost the same as that for a chain without nicks.

use the formulae for end-to-end extension/fluctuation to estimate the internal properties of the confined DNA in our experiments.

To measure the internal fluctuation, we have introduced nicks into the DNA so that internal sites along the DNA can be labeled. Since the theory discussed above allows for arbitrary bending modulus $\kappa(s)$ as a function of the arc length $s$, we can model the effect of nicking by setting $\kappa = 0$ on some nodes of the discrete chain and see whether the nicks have significant effects on the behavior of the DNA. For simplicity, we assume here that the nicks are equally spaced along the chain. Fig.7.11 shows that the fluctuation profile does not significantly deviate from the homogeneous chain with uniform $\kappa$ when there are less than 50 nicks along a 18µm chain (~50kbp DNA in a 60nm×60nm channel). In our experiments, the fluorescent tagging is introduced at the nicking endonuclease recognition sequence sites, which have much lower density than 1 nick/kbp in $\lambda$, T4 and BAC DNA. Therefore, the nicks will not significantly affect the DNA internal fluctuation.

To summarize, in this chapter, we have investigated the thermal fluctuations of the internal segments of a piece of confined DNA in a nanochannel. The channel size is on the order of the persistence length of the DNA and we have compared the fluctuation data to several theories in literature. We have found that for channel widths on the order of 100nm there exists a critical length scale ~10µm for the mean extension of an internal segment below which the de Gennes’ theory describes the internal fluctuations and above which the
data agree better with Odijk’s deflection theory. For long DNAs confined in nanochannels we have inferred that there are folded structures whose branches are about 3 times the persistence length of DNA which are separated by segments with mean extension $\sim 10\mu m$. We surmise that these folded structures are indicative of a transition from the Odijk regime, in which the DNA is relatively straight, to the deGennes regime, in which the DNA is more blob-like. We have also presented a more detailed theory based on small fluctuations and incorporating the effects of confinement. We have shown that one can use the existing theories for end-to-end extension/fluctuations to study the statistical properties of internal segments only when the contour length of the chain is much larger than the persistence length of the molecule so that boundary effects play no role. Our calculations suggest that introducing nicks into the DNA can change its fluctuation behavior if the density of nicks is greater than about 1 nick per kbp DNA.

7.3 Materials and Methods

7.3.1 Sequence specific labeling and DNA staining

In a 20$\mu$l reaction native, duplex DNA samples 50ng/$\mu$l ($\lambda$, T4 DNA and also MCF7 BAC clone 9I10) are incubated with 0.5U of Nb.BbvCl (0.5U/$\mu$l) (NEB, Ipswich, MA) in 1× NEB buffer 2 (NEB) for 1 hr at 37°C and 20 min at 65°C. The nicked DNA samples (12.5ng/$\mu$l) are then incubated for 30 min at 50°C in 1×NEB thermopol buffer with DNA polymerase Vent (exo-) (NEB) at 0.5U/$\mu$l in presence of a mixture of 75nM dAGC and 75nM Alexa-546 labeled dUTP. Then, the DNA (4ng/$\mu$l) samples are stained with intercalating dye YOYO-1 iodide at 1 dye molecule per 10 base pairs of DNA (Invitrogen Inc, Carlsbad, CA) in presence of 0.4M DTT (Promega Inc, Madison, WI).

7.3.2 Loading DNA into nanochannels

Fabrication of silicon based nanochannel chips has been described elsewhere [27, 28]. The DNA sample is diluted by 2 times using the flow buffer consisting of 1×TBE, 3.6% Tween, and 10% Polyvinylpyrrolidone (PVP). Ultrapure distilled water is used for making solutions (Invitrogen Corp., Ultrapure water). The DNA molecules are driven by electric field ($3−5$V) at the port of entrance of the chip and allowed to populate there for 2−3 minutes [29]. Under higher voltage ($\sim 10$V), the populated molecules are moved to the locos and then through the micro pillar structure of the chip to convert from a compact globular conformation to an open relaxed one. At the 300nm channel area the molecules adopt a more relaxed linear form with some heterogeneity on the backbone. With one end entering the nanochannel under the electric field, the DNA molecules elongate to a linear conformation with almost homogeneous backbone. Most of the structural heterogeneity progressively disappears as it
interacted with the nanochannels, adopting fully confined equilibrium conformation after the field is off (relaxation time $10 - 15s$). A buffer consisting 0.5xTBE, 1.8% Tween 20, 5% PVP has been used to flow the DNA molecules resulting in a stretch of 65%.

7.3.3 Microscopy and image processing

The epi-fluorescence imaging is done in Olympus microscope (Model IX-71, Olympus America Inc, Melville, NY) using a 100xSAPO objective (Olympus SApo 100X/1.4 oil). YOYO-1, the DNA backbone staining dye ($\sim$491nm absorption, $\sim$509nm emission) is excited using 488nm laser (BCD1, Blue DDD Laser Systems, CVI Melles Griot, Rochester, NY) whereas Alexa-546 ($\sim$550nm absorption, $\sim$570nm emission) is excited using 543nm green laser (Voltex Inc, Colorado Springs, CO). The same filter cube consisting triple band dichroic and dual band pass emission filters (Z488/532/633rpc, z488/543m respectively) (Custom made, Chroma Technology Corp. Rockingham, VT) is used for detection of YOYO-1 and Alexa-546 emission by alternative laser excitation (using external laser shutters, Thorlabs, Newton, NJ). The emission signal is magnified 1.6x and detected by a back-illuminated, thermoelectric cooled charge coupled device (EMCCD) detector (iXon) (Andor, Ireland). About 200 sequential images of the labeled DNAs confined in nanochannels are recorded at 60 – 80ms exposure time in blue-green alternative laser excitation.

7.3.4 Recording and calculations

The intensity profile $I(x, y)$ of each Alexa-546 label is fitted by a 2D Gaussian function to determine the position of the label $(x_c, y_c)$ in the channel (Fig.7.1B). The position of each internal label is followed frame-by-frame at a time interval of about 160ms. The probability distribution, the mean value and the corresponding standard deviation of the distance between each pair of internal labels are calculated.

7.3.5 Partition function and angle fluctuation

The partition function for a confined DNA, whose Hamiltonian is expressed in Eq.7.12, is: $Z = \int \exp (-\mathcal{H}/k_BT) d\mathbf{\theta} = \exp (FL/k_BT) \sqrt{(2\pi k_BT)^N/\det \mathbf{K}}$, where $N$ is the number of segments in the discrete chain. The angle fluctuation or correlation is the Boltzmann weighted average of $(\theta_i \theta_j)$ over all the configurations [26, 30]:

$$\langle \theta_i \theta_j \rangle = \frac{1}{Z} \int \mathbf{\theta} \cdot \mathbf{\theta} \exp \left( -\frac{\mathcal{H}}{k_BT} \right) d\mathbf{\theta} = k_BT (\mathbf{K}^{-1})_{ij}. \quad (7.15)$$

Using Eq.7.15, we can explicitly calculate the mean extension and fluctuation of the internal segments (Eq.7.13-7.14).
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Chapter 8

Entropically Driven Motion of Polymers in Non-uniform Nanochannels

Main results of this chapter:

1. In nanofluidic devices, non-uniform confinement induces an entropic force that automatically drives biopolymers towards less confined regions to gain entropy.

2. We first analyze the diffusion of an entropy-driven particle system. The derived Fokker-Planck equation reveals an effective driving force as the negative gradient of the free energy. The derivation also shows that both the diffusion constant and drag coefficient are location dependent on an arbitrary free energy landscape.

3. We then investigate DNA motion and deformation in non-uniform channels. Typical solutions reveal large gradients of stress on the polymer where the channel width changes rapidly. Migration and deformation of DNA in several non-uniform channels are discussed.

8.1 Introduction

The development of techniques for confining DNA in nanofluidic channels has pushed genomic studies up to a new level. Researchers are now capable of using nano-channels to stretch a single DNA molecule, to sort DNAs based on their
sizes, and to study repressor-DNA interactions, etc [1, 2, 3, 4]. To interpret the experimental data, theorists have been developing models to predict the free energy, the average extension, relaxation time, etc, of a confined polymer [5, 6, 7, 8, 9]. Among those theories, the two most well-known in the field are those described by de Gennes [5] and by Odijk [6].

de Gennes’ theory is applicable for a moderately confined polymer. The theory requires $D \gg p$, where $D$ is the channel width and $p$ is the persistence length of the polymer. In this regime, DNA forms blob-like structures aligned along the channel. Evaluated at the average extension, the free energy $G$ of the confined DNA scales as $G \sim D^{-5/3}$ in this regime [9, 10]. This tells us that, with the increase of the channel size, the free energy of the polymer decreases.

On the other hand, Odijk’s theory studies a strongly confined polymer with $D \ll p$. In this regime, DNA is deflected back and forth by the channel walls, extending its backbone almost linearly inside the channel. Evaluated at the average extension $\langle \Delta z \rangle$, the free energy (per unit length) in this strong confinement regime takes the form [11]:

$$G|_{\Delta z = \langle \Delta z \rangle} = \frac{ck_BT}{p^{1/3}D^{2/3}},$$

(8.1)

where $k_B$ is the Boltzmann constant, $T$ is the absolute temperature and $c = 2.5$ is a constant for a cylindrical channel. This expression again suggests that the free energy is a decreasing function of $D$. The consequences of such a dependence of the free energy on the channel width are rarely investigated because many of the studies so far have focused on confining polymers in a uniform channel. However, in a non-uniform channel the dependence of $G$ on $D$ implies a free energy gradient, and therefore an effective driving force along the channel axis. This effective force can automatically drive the DNA to migrate along the channel without fluid flow or applied electric fields. Understanding this force can therefore help design new nanofluidic channels for better DNA manipulation.

The effective force described here is essentially an entropic force: by moving to a wider region inside a non-uniform channel, DNA experiences less confinement, gains more degrees of freedom and thus increases its entropy. This lowers the free energy of the system. Entropic forces of this kind can be found in problems like translocation of DNA through nanopores, where DNA is driven by an electric field, against an entropic force, to pass through a nanopore that separates two wide compartments [12, 13]. The entropic force acting on the DNA is revealed by the spontaneous retracting motion of the molecule when it is partly inserted into the nano-channel [14]. Such retracting motion was modelled by Mannion et al. [14] by performing a force balance where the drag force on the DNA due to the surrounding fluid counteracts a constant entropic force. For simplicity, evolution of the local deformation of the DNA during its motion was neglected in these studies. Aside from non-uniform confinement, entropic forces on translocating polymers can also arise from reversible binding of particles (proteins, for instance) on one end...
of the polymer chain, which creates the so-called entropic Langmuir pressure [15]. Entropic forces have also been reported to play a role in unfolding DNA molecules in channels [16]. In an even broader context, the widely studied diffusiophoresis phenomena on colloidal particles is also created by entropic forces [17, 18, 19].

The goals of this chapter are (1) to understand the channel-shape dependence of the confinement induced entropic force on a polymer, and (2) to study the coupled migration and deformation of a polymer in a non-uniform channel. To understand the entropic force, we first study the diffusion of particles on a free energy landscape with varying entropy. A Fokker-Planck equation is derived, which reveals an effective entropic force \( f_{\text{ent}} = -\nabla G \), automatically driving the system to reduce the free energy per particle \( G \). The derivation also reveals that both the diffusion ‘constant’ and the drag coefficient become location-dependent as long as \( \nabla G \neq 0 \). Using the derived effective entropic force, we further study the motion and deformation of a polymer in a non-uniform channel. The problem is governed by a second order partial differential equation (PDE), whose solution gives both the migration velocity and the strain distribution along the polymer backbone.

Another issue arising in the context of a polymer confined in a non-uniform channel is the possible transition between the de Gennes’ and Odijk’s regimes. It is commonly acknowledged that the transition channel width for a stress free DNA is roughly \( D \sim 50 – 100\)nm, although more complex phenomena have been reported in this transition regime [20, 21]. As the polymer moves and deforms inside a non-uniform channel, stress can develop along its backbone so that the transition width is no longer \( D \sim 50 – 100\)nm. Even in a uniform channel, when electrical force is applied, the transition width is expected to increase. In this chapter we estimate the transition width \( D \) as a function of the applied force so that we know roughly which theory to use based on the current location of the DNA and its local stress state. For simplicity, we will focus on a piece of DNA moving in a narrow non-uniform channel such that it is entirely in Odijk’s regime. Then, we will discuss possible generalization of the theory to the de Gennes’ regime.

### 8.2 Entropically Driven Diffusion

Before investigating the migration of DNA in non-uniform channels, we first briefly discuss entropically driven diffusion of particles in this section.

Consider a 1D random walk of an ensemble of particles on a free energy landscape with varying entropy (Fig. 8.1). Unlike in the classical random walk model, the particles considered here have different internal states. In free space where no spatial constraints are imposed, each particle has \( \Omega_{\text{tot}} \) internal states with energy \( E_i \) \((i = 1, 2, \ldots, \Omega_{\text{tot}})\). Along the \( z \)-axis, the 1D random walk domain, some spatially-varying constraints are imposed, reducing the number of accessible states for each particle to \( \Omega(z) \leq \Omega_{\text{tot}} \) at location \( z \).
The spatial constraints are non-uniform and therefore \( \Omega(z) \) depends on \( z \). The particles are on an entropy-varying landscape. In the context of confined DNA in nano-channels, one can think of the different internal states as different configurations of the DNA. The non-penetration constraint posed by the non-uniform channel wall forbids some of the configurations and reduces the number of accessible states. We define the location dependent partition function as \( \Xi(z) = \sum_{i=1}^{\Omega(z)} \exp(-\beta E_i) \), and the \( z \)-dependent free energy as \( G(z) = -k_B T \log \Xi(z) \). Note that in defining the partition function and the free energy, we have assumed local equilibrium.

\[
\Xi(z) = \sum_{i=1}^{\Omega(z)} \exp(-\beta E_i),
\]

\[
G(z) = -k_B T \log \Xi(z).
\]

Figure 8.1: 1D random walk of particles (blue) in the \( z \)-direction. In its natural condition, each particle has \( \Omega_{tot} \) internal states (\( \Omega_{tot} = 6 \) in the figure). Some \( z \)-dependent spatial constraints reduce the number of accessible states at location \( z \) to \( \Omega(z) \leq \Omega_{tot} \) (the blank boxes), creating an entropy varying landscape. Free energy is lower where there are more states to explore. An entropic force arises from this random walk model, driving the system towards regions with lower free energy.

One can derive the Fokker-Planck equation rigorously for this problem, which turns out to be:

\[
\frac{\partial P}{\partial t} = \frac{\partial}{\partial z} \left[ \mathcal{D} \frac{\partial P}{\partial z} - \left( -\frac{dG}{dz} \right) \frac{P}{\xi} \right],
\]

with \( P(z, t) \) being the probability density for a particle being at location \( z \) at time \( t \), \( \mathcal{D} \) being the diffusion ‘constant’, and \( \xi \) being the drag coefficient.

Compared with the Fokker-Planck equation for a random walk with a ‘real’ applied force (say, by an optical tweezer or other instruments) [22], Eq. 8.2 reveals that the non-uniform spatial constraint creates an effective force \(-dG/dz\),
which drives the system towards regions with higher entropy to reduce the free energy. We note that free energy gradient has been shown to be a good approximation to the Langmuir pressure (an entropic force) in problems where ejection of DNA from bacteriophage is speeded up by the entropic effects of reversible binding of proteins in the host cell [15]. Here in our model, the free energy gradient is exactly, instead of approximately, the entropic force.

It is important to note that in an entropy-varying landscape, the diffusion ‘constant’ \( D \) is location-dependent:

\[
D \sim \Xi(z).
\] (8.3)

This result comes out naturally in deriving the Fokker-Planck equation. It suggests that the particles diffuse faster where there are more states for exploration. This is analogous to the case of diffusion in porous media, where the effective diffusion constant is found to be proportional to the porosity of the media [23]. Furthermore, the Stokes-Einstein relation \( D \xi = k_B T \) implies that the drag coefficient \( \xi \) is also location-dependent when there are non-uniform spatial constraints. This is not surprising since it is well-known that the proximity of walls can change the drag coefficient on bodies in low Reynolds number flows [24].

Using conservation of mass: \( P_t = -J_z \), we obtain from Eq. 8.2 the particle flux \( J \) as:

\[
J = -D \frac{\partial P}{\partial z} - \frac{dG/dz}{\xi} P.
\] (8.4)

An analytic steady state distribution can be found, even with both \( D \) and \( \xi \) being functions of \( z \), by setting \( J \) to be a constant:

\[
P_{\text{steady}}(z) = P_0 \Xi(z) \int dz \Xi^2(z),
\] (8.5)

where we recall that \( G(z) = -k_B T \log \Xi(z) \) and \( P_0 \) is a normalization constant. This is the steady state probability density of particles on an arbitrary free-energy landscape with a non-uniform diffusion constant. To verify if this solution is correct, we consider a random walk in \( z \in [z_0, z_1] \) with \( G(z) \propto \log(z) \). The boundary condition at \( z = z_0 \) is a hard wall, and at \( z = z_1 \) it is an absorption wall. Without any fitting, Eq. 8.5 agrees almost exactly with the result from a Kinetic Monte Carlo (KMC) simulation (Fig. 8.2). Here the KMC simulation was performed using the algorithms given in Voter [25].

Further, we note that the first term on the right-hand-side of Eq. 8.4 is the diffusive flux, while the second term is the drift flux \((v - v_{\text{fluid}})P\). Therefore, the mean velocity \( v \) of the system is:

\[
v = v_{\text{fluid}} + \frac{f_{\text{app}} - dG/dz}{\xi}.
\] (8.6)

Here \( v_{\text{fluid}} \) is the fluid velocity and \( f_{\text{app}} \) is an external applied force. Eq. 8.6 is essentially an equation for force balance if, again, \(-dG/dz\) is interpreted as
Figure 8.2: Steady state distribution $P_{\text{steady}}(z)$ (y-axis on the left) on a free energy landscape $G(z) \propto \log(z)$ (y-axis on the right). The random walk domain is $z \in [1, 100]$, with $z = 1$ being a hard wall and $z = 100$ being an absorption wall. Eq. 8.5 predicts a linear steady state distribution (blue line), which is confirmed, without any fitting, by the Kinetic Monte Carlo simulation results (blue circles). The numbers in this figure are in SI units.

Eq. 8.7 without the entropic force term has been used to model macromolecules stretched in fluid flow [26]. Here we show that a non-uniform spatial constraint gives rise to an effective entropic force term that must be included in the macroscopic force balance equation.

Interestingly, exactly the same results as presented above for particles in an entropy varying landscape can be derived by using another method – starting from the Sackur-Tetrode formula for the entropy of an ideal gas and considering the heat production rate. We show the derivation in Appendix N.

### 8.3 DNA Confined in Non-uniform Channels – Theory and Computation

We now analyze the migration and deformation of a DNA molecule in a non-uniform channel. Under strong confinement, a DNA molecule (or any semiflexible polymer) can be modelled as a fluctuating 1D rod (Fig. 8.3) [26]. The rod is parametrized by its arc length $s \in [0, L]$, with $L$ being the contour length of the polymer. We denote the location of the DNA inside the channel at time $t$ as $z(s, t)$, so that $\partial z/\partial t = \dot{z}$ is the local velocity and $\partial z/\partial s = \lambda$ is
Figure 8.3: A DNA molecule is modelled as a 1D rod confined in a non-uniform channel. Typically, inside a nano-channel the DNA molecule can be subjected to stretching force $f_{\text{int}}$, drag force $f_{\text{drag}}$ exerted by the surrounding fluid flow, entropic force $f_{\text{ent}}$ due to the non-uniform confinement and also electrical force $f_{\text{ele}}$ since the DNA is charged. The figure shows balance of force for an infinitesimal segment on the rod.

the local stretch of the DNA. Note that $\dot{z} > 0$ if the polymer is moving from left to right (Fig. 8.3).

Below, we first analyze different forces that act on the polymer. Of particular interest are the entropic force and the drag force. As pointed out in the previous section, the free energy gradient $-dG/dz$ serves as an effective entropic force per unit length $f_{\text{ent}}$. Using Eq. 8.1, we obtain:

$$f_{\text{ent}} = \frac{5}{3} \frac{k_B T}{p^{1/3} D^{5/3}} \frac{dD}{dz}. \tag{8.8}$$

This entropic force is positive when $dD/dz > 0$. Therefore, it drives the system towards regions with higher entropy. Also, like other entropic forces in polymer science, it depends linearly on the thermal energy $k_B T$ [22, 15]. Moreover, its magnitude is governed not only by the gradient of the channel width, but also by the property of the polymer, like the persistence length $p$. A very stiff polymer with large persistence length $p$ would be extended linearly along the channel without feeling much confinement. Therefore, the entropic force due to non-uniform confinement will be weak on stiff polymers. The total entropic force acting on the entire DNA can be estimated as:

$$\int_0^L (-dG/dz) ds \approx \frac{c [D^{-2/3}(0) - D^{-2/3}(L)]}{\beta \lambda p^{1/3}}. \tag{8.9}$$

Using Eq. 8.9, a divergent channel with $D(0) = 25\text{nm}$ and $D(L) = 50\text{nm}$ will pose a total entropic force of approximately $0.15\text{pN}$ on a strongly confined DNA with $\lambda \approx 0.8$ and $p = 50\text{nm}$. This force is significant because the typical thermal force scale on a DNA molecule is $k_B T/p \approx 0.08\text{pN}$. 

130
Translating polymers in a nanochannel also experience a fluid drag. When the confinement is strong, hydrodynamic interactions between the polymers and the channel walls become important and cannot be neglected. For example, for a slender body of contour length $L$ and radius $a$ moving between two walls that are separated by a distance $D \ll L$, the longitudinal drag coefficient per unit length is [27]:

$$d_{t2} = \frac{2\pi \mu}{\log(D/a) - 0.453},$$

(8.10)

with $\mu$ being the viscosity of the fluid. The subscript 2 stands for confinement by two walls. $d_{t2}$ is much larger than $d_{t0} = \frac{2\pi \mu}{\log(L/2a) + c}$ with $c \approx O(1)$, which is the drag coefficient for the same slender body moving in a fluid with no nearby walls [24]. In our problem, a polymer in a nanochannel can be modelled as a slender body confined by four walls. Using superposition [28] and the fact that $d_{t2} \gg d_{t0}$ [24], the drag coefficient for such a slender body is approximately:

$$d_t \approx \frac{4\pi \mu}{\log(D/a) - 0.453}.$$  

(8.11)

It has been shown, by several independent studies, that the method of superposition for calculating the drag coefficient yields reasonably good agreement with experimental measurements [29, 30, 31], even though it is not exact.

To determine $d_t$, we still need to know the radius $a$ of the slender body. Marko and Siggia [32] suggested that the effective radius should be taken as the transverse size $R_\perp$ of the elongated polymer. This depends not only on the width $D$ of the channel, but also on the persistence length $p$ of the polymer. Given the stretch $\lambda$ of the polymer, we estimate $R_\perp$ in Appendix O, and the result is:

$$R_\perp = a_0 \lambda + 0.7445 (pD^2)^{1/3} \sqrt{1 - \lambda^2},$$

(8.12)

with $a_0 = 1.0\text{nm}$ being the geometric width (radius) of a DNA molecule [33, 34, 35]. Since $(pD^2)^{1/3} \gg a_0$, $R_\perp$ is a decreasing function of $\lambda$, which makes sense because for an inextensible rod, the perpendicular deflections should decrease as the stretch increases.

A substitution of $R_\perp$ into $a$ in Eq. 8.11 suggests that a polymer with less transverse fluctuation experiences less drag. In particular, for $D = 50\text{nm}$, the drag coefficient per unit length is about 39.6 $\text{pN ms } \mu\text{m}^{-2}$ at zero force. In comparison, it has been estimated that when there is no confinement, the drag coefficient is about 0.61 $\text{pN ms } \mu\text{m}^{-2}$ for a DNA molecule [36]. In micron scale channels, on the other hand, the drag coefficient is about 1.2 $\text{pN ms } \mu\text{m}^{-2}$ [36]. Our estimate shows that when the channel width is on the nanometer scale, the drag coefficient increases significantly. Further, we note that $\lambda$ and $R_\perp$ depend on the internal stretching force $f_{\text{int}}$ (discussed below in Eq. 8.14). Therefore, $d_t$ is also a function of $f_{\text{int}}$. We show their relation in Fig. 8.4. As expected, increasing the stretching force reduces the transverse size of the polymer, which leads to a smaller $d_t$. 
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Next, we do a force balance on an infinitesimal segment of the rod, which, aside from the above mentioned two forces, also experiences (Fig. 8.3): (1) internal stretching force $f_{\text{int}}$ exerted by its neighbouring segments, and (2) electrical force per unit length $f_{\text{ele}}$ arising from the applied electric fields. Balance of forces in the longitudinal direction (Eq. 8.7) requires these forces sum to zero:

$$\frac{\partial f_{\text{int}}}{\partial s} - dt \left( \frac{\partial z}{\partial t} - v_{\text{fluid}} \right) + f_{\text{ele}} + f_{\text{ent}} = 0.$$  \hspace{1cm} (8.13)

In this force balance analysis, long-range hydrodynamic interactions between different material points on the DNA are neglected because the polymer is under strong confinement. A random force can be added, but, to study the average behavior, we do not include it in Eq. 8.13. Also, since the Reynolds number is low in a nanofluidic channel, it is legitimate to ignore inertia. We also note that the drag force may also depend on the strain rate $\partial v_{\text{fluid}}/\partial z$ [37], but in this study we neglect this effect. This is consistent with Eq. 8.7.

To solve for the two unknowns $z(s, t)$ and $f_{\text{int}}(s, t)$, we also need a constitutive equation [26]. In particular, following Marko and Siggia [32], we will apply the constitutive relation locally on the polymer. For a strongly confined DNA, Wang and Gao [38] showed that the force-stretch relation is:

$$f_{\text{int}} = \frac{1}{\beta p} \left[ \frac{1}{4(1 - \lambda)^2} - c^2 \left( \frac{p}{D} \right)^{4/3} \right],$$  \hspace{1cm} (8.14)

where again $\lambda = \partial z/\partial s$ is the local stretch of the DNA and $c = 2.5$ is a constant for a cylindrical channel. Eq. 8.13 and Eq. 8.14 form the governing equations for the problem.

To identify the relative order of magnitude of each term in the governing
equations, we scale the problem using the following non-dimensional quantities:
\[ \bar{z} = \frac{z}{L}, \quad \bar{s} = \frac{s}{L}, \quad \bar{D} = \frac{D}{p}, \quad \bar{a}_0 = \frac{a_0}{p}, \quad (8.15) \]

\[ \bar{f}_{\text{int}} = f_{\text{int}} \beta p, \quad \bar{f}_{\text{ele}} = f_{\text{ele}} \left( \frac{3\bar{\lambda} \beta p L}{5} \right), \quad (8.16) \]

\[ \bar{t} = \frac{5t}{3\beta d_t p L^2}, \quad \bar{v}_{\text{fluid}} = v_{\text{fluid}} \left( \frac{3\bar{\lambda} \beta d_t p L}{5} \right). \quad (8.17) \]

Here \( d_t = 4\pi \mu \) is the numerator of the drag coefficient \( d_t \) (Eq. 8.11). The scaling suggests that the typical time scale for the problem is on the order of \( \tau \sim \beta d_t p L^2 \approx 10s \) for a DNA molecule about 20 \( \mu \)m long in water with viscosity \( 10^{-3} \) Nsm\(^{-2} \). For a wider micron scale channel, however, the time scale is expected to be smaller since the drag coefficient is smaller and the molecules move faster. As a comparison, the Rouse bead and spring model predicts the first-mode structural relaxation time \( \tau_1 \) of a polymer chain as \( \tau_1 = \beta \xi L^2 \) [39], with \( \xi \) being the drag coefficient per bead. Using \( \xi = d_t l \) and \( l \sim p \), where \( l \) is the natural length of each spring, we recover the time scale \( \tau \) for our governing equations. We note that, more generally, a stretched polymer has two different relaxation times, one in the longitudinal direction \( \tau_\parallel \) and one in the transverse direction \( \tau_\perp \) [40]. The time scale \( \tau \sim \beta d_t p L^2 \) for our governing equations is for the deformation in the longitudinal direction because \( t \) appears in our equations as \( \partial z / \partial t \).

The two governing equations for \( z(s,t) \) and \( f_{\text{int}}(s,t) \) (Eq. 8.13 and Eq. 8.14) can be decoupled. By plugging the constitutive law into the equation for force balance, we can eliminate \( \bar{f}_{\text{int}} \) and the result is an evolution law for \( \bar{z}(s,t) \):

\[ H(\lambda) \frac{\partial \bar{z}}{\partial \bar{t}} = \frac{3}{10(1-\lambda)^3} \frac{\partial \bar{\lambda}}{\partial \bar{s}} + \left( \frac{5\bar{\lambda} \bar{D}^7}{D^{7/3}} + \frac{1}{D^{5/3}} \right) \frac{d\bar{D}}{d\bar{z}} + \bar{\mathcal{V}}. \quad (8.18) \]

Here, the function \( H(\lambda) = [\log(\bar{D}/\bar{R}_\perp) - 0.453]^{-1} \) is the contribution of the polymer-wall hydrodynamic interaction. \( \bar{\mathcal{V}} = H(\lambda) \bar{v}_{\text{fluid}} + \bar{f}_{\text{ele}} \) can be viewed as an effective flow that combines the actual drag force with the electrical force.

Eq. 8.18 is the central equation for the problem because its solution gives the velocity \( \partial z / \partial t \) and also the deformation \( \lambda = \partial z / \partial s \) of the DNA inside a non-uniform channel.

It is possible to design a non-uniform channel in which a DNA molecule remains stationary. The key is to use the fluid flow and applied electric field to exactly balance the entropic force. The shape of this special channel can be determined by setting \( \partial \bar{z} / \partial \bar{t} = 0 \) in Eq. 8.18, so that what remains is an ordinary differential equation (ODE) for the channel shape \( D = D(z) \). To see this, we note that all the three terms on the right-hand-side of Eq. 8.18 can be written as functions of \( D \) because (1) by setting \( f_{\text{int}} = 0 \), \( \bar{\lambda} = \bar{\lambda}(D) \) by the constitutive law, and (2) for an incompressible flow, \( \bar{v} = \bar{v}(D) \) because of mass conservation. We do not set up the ODE here for the sake of brevity.
Figure 8.5: Stretch and force distributions along the arc length $s$ of a stationary DNA in a uniform nanofluidic channel. The stretch distribution is non-linear: $(1-\bar{\lambda}) \sim (-\bar{s})^{-1/2}$ while the force distribution is always linear with slope being $-5\bar{V}/3$.

Eq. 8.18 does not have an analytical solution for most cases. To solve the problem numerically, we discretize the rod into segments and do force balance using the wormlike-chain constitutive relation (with effects of confinement) for each of them. The local velocity and stretch of each segment are determined using the method discussed above. The discrete version of our governing equations essentially constitutes a string of beads connected by wormlike-chain linkers.

8.4 DNA Confined in Non-uniform Channels

8.4.1 Stationary DNA in nanochannels

As the simplest special case, we first briefly discuss the results for a stationary DNA in a uniform channel. In this case, Eq. 8.18 reduces to:

$$\frac{\partial \bar{\lambda}}{\partial \bar{s}} = -\frac{10\bar{V}}{3} (1 - \bar{\lambda})^3.$$  

(8.19)

Assuming uniform flow, i.e, $\bar{V} = \text{constant}$ is independent of $\bar{z}$ (since $H$ depends weakly on $\lambda$, we neglect the dependence of $H$ on $\lambda$ here. When we do numerical simulations in the later discussions, this dependence will be taken into account), we get the analytic solutions:

$$\bar{\lambda}(\bar{s}) = 1 - \frac{1}{2\sqrt{A - (5\bar{V}/3) \bar{s}}}, \quad \bar{f}_{\text{int}}(\bar{s}) = -\frac{5\bar{V}\bar{s}}{3} - \frac{c^2}{D^{4/3}} + A.$$  

(8.20)
Figure 8.6: Entropically driven DNA crossing a sharp interface where the channel width changes suddenly. The channel shape is shown in (a). No fluid flow or electrical force is applied, so the DNA is driven only by the entropic force. The numbers in the circles represent snapshots of the molecule at different times. The process can be divided into two stages. Stage-(I): DNA moving across the interface at $z = z^*$ ($1 \rightarrow 3$). In this stage, a large force/strain gradient occurs at $z = z^*$ as is apparent in (b). This force/strain gradient is caused by the migration speed gradient as shown in the enlarged figure in (a) ($v_0 > v_l, v_0 > v_r$). The strain gradient travels along the DNA backbone until it completely enters into the wider region. Total extension of the DNA decreases in this stage as is apparent in (c). Stage-(II): DNA leaving the interface ($3 \rightarrow 4$). In this stage, the force/strain gradient slowly relaxes as is apparent in (b). The total extension of the DNA stops decreasing, instead, it increases to reach an equilibrium value as is apparent in (c).

Here $c = 2.5$ and $A$ is a constant determined by the boundary condition. For example, $\bar{f}_{\text{int}}(1) = 0$ for a free end leads to $A = 5\tilde{V}/3 + c^2 \bar{D}^{-4/3}$.

The solution in Eq.8.20 suggests that the force distribution along the arc length is always linear while the stretch varies non-linearly as $(1 - \bar{\lambda}) \sim (-\bar{s})^{-1/2}$ (Fig. 8.5). Moreover, when $\bar{V} > 0$, both $\bar{f}_{\text{int}}$ and $\bar{\lambda}$ are decreasing functions of $\bar{s}$. This implies that the strain along the DNA is highest at its ‘upstream’ end and lowest at its ‘downstream’ end, regardless of the boundary conditions posed. This is reasonable because forces applied at the ‘upstream’ end should balance the drag force along the entire DNA, so that the polymer can stay stationary.

8.4.2 Migration and deformation of DNA in non-uniform channels

We now analyze the entropy-driven migration of DNA in non-uniform channels. Firstly, we consider a channel with a sudden change in its width as shown in Fig. 8.6(a). Similar channels have been used to study the transport of DNA in nanopits [41], although in this section we will focus on channels narrow enough that the polymer is purely in Odijk’s regime. The channel shape is modelled as a hyperbolic function $D(z) \sim \tanh(z/\eta)$, where $\eta$ is a parameter characterizing the length scale over which the channel changes its width. As
Figure 8.7: Movement of the right end of the DNA ($z(L, t)$) as a function of $t$ in channels with different $\eta$. No fluid flow or electrical force is applied, so the DNA is driven only by the entropic force. For a channel that changes its shape more rapidly (smaller $\eta = 0.01$, blue), the DNA moves faster because of larger entropic force. The initial condition is a stress free state. The boundary conditions are $f_{\text{int}}(s, 0) = 0$ and $f_{\text{int}}(0, t) = f_{\text{int}}(L, t) = 0$. As expected, the DNA migrates to the wider region. The entire process can be divided into two stages, as explained in detail below.

**Stage-(I):** DNA moving across the interface $z = z_*$, at which the channel width changes ($\overline{1}$–$\overline{3}$ in Fig. 8.6). In this stage, the material point at the interface $z_*$ experiences a large entropic force. Therefore, it moves with a larger velocity to the left compared to its neighbouring material points (see the enlarged figure in Fig. 8.6(a)). This stretches the material on the right of the interface and compresses the material on the left. As a result, a large force/strain gradient appears at the interface. This force/strain gradient travels along the DNA backbone as it moves across $z = z_*$, as shown in Fig. 8.6(b). This result implies that, if a polymer were to undergo structural change in a nano-channel, the change is most likely to occur at the interface where the channel shape changes most rapidly. Interestingly, some nanopores in cells, such as those in proteasomes, have indeed been found to cause structural changes in proteins [42, 43].

A second observation in this stage is that both ends of the DNA migrate at constant velocities (Fig. 8.7 shows the migration of the end $s = L$). This can be understood by looking into the central equation (Eq. 8.18). Before completely moving across the interface $z = z_*$, the stretch $\lambda$ at both ends remains almost
a constant and does not change with time. Therefore, Eq. 8.18 suggests an almost constant ˙z. This result holds even when there is fluid flow in the channel ( ̇V ≠ 0). Our results also show a decrease in the total extension of the DNA in this stage (Fig. 8.6(c) 1–3). This is expected because during the migration, a larger portion of the DNA moves into the wider region, where it suffers less stretch.

Stage-(II): DNA leaving the interface (3–4 in Fig. 8.6). As the entire DNA molecule enters into the wider part of the channel, the force/strain gradient slowly relaxes and finally disappears (Fig. 8.6(b)). At the same time, the total extension of the polymer stops decreasing, and increases to reach an equilibrium value (Fig. 8.6(c)).

Smoothing the change in width of the channel by increasing η can reduce the entropic force. Therefore, DNA is expected to migrate slower in a channel with a gently varying cross-section. This is confirmed by the solution to the central equation (Eq. 8.18). In Fig. 8.7, z(L, t) is plotted for DNA in two different channels with η = 0.01 and 1 respectively, to show the velocity difference. No fluid flow is applied and the electrical force is set to zero.

Other more complicated non-uniform channels have also been fabricated in recent years, although most of them are at the micron scale [36]. We show the migration of a piece of DNA in four different types of such channels (in nanoscale so that the polymer is in Odijk’s regime) in Fig. 8.8. The channel shape is \( D(z) = (az + b)^n \), with \( n = 1, -1/2, -2 \) and \(-1\) for the four channels. \( a \) and \( b \) are two constant parameters. No fluid flow or electrical force is applied, so the DNA is driven only by the entropic force. Our results suggest that with the same entrance width and exit width, a linear channel with \( n = 1 \) drives the polymer to move most slowly and the polymer suffers less stretch in this channel type (Fig. 8.8).

We next consider symmetric channels with two shape-changing regions as shown in Fig. 8.9(a) and (d). Again, the fluid velocity and electrical force are set to zero. These channels can exert entropic pulling and pushing forces on the molecule. In the channel shown in Fig. 8.9(a), the two ends are wider while the middle region is narrower. This creates a pair of pulling entropic forces on the confined polymer. Therefore, even without fluid flow or electrical force, stress/strain along the backbone quickly builds up and reaches a maximum in the middle where the confinement is stronger (Fig. 8.9(b)). The total extension of the polymer increases in response to the opposite entropic stretching and achieves equilibrium after some time as the polymer reaches a stationary state (Fig. 8.9(c)).

Fig. 8.9(d) is another symmetric channel with two narrow ends and a wide middle region. In this case, the entropic forces push the DNA into the middle region. However, as the DNA contracts, negative force builds up along the backbone, pushing against the entropic force until force balance is established (Fig. 8.9(e)). During the process, total extension of the polymer decreases in response to the entropic pushing (Fig. 8.9(f)). Again, we see large stress/strain gradients at the regions where the channel changes its shape.
A fluid flow or an applied electric field in the channel shown in Fig. 8.9(a) can break the symmetry of the problem. The DNA now migrates in response to the flow, or the electric field, through the nano-channel. The results with $v_{\text{fluid}} > 0$ and $f_{\text{ele}} = 0$ are shown in Fig. 8.10(b). The total stretch of the DNA increases as the polymer squeezes through the narrow region (Fig. 8.10(b)). Two force/strain gradients travel along the backbone of the DNA sequentially during the entire process (Fig. 8.10(c)).

Finally, we also investigate the dependence of the migration speed on the polymer contour length $L$ and persistence length $p$. Three polymers with different contour lengths and persistence lengths ($L = 8, 3$ and $8\mu\text{m}$, $p = 50, 50$ and $100\text{nm}$ respectively) are placed in a periodic channel with fluid flow $v_{\text{fluid}} > 0$ (Fig. 8.11(a)). Electrical field is again set to zero. Our results show that longer DNA moves faster in the periodic channel. At $t = 5s$, the long DNA with $L = 8\mu\text{m}$ has already been separated from the short DNA with $L = 3\mu\text{m}$ by $6 – 7$ microns (Fig. 8.11(b)). Changing the persistence length of the polymer does not significantly affect the migration velocity, at least in the case we studied. Fig. 8.11(b) shows that a polymer with $p = 50\text{nm}$ migrates as fast as one with $p = 100\text{nm}$. This can be explained in the following way. Increasing the persistence length has two effects. Firstly, it reduces the drag coefficient since the effective radius of the polymer rod is less. This speeds up the migration. Secondly, it also reduces the entropic force (Eq. 8.8), which drives the polymer motion. This lowers the migration velocity. These two effects cancel each other, making the migration velocity not significantly dependent on the persistence length.

### 8.4.3 Transition to the de Gennes regime under non-zero force

The framework described above can be generalized to the de Gennes’ regime by (1) adding proper force terms in the force balance equation (Eq. 8.13) since for a moderately confined DNA, volume exclusion effect and also the hydrodynamic force cannot be neglected any more, (2) changing the constitutive law for a blob-like polymer. To completely solve the problem of DNA in non-uniform channel, we also need to know at which channel width $D$ the transition from the Odijk to de Gennes regime occurs. Although it is well-known that transition for a stress free DNA happens at channel width about $50 – 100\text{nm}$, transition width for a DNA under finite stress is unknown. Below we try to estimate the transition width between the two regimes as a function of the force.

We shall find the transition width in the following way. Odijk’s theory assumes that under strong confinement, the angle fluctuation of the polymer is small such that second order approximation is proper. We shall find, in the $f – D$ plane, regions where the small angle approximation is valid. The other regions of the $f – D$ plane where small angle approximation is not valid are
assumed to be in de Gennes’ regime.

Let $\theta(s)$ be the angle formed by the polymer with respect to the axis of the channel. In the Odijk regime, using the small angle quadratic approximation, the mean angle fluctuation of a confined chain under end-to-end force $f$ is found to be [38]:

$$\langle \theta^2 \rangle = \frac{1}{\sqrt{\beta p f + c^2 (p/D)^{4/3}}}, \quad (8.21)$$

In deriving this result, $\cos \theta \approx 1 - \theta^2/2$ was used. The ratio between the dropped quartic term $\theta^4/24$ and the retained quadratic term $\theta^2/2$ is:

$$e = \frac{\theta^4/24}{\theta^2/2} = \frac{\theta^2}{12}. \quad (8.22)$$

In order for the theory to be self-consistent, we need $e$ to be small. Therefore, we try to find the regions on the $f-D$ plane where $e$ is small and assume the rest of the plane corresponds to the deGennes’ regime. The expression for $\langle e \rangle$ as a function of $f$ and $D$ is:

$$\langle e \rangle = \frac{\langle \theta^2 \rangle}{12} = \frac{1}{12 \sqrt{\beta p f + c^2 (p/D)^{4/3}}}. \quad (8.23)$$

We plot on the $f-D$ plane curves corresponding to $e = 3\%$ and $5\%$ respectively in Fig. 8.12. For the region with $e$ less than $3\%$, we claim the polymer is in Odijk’s regime, for the zone with error larger than $5\%$, the polymer is more likely to be in de Gennes’ regime. In between, there is uncertainty as to which regime best describes the behavior of the DNA. In fact, complex phenomena have been reported in the transition regions even when $f = 0$ [20, 21]. Fig. 8.12 shows that the transition occurs at wider channel width as the stress in the DNA increases. At $f = 0$, the transition width is around $50 - 100$nm, as expected.

### 8.5 Conclusions

The configuration and deformation of a confined polymer molecule depends on the channel width. But a non-uniform channel width results in more than a non-uniform deformation along the polymer. It actually drives the polymer to move in a direction perpendicular to the confinement. The driving force is entropic in essence, and it is revealed by a random walk model as $f_{\text{ent}} = -\nabla G$. The negative sign indicates that the force is driving the system to minimize its free energy. Including this force in the force balance analysis, we study the coupled deformation and motion of a piece of DNA in a non-uniform channel. The problem is governed by a second order PDE, whose solutions give the migration velocity and also the strain distribution along the polymer. DNA in different channel shapes are analyzed. A common feature is that large stress
gradient occurs where the channel width changes dramatically. Longer DNA migrates faster through a nanochannel with fluid flow while the persistence length seems to have little effect on the migration velocity. Transition from Odijk’s to de Gennes’ regimes can occur in a non-uniform channel and is shown to be delayed if the stress along the polymer is high.
Figure 8.8: Migration of a piece of DNA in different types of nanochannels. The polymer is driven purely by entropic forces ($V = 0$). (a) $\bar{z}$ at $\bar{s} = 0$ versus dimensionless time. (b) Total stretch $\Delta z/L = [z(L) - z(0)]/L$ versus dimensionless time. Different lines are for different channel shapes $D(z)$. Blue circles: linear channel with $D(z) = az + b$. Red triangles: $D(z) = (az + b)^{-1/2}$. Black squares: $D(z) = (az + b)^{-2}$. Cyan stars: $D(z) = (az + b)^{-1}$. Here $a$ and $b$ are different constants for different channel types. For comparison, $a$ and $b$ for each channel type are chosen so that the entrance/exit widths of the four channels are the same.
Figure 8.9: Motion and deformation of a piece of DNA in symmetric non-uniform channels without fluid flow or applied electric fields. (a–c): In the symmetric channel shown in (a), the initially stress-free polymer is pulled by a pair of entropic forces created by the channel. As a result, force and strain build up along the polymer backbone. In particular, large force gradient occurs at locations where the channel changes its shape most rapidly (b). The total extension of the polymer increases initially in response to the entropic pulling and then reaches equilibrium (c). (d–f): The symmetric channel shown in (d) creates a pair of entropic forces, which pushes the DNA inwards. In response, strain is developed along the polymer backbone (e). The total extension of the DNA decreases because of the pushing and then reaches equilibrium (f).
Figure 8.10: (a) A piece of DNA migrates along a non-uniform nano-channel with fluid flow $\bar{V} > 0$. The numbers 1,2,3,4,5,6 represent snapshots in time. (b) Total stretch of the DNA increases as the polymer squeezes through the middle narrow region of the channel. (c) Two strain/stress gradients travel through the polymer backbone sequentially because there are two locations where the width of the channel varies rapidly.

Figure 8.11: Migration of three different pieces of DNA in a periodic channel as shown in (a) (width in the wide/narrow region is $D = 50$nm and $D = 25$nm respectively, only one DNA molecule is shown). No electrical force is applied. Fluid in the channel flows to the right $v_{\text{fluid}} > 0$. (b) $z$ at $s = 0$ versus time. Blue: $L = 8\mu$m, $p = 50$nm. Red: $L = 3\mu$m, $p = 50$nm. Black: $L = 8\mu$m, $p = 100$nm. At $t = 5s$, the long DNA (blue) and the short DNA (red) have been separated by 6.6 microns.
Figure 8.12: Transition between Odijk’s and de Gennes’ regimes. The two curves on the $f - D$ plane correspond to errors $e = 3\%$ (black), and $5\%$ (blue) respectively. Region to the left of the curves is with less error. For the region with $e < 3\%$, we claim the polymer is in Odijk’s regime. On the other hand, for the region with $e > 5\%$, the polymer is more likely to be in de Gennes’ regime. We define 3%-5% as an uncertain zone, where transition between the two regimes occurs. The transition channel width is shown to increase with the increase of force.
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Part III

Statistical Mechanics of Filamentous Networks
Chapter 9

Entropic Elasticity of Fluctuating Filament Networks

Key concepts of this chapter:

1. We analyze the thermo-mechanical properties of a 2D filamentous network in this chapter. The static equilibrium state for the structure is determined first. Potential energy around the static equilibrium state is approximated to quadratic order, so that the network is locally characterized by a stiffness matrix. Using statistical mechanics and multidimensional Gaussian integral, we show that thermal fluctuation around the static equilibrium state is governed by the inverse of the stiffness matrix.

2. Buckling of filaments is common in deformation of filamentous networks. In this chapter, we introduce “imperfections” into the initial configurations of the filaments, so that we can follow the post-buckling path smoothly in our calculations. We show that, near the buckling point, the stiffness of the filamentous network is reduced, which leads to significant thermal fluctuations.

3. A network made up of linear elastic filaments always shows strain softening behavior under isotropic expansion, if no thermal fluctuations are taken into account. On the other hand, when we include thermal fluctuations into the solutions, the network shows strain stiffening behavior. This is because stretching out thermal fluctuations is a strain stiffening process.

4. Pure expansion, simple shear and uniaxial tension are applied on a hexagonal filamentous network. Taking thermal fluctuations into account, material properties of the network, such as, Young’s modulus, shear and bulk moduli, and also Poisson’s ratio are determined.
9.1 Introduction

In the previous chapters, our focus was on the properties and fluctuations of a single rod-like polymer. However, biofilaments in cells do not function in isolation. With some notable exceptions such as DNA, most filaments in cells are linked together as part of a network, which may extend throughout the interior of the cell [1]. For example, the nuclear lamina is a dense (∼ 30 to 100 nm thick) fibrillar network inside the nucleus [2]. Besides providing mechanical support, this network is involved in most nuclear activities including DNA replication, RNA transcription, nuclear and chromatin organization, cell cycle regulation, cell development and differentiation, nuclear migration, and also apoptosis [3]. Understanding the mechanical response of these filamentous networks is important since many critical cellular processes are known to be mediated by mechanical stimuli. For the nuclear lamina network described above, researchers have shown that changes in the structural and mechanical properties of the lamina can cause diseases including the segmental premature aging disease Hutchinson-Gilford progeria syndrome (HGPS) [4]. Also, it has been found that the mechanical properties of the extracellular matrix, which is also a filamentous network, can determine the differentiation of stem cells [5].

In this chapter, we shall study the statistical mechanics of two-dimensional networks. The elastic behavior of such a network (assuming homogeneity) is a function of the right Cauchy-Green strain tensor $C$ only. In two dimensions this tensor has three independent components. Hence, we need three independent tests to completely determine the elastic response of the network. For this reason we will study uniaxial tension, shear and pure dilatation of various types of two-dimensional networks.

Different theories have been proposed to study the constitutive relation of a network. Typically, a macroscopic deformation gradient is posed on the network first, displacement fields are determined and the filaments are deformed accordingly. The Helmholtz free energy of the individual filaments is calculated based on their uniaxial strain. The sum of these free energies is the strain energy (density) of the network, whose proper differentiation leads to the macroscopic stress, such as, the Piola-Kirchoff stress. Thus, the stress-strain relation is established [6, 7]. These theories assume that the filaments all deform according to the posed deformation gradient, and therefore the deformation is affine. Also, the Helmholtz free energy is taken from that of a single filament under tension and interactions between filaments are neglected. We will illustrate this method in the next section by applying affine deformations to a simple triangular network.

Filament networks are also widely studied in experiments and in numerical simulations. These studies show that typical networks stiffen at low strain [8]. Also, various studies show that, as one increases the density of the network, or the bending modulus of the filaments, a transition from non-affine deformation to affine deformation occurs [9, 10, 11, 12, 13, 14]. In affine deformation, the elastic energy of the network is mainly stored in form of the stretching
energy, while in non-affine deformation, the elastic energy is stored mostly as bending energy. It has also been shown that heterogeneity in a network, like adding stiff filaments in a soft network, can tune the cross-over between the two regimes [15]. In fact, most biofilament networks are heterogeneous, consisting of elements with very different mechanical properties (Fig. 9.1). Such heterogeneity in the network composition has not been adequately studied in the theoretical models in literature. The model to be proposed here is capable of handling any type of heterogeneity in a network. Some studies have also focused on the dynamic modulus of the network, which show that the mechanical properties of the network depend on the loading frequency [16]. Here we will confine ourselves to the study of equilibrium properties alone.

The thermo-mechanical properties of a network are determined by several factors. One factor is the properties of the individual filaments, which was our focus in the previous chapters. A second important factor is the cross-linking density of the network [17]. For a network with very high concentration of cross-linking proteins, the distance between cross-linked locations on filaments is short, thus the configuration space explored by the thermal fluctuations is small. As a result the entropic contribution to the free energy is small and the response is more enthalpic like a Hooke’s law material. On the other hand, for a network with very low concentration of cross-linking proteins, deformations consist of localized bending of filaments rather than affine stretching deformations. Quantitative models that span the entire spectrum from entropic to enthalpic response are still in their infancy. One of the goals of this chapter is to systematically change the density of filaments, determine the mechanical response of the network, and see how it compares with experiments. Since we work in two dimensions we will assume that there is a cross-link at every intersection of filaments.

For a general set of load or displacement boundary conditions, individual filaments in a network can be under tension or compression. For filaments subjected to compression, buckling can occur when the compressive force reaches a critical value. For a hinged-hinged filament the well-known Euler buckling force [19] is:

\[ F = \frac{\pi^2 EI}{L^2} = \frac{\pi^2 K_b}{L^2}, \]  

(9.1)

where \( E \) is the Young’s modulus of the elastic material, \( I \) is the moment of inertia of the cross section of the beam, \( K_b = EI \) is the bending modulus and \( L \) is the length of the beam. For an F-actin filament, the persistence length is about \( \xi_p \sim 12 \mu m \) [20]. Its contour length \emph{in vivo} varies because the filaments are constantly gaining and losing monomers depending on the amount of free monomers present in cells. Typically, 370 monomers make a filament one micron in length. Using these numbers, the buckling force for the F-actin filament is about \( F_b \sim 0.5pN \). In comparison, a single cytoskeletal filament can generate \( \sim 1pN \) force as it polymerizes against a load [20, 21]. Also, a single molecule of myosin can contract with a force of \( \sim 5pN \) [20, 22, 23]. Both these forces are large enough to trigger buckling if they are acting in compression.
Figure 9.1: Illustration of the primary plant cell wall, which is a network consisting of various filaments with very different mechanical properties. The cellulose microfibrils are thick and provide tensile strength for the cell walls while the polysaccharide pectins, much smaller in the cross section dimensions, fill the spaces between the cellulose microfibrils and provide resistance to compression [18].

mode. Moreover, the contour length of 1µm used above is the typical value in vivo. In vitro, the length of an actin filament can reach > 10µm, which makes the critical buckling force even smaller, since $F \sim L^{-2}$. In this case, the individual F-actin filaments cannot carry any compressive load. We note, however, that microtubules are able to bear large compressive loads in living cells because of the lateral reinforcement from the contractile cytoskeleton [24]. This fact reinforces the importance of studying heterogeneous networks. But, first it is necessary to systematically understand what happens to individual filaments under compressive loads when thermal fluctuations are present. To include the buckling and post-buckling behaviors of filaments, one must use nonlinear theories and perform force and moment balances in the current configuration. Since we will use nonlinear theories of filaments, the energy is not quadratic globally and this allows us to follow the post-buckling path. Once we have understood the behavior of a single filament under compression we will extend the method discussed in the previous chapters to study the statistical mechanical properties of a network.

9.2 Expansion of a Triangular Network

We will apply the framework discussed in the previous chapters to investigate the properties of a general network in later sections, i.e, write down the energy of the network, calculate the partition function, free energy, and thermal fluctuation of the filaments, etc. Before doing so, we first use a simpler approach (assuming affine deformations) to discuss the expansion of a triangular network. The network is made up of only three inextensible wormlike chains,
as shown in Fig. 9.2. We would like to know its expansion behavior under hydrostatic tension $p$.

![Figure 9.2: A triangular network made up of 3 wormlike chains.](image)

In this section, we denote $F, k_B, T, \xi, z, L$ as the force, Boltzmann constant, absolute temperature, persistence length, extension and contour length of the polymer respectively. The force-extension relation for a wormlike chain is:

$$\frac{F \xi}{k_B T} = \frac{z}{L} + \frac{1}{4 \left(1 - \frac{z}{L}\right)^2} - \frac{1}{4}, \quad (9.2)$$

which gives the free energy $w(z) = \int_0^z F \, dz$ of the polymer as:

$$w(z) = \frac{k_B T L}{4 \xi} \left[2 \left(\frac{z}{L}\right)^2 - \left(\frac{z}{L}\right) - 1 + \frac{1}{1 - \frac{z}{L}}\right]. \quad (9.3)$$

We note that $w$ is not the elastic energy, but instead, the Helmholtz free energy of a single wormlike chain.

The free energy of the triangular network under isotropic expansion pressure $p$ can be written as:

$$W = \frac{k_B T L}{4 \xi} \sum_{i=1}^3 \left[2 \left(\frac{z_i}{L}\right)^2 - \left(\frac{z_i}{L}\right) - 1 + \frac{1}{1 - \frac{z_i}{L}}\right] - pA(z_i). \quad (9.4)$$

where $z_i$ is the extension of each polymer and $A$ is the area of the triangle. Eq. 9.4 is an approximation, since it neglects the contribution of the expansion on the entropy of the single filaments. Minimizing $W$ gives the average $z_i$ under temperature $T$. Since the loading and geometry are both symmetric, we simplify the free energy to:

$$W = \frac{3k_B T L}{4 \xi} \left[2 \left(\frac{d}{L}\right)^2 - \left(\frac{d}{L}\right) - 1 + \frac{1}{1 - \frac{d}{L}}\right] - pA(d), \quad (9.5)$$
where \( d = z_1 = z_2 = z_3 \). Now define the dimensionless free energy \( \bar{W} \), dimensionless pressure \( \bar{p} \) and dimensionless length \( \bar{d} = d/L \):

\[
\bar{W} = \frac{W}{3k_B TL/4\xi}, \quad \bar{p} = \frac{\sqrt{3}p\xi L}{3k_B T}, \quad \bar{d} = \frac{d}{L}.
\]

(9.6)

After substituting for \( A(d) \) eq. 9.5 can be rewritten as:

\[
W = (2 - \bar{p})\bar{d}^2 - \bar{d} - 1 + \frac{1}{1 - \bar{d}}. \tag{9.7}
\]

Since \( \bar{d} < 1 \), we can expand the last term rigorously and get:

\[
W = (3 - \bar{p})\bar{d}^2 + \bar{d}^3 + \bar{d}^4 + \sum_{i=5}^{+\infty} \bar{d}^i. \tag{9.8}
\]

When \( \bar{p} \leq 3 \), the only solution within \( \bar{d} \in [0, 1] \) is \( \bar{d} = 0 \). So the average area \( \langle A \rangle = 0 \). This tells us that the network cannot be expanded for small pressure. The critical pressure of \( \bar{p} = 3 \) corresponds to:

\[
p = \frac{9k_B T}{\sqrt{3}\xi L}. \tag{9.9}
\]

When \( \bar{p} \geq 3 \), the non-zero solution is:

\[
\bar{d} = \frac{4\bar{p} - 9 - \sqrt{8\bar{p} - 15}}{4\bar{p} - 8}, \tag{9.10}
\]

and the average dimensionless area is \( \langle \bar{A} \rangle = \bar{d}^2 \). Below, we discuss the expansion of the network at \( \bar{p} \) slightly larger than 3, and much larger than 3. In the small pressure limit \( (\bar{p} - 3 << 1) \), Eq. 9.10 becomes:

\[
\bar{d} = \frac{2}{3} (\bar{p} - 3) - \frac{16}{27} (\bar{p} - 3)^2 + O ((\bar{p} - 3)^3). \tag{9.11}
\]

The average area of the triangle in this small pressure limit is:

\[
\langle \bar{A} \rangle = \frac{4}{9} (\bar{p} - 3)^2 \tag{9.12}
\]

In the large pressure limit \( (\bar{p} >> 1) \), eq. 9.10 becomes:

\[
\bar{d} = 1 - \frac{1}{2} \sqrt{\frac{3}{\bar{p}}}. \tag{9.13}
\]

The average area of the triangle is:

\[
\langle \bar{A} \rangle = \left(1 - \frac{1}{2} \sqrt{\frac{3}{\bar{p}}} \right)^2. \tag{9.14}
\]

The full pressure versus average area relation is shown in Fig. 9.3. This approach assumes affine deformations and is good for this special case where we study pure dilatations. In general the deformations do not have to be affine and we have to consider more sophisticated methods.
Figure 9.3: Expansion of a triangular network made up of 3 wormlike chains. There is a phase transition at $\bar{p} = 3$.

9.3 Entropic Elasticity of a General 2D Network – Theory

Figure 9.4: Illustration of a discrete fluctuating filament network.

We now apply the framework in the previous chapters to study the thermo-mechanical properties of a 2D network. We first discretize each filament in the network into segments (Fig. 9.4). The filaments are extensible and can be stretched, bent and rotated, so that the deformed state of each discrete segment is characterized by its axial strain $\epsilon$ and its rotation angle $\theta$ with respect to its reference orientation. If there are no constraints on the configuration of the network, a system with $N$ discrete segments will have $2N$ degrees of freedom. We denote these as the generalized coordinates $q_i$, and the generalized force conjugate to $q_i$ as $p_i$, so that the energy of the network-load system can be written as $E = E(q_i, p_i)$. Here the system is conservative and the energy $E$
includes both the elastic energy and the potential energy due to generalized forces acting on the network.

The elastic energy of a filament is:

\[
E_{elastic} = \int_0^L \frac{K_s}{2} \epsilon^2 ds + \int_0^L \frac{K_b}{2} \dot{\theta}^2 ds \tag{9.15}
\]

\[
= \sum_i^N \frac{K_s l_0}{2} \epsilon_i^2 + \sum_i^{N-1} \frac{K_b l_0}{2} (\theta_{i+1} - \theta_i)^2. \tag{9.16}
\]

where \(K_s, K_b\) are the stretching and bending moduli respectively. The second expression is a discrete version of the energy and the summation is over the \(N\) segments along the filament. On the other hand, the potential energy caused by a point force \(\vec{F}\) on a node is:

\[
E_{force} = -\vec{F} \cdot \vec{r}, \tag{9.17}
\]

where \(\vec{r}\) is the position vector of the node. It is a function of the general coordinates \(\vec{r} = \vec{r}(q_i)\). The potential energy caused by live pressure, or hydrostatic tension \(p\) is:

\[
E_{pressure} = -p A(q_i), \tag{9.18}
\]

where \(A\) is the area of the network as a function of \(q_i\). In the end, the energy \(E\) is a function of \(q_i\) and \(p_i\). This section tries to answer the following two questions: (1) Given the loading \(p_i\), what is the equilibrium static configuration \(q_i\)? (2) Given the equilibrium state \(q_i\) under loads \(p_i\), what is the fluctuation around this equilibrium state?

### 9.3.1 Stable equilibrium states

To answer the first question, we note that an equilibrium state is one that satisfies:

\[
\frac{\partial E}{\partial q_i} = 0. \tag{9.19}
\]

In order that the equilibrium state is stable, the stiffness matrix \([K]_{ij} = \frac{\partial^2 E}{\partial q_i \partial q_j}\) must be positive definite. In particular, \(\det K > 0\) is a necessary condition. Now, for a problem involving instabilities and buckling, the energy usually involves terms higher than quadratic order. Therefore, Eq. 9.19 are not linear equations. Here we will solve Eq. 9.19 incrementally, as discussed below.

Suppose \((q_i, p_i)\) is a known equilibrium state, we would like to compute a new equilibrium state \((q_i + \delta q_i, p_i + \delta p_i)\), where \(\delta p_i\) are given small quantities and \(\delta q_i\) are desired. Usually, the load-free equilibrium state at \(p_i = 0\) is known and can serve as the initial state for the computation. To compute \(\delta q_i\), we note that since \((q_i + \delta q_i, p_i + \delta p_i)\) is an equilibrium state, we have:

\[
\frac{\partial E}{\partial q_i} \bigg|_{(q_i + \delta q_i, p_i + \delta p_i)} = 0. \tag{9.20}
\]
These non-linear equations can be solved using the Newton–Raphson method. We use \((q_i, p_i + \delta p_i)\) as the initial values and repeat the following scheme until the solution converges:

\[
\left. \frac{\partial E}{\partial q_i} \right|_{(q_i, p_i + \delta p_i)} + \left. \frac{\partial^2 E}{\partial q_i \partial q_j} \right|_{(q_i, p_i + \delta p_i)} \delta q_j = 0.
\]

(9.21)

Note that both the derivatives in the above equations are evaluated at the current configuration and \(p_i + \delta p_i\).

By increasing the loads step by step from \(p_i = 0\), we know the equilibrium state \((q_i, p_i)\). However, the computational scheme discussed above does not guarantee that the obtained equilibrium state is stable. For example, if we start with a straight filament and apply a compressive force on it, the scheme will always lead to straight compressed configurations, no matter how large the compressive force is. The straight configuration is stable at small force, but unstable at a force that is large enough to trigger a buckling. Unstable configurations are not desirable because (1) a real system never goes into the unstable regime, especially when thermal fluctuations and perturbations are significant, and (2) an unstable system has a negative \(\det K\), which will cause the partition function and fluctuation of the system to diverge, as we will see later.

To avoid unstable configurations, we perturb the initial state of the filaments and start with curved configurations. The motivation to do so is that in most biofilament networks, thermal fluctuation causes the filaments to be in curved states. Beginning with the curved configurations, the computed equilibrium state smoothly follows one of the stable bifurcation buckling paths, avoiding both the singularities at the buckling point, and the unstable regime after the buckling point. The effects of initial curved configurations, or so-called “imperfections”, are well-known in structural mechanics. The sensitivity of the stability of a structure to the initial imperfection is crucial [19].

As an example, consider a hinged-hinged rod under compression. As has been mentioned above, without initial perturbation, the computational scheme leads to unstable straight configurations. With small perturbation on the initial straight state, we obtain the correct post-buckling configurations as shown in Fig. 9.5. The problem of rod buckling is mathematically identical to the problem of large oscillations of a pendulum and the solutions are well known [19]. To make sure that we obtain the correct post-buckling behavior, we compare our computational results with these known solutions. In Fig. 9.6, we show (1) the tangent angle at the end of the rod \(\theta_0 = \theta(s = 0)\), (2) deflection at the middle of the rod, and (3) end-to-end distance of the rod, all as functions of the compressive force. Our computational scheme correctly reproduces the known stable solutions before and after buckling occurs. Note that all the plots show a sharp rise once buckling occurs. This indicates that after buckling, the filament deforms a lot while the compressive force remains almost a constant [19]. We also note that these plots give only the static results without taking
Figure 9.5: Configuration of a hinged-hinged buckled rod. The rod is under uniaxial compression. If we start with a perfectly straight rod, the computational scheme always leads to a straight configuration, which is unstable when the compressive force is large. With initial perturbation, however, we obtain the correct post-buckling configurations, as shown in the figure.

into account the thermal fluctuations. The effects of thermal fluctuations are summarized in the next section.

9.3.2 Thermal fluctuations around the static state

In the previous subsection, we discussed how to obtain the static configuration of a network (or a filament) without going into the unstable regime. Now we investigate the thermal fluctuation around the static stable configurations. In this section, we denote the static configuration using a subscript $m$, as it corresponds to an energy minimum. Around the static state, the energy can

Figure 9.6: Buckling of a hinged-hinged rod. (A) Tangent angle at $s = 0$, (B) Deflection at the middle of the rod, and (C) $\Delta x = L - x(L)$ as a function of the compressive force. Blue: exact solution. Red: Computational results.
be approximated as quadratic:

\[ E = E_m + \frac{1}{2} \Delta q^T K \cdot \Delta q, \quad (9.22) \]

where \( \Delta q = q - q_m \) is the deviation from the static configuration. Thermal fluctuations and correlations of the generalized coordinates satisfy Boltzmann statistics (multi-dimensional Gaussian distribution). They are given by:

\[ \langle \Delta q_i \rangle = 0, \quad (9.23) \]

\[ \langle \Delta q_i \Delta q_j \rangle = k_B T [K]_{ij}^{-1}. \quad (9.24) \]

Now consider a quantity \( A \) that depends on the generalized coordinates: \( A = A(q_1, \cdots q_N) \). For example, \( A \) can be the area of a network, or the end-to-end extension of a filament, etc. Assuming small fluctuations, the thermal average of \( A \) is:

\[ \langle A \rangle = \langle A(q_i) \rangle \]

\[ = \left\langle A(q_i^m) + \frac{\partial A}{\partial q_i} \Delta q_i + \frac{1}{2} \frac{\partial^2 A}{\partial q_i \partial q_j} \Delta q_i \Delta q_j \right\rangle \]

\[ = A_m + \frac{1}{2} \frac{\partial^2 A}{\partial q_i \partial q_j} \langle \Delta q_i \Delta q_j \rangle. \quad (9.27) \]

We see that thermal average of a quantity \( \langle A \rangle \) is in general different from the static value \( A_m \), as long as \( \partial^2 A/\partial q_i \partial q_j \neq 0 \). This means the fluctuation is not symmetric around the static values for those quantities.

Before investigating the properties of a network, we first apply the framework described above to the extension and compression of a single filament. The thermal average of the end-to-end extension of the filament is computed under different tensile loadings. The result is shown in Fig. 9.7. The result from the computation matches exactly with the analytic solution for an extensible wormlike chain:

\[ \langle x \rangle = L + \frac{FL}{K_s} - \frac{k_B T}{4 \sqrt{K_b F}} \left[ \coth \left( L \sqrt{\frac{F}{K_b}} \right) - \frac{1}{L} \sqrt{\frac{K_b}{F}} \right]. \quad (9.28) \]

Results for compressing a single filament are shown in Fig. 9.8. Small perturbations are applied to the initially straight rod, so that the static configuration transitions smoothly to the post-buckling path. The role of thermal fluctuation is non-trivial – the solid line and the dashed line cross each other on the plot. Around the buckling point the stiffness suddenly decreases, but after transition to the post-buckling path, the rod regains stability. For small forces, the thermal fluctuations cause the end-to-end distance of the rod to be less than that in the purely static configuration, but at larger forces the thermal fluctuations cause the end-to-end distance to be more than that in the purely static configuration. This result agrees with a current study on the role of thermal fluctuation on a buckled rod [27].
Figure 9.7: Extension a hinged-hinged rod. Blue dashed line: without thermal fluctuation. Blue circles: with thermal fluctuation. Red: analytic solution.

Figure 9.8: Compression of a hinged-hinged rod. Dashed line: without thermal fluctuation. Solid line: with thermal fluctuation. Small perturbations are applied to the initial configuration of the rod.
Figure 9.9: Influence of the initial imperfection. When the imperfection is small, the path is closer to the singularity and a large peak shows in the force-extension curve. When there is no imperfection, the curve will go to infinitely. When the imperfection is large, the path is further away from the singularity and the curve transition smoothly to the post-buckling regime. (B) is the enlarged figure of (A) around the peak. Blue: 0°. Red: 0.5°. Black: 1.0°. Green: 2.0°. Cyan: 3.0°.

The peak in Fig. 9.8 is caused by the instability around the buckling point. It strongly depends on the amount of imperfection in the initial configuration (see Fig. 9.9). When the imperfection is small, the path is closer to the singularity so the peak is large. When the imperfection is large, the path is further away from the singularity so the transition is smoother. If the filament is fluctuating due to thermal motion we expect the initial configurations to be bent so that the overall response would look smooth.

The force-extension curve for a compressed filament depends on the material properties as shown in Fig. 9.10. Increasing the bending modulus shifts the instability peak to the right and at the same time smoothens the peak. On the other hand, increasing the stretching modulus shifts the instability peak to the left. But, the force-extension curve is much more sensitive to a change in the the bending modulus than a change in the stretching modulus. We had to decrease the stretching modulus by $\sim 100$ folds to see a different response in the force-extension curve, while changing the bending modulus by 2 fold is enough to change the curve dramatically (see Fig. 9.10).

Lastly, the force-extension curve for a compressed filament depends on the boundary conditions. For example, a clamped-clamped boundary condition leads to a buckling force 4 times that of the hinged-hinged filament. To account for this kind of effects, we put a rotational spring of stiffness $k_\theta$ at the two ends of the filament and show the results for different $k_\theta$ in Fig. 9.11. As expected, when $k_\theta \to \infty$, the rod buckles at 4pN which is 4 times the load required for buckling a hinged-hinged filament in the earlier plots. Increasing the stiffness of the rotational spring shifts the force-extension curve to the right.
Figure 9.10: Influence of the material properties on the compression behavior. (A) Force-extension curve for different bending modulus $K_b$. Increasing the bending modulus shift the peak to the right and decreases the intensity of the peak. Blue: $K_b = 150k_BT \cdot \text{nm}$. Red: $K_b = 250k_BT \cdot \text{nm}$. Black: $K_b = 350k_BT \cdot \text{nm}$. Green: $K_b = 450k_BT \cdot \text{nm}$. Cyan: $K_b = 550k_BT \cdot \text{nm}$. (B) Force-extension curve for different stretching modulus $K_s$. Increasing the bending modulus shift the peak to the left. Blue: $K_s = 2.0k_BT/\text{nm}$. Red: $K_s = 4.0k_BT/\text{nm}$. Black: $K_s = 1000k_BT \cdot \text{nm}$. The force-extension behavior of a single filament is more sensitive to a change in the bending modulus than a change in the stretching modulus.

Figure 9.11: Influence of the boundary conditions on the compression behavior. Rotational springs are added to the two ends of the rod. When the stiffness of the spring becomes infinity, the rod is under clamped-clamped conditions. Black: $K_\theta = 0.0k_BT$. Red: $K_\theta = 10.0k_BT$. Black: $K_\theta = 1000.0k_BT$. The clamped-clamped rod buckles at $F = 4\text{pN}$, as expected.
9.4 Entropic Elasticity of a Hexagon

Now, that we fully understand the behavior of a single filament, we move on to simple two-dimensional networks. We first consider a single hexagon and apply hydrostatic edge tension (constant in value and normal to the local tangent), simple shear and uniaxial tension on it.

9.4.1 Hydrostatic edge tension on a hexagon

Many soft biopolymer gels, such as, fibrin gels, become stiffer when deformed [28]. This is a mechanism to protect the materials from large deformations [29]. In this subsection, we argue that, for a network linear elastic filaments, thermal fluctuations play a crucial role in its strain stiffening behavior. Without thermal fluctuations and under hydrostatic edge tension, the network shows strain softening behavior instead.

First, we analyze the static expansion behavior of a network without thermal fluctuations. Assume the filaments inside a network are uniformly distributed (which is true for a hexagon), so that under hydrostatic edge tension, the boundary of the network deforms almost like a circle (Fig. 9.12A). This boundary circle is characterized by its radius \( r \), with reference value (undeformed configuration) \( r_0 \) at zero hydrostatic tension. Bending energy of the boundary circle is:

\[
E_b = \int_{0}^{L_0} \frac{K_b}{2} \left( \frac{\partial^2 \vec{r}}{\partial s_0^2} \right)^2 ds_0 = \frac{K_b \pi}{r_0}. \tag{9.29}
\]

Here \( L_0 = 2\pi r_0 \) is the reference perimeter of the circle, \( s_0 \in [0, L_0] \) is the reference arc length, and \( \vec{r} \) is the position vector. Note that in Eq. 9.29, the “curvature” is calculated as the second derivative with respect to the reference arc length \( s_0 \). Eq. 9.29 shows that isotropic expansion of a circular ring does not change its bending energy, because under such deformation, there is no change in the tangent angles for all material points. This suggests that, during pure dilatation deformation, elastic energy is stored in the form of stretching energy. In particular, it is the sum of the stretching energies of the boundary filaments and the interior filaments:

\[
E_s = \int_{0}^{L_0} \frac{K_s}{2} \epsilon^2 ds_0 + \frac{nK_s}{2} \epsilon^2 (2r_0) = (\pi + n)K_s r_0 \left( \frac{r}{r_0} - 1 \right)^2. \tag{9.30}
\]

Here \( n \) is the number of interior filaments inside the network (see Fig. 9.12A for an example of \( n = 6 \)). Including the potential energy of the hydrostatic edge tension \( p \), the total potential energy of the network is:

\[
E = (\pi + n)K_s r_0 \left( \frac{r}{r_0} - 1 \right)^2 - p\pi r^2, \tag{9.31}
\]
where the constant contribution from the bending energy is neglected. The static configuration of the network can be evaluated by $\frac{\partial E}{\partial r} = 0$, which leads to:

$$\frac{r}{r_0} = \frac{1}{1 - \frac{pr_0}{K_{\text{eff}}}},$$

(9.32)

where the effective stiffness $K_{\text{eff}} = (1 + n/\pi)K_s$ depends on both the stretching modulus of the filaments and the number of interior filaments $n$ in the network. A plot of Eq. 9.32 is shown in Fig. 9.12B, the network shows strain softening behavior. Furthermore, from Eq. 9.32, we can compute the static bulk modulus of the hexagon as follows:

$$K_{\text{bulk}} = A \frac{dp}{dA} = \frac{K_{\text{eff}}}{2r}.$$

(9.33)

Here $A = \pi r^2$ is the area of the network. The fact that $K_{\text{bulk}} \sim r^{-1}$ again suggests that the network softens as we expand it. Also, since $K_{\text{eff}} = (1 + n/\pi)K_s$, Eq. 9.33 suggests that the bulk modulus depends linearly on the filament density $\rho_0 = n/A_0$, with $A_0$ being the initial area of the network. The initial static bulk modulus can be computed by setting $r = r_0$ in Eq. 9.33. For a network of filaments with $K_s = 10k_BT/\text{nm}$ and $r_0 = 20\text{nm}$, we have $K_{\text{bulk, initial}} = 2p\text{N}/\text{nm}$.

We note that the strain softening behavior discussed above comes from an analysis that does not take the effects of thermal fluctuations into account. Stretching out fluctuations, on the other hand, is a stiffening process, especially when $K_s$ and $n$ are large. Therefore, if a network (in its linear elastic regime) shows strain stiffening effect during pure dilatation, we argue that it is thermal fluctuations that play a crucial role. Below, we analyze the effects of thermal fluctuation quantitatively.
Suppose the number of interior filaments is large, so that we can neglect the boundary filaments. Then under hydrostatic tension $p$, each interior filament is subjected to a force $F = p(2\pi r)/n$, where $r$ and $n$ are again the radius of the network and the number of interior filaments respectively (Fig. 9.12A). Then, using the 2D wormlike chain model for each interior filament, we have:

$$\frac{2\pi r \xi_p}{k_B T n} \frac{p}{L} = \frac{3r}{4L} + \frac{1}{8(1 - r/L)^2} - \frac{1}{8}, \quad (9.34)$$

which, if we define $\lambda = r/L$, reduces to:

$$\frac{2\pi \xi_p L}{k_B T n} \frac{p}{L} = \frac{3}{4} + \frac{1}{8\lambda(1 - \lambda)^2} - \frac{1}{8\lambda}. \quad (9.35)$$

Interestingly, at the low pressure limit, this relation reduces to:

$$p = \frac{k_B T n}{2\pi \xi_p L} \left(1 + \frac{3}{8\lambda}\right), \quad (9.36)$$

which again suggests that a finite (non-zero) hydrostatic tension $p_{\text{critical}} = k_B T n/(2\pi \xi_p L)$ is needed to expand the network (critical $p$ at $\lambda = 0$). This result is similar to Eq. 9.9. On the other hand, at high $p$, the result is:

$$\frac{\pi \xi_p L}{k_B T n} \frac{p}{L} \approx \frac{1}{8\lambda(1 - \lambda)^2}. \quad (9.37)$$

The result of Eq. 9.35 is shown in Fig. 9.13A. Note that we have strain stiffening effect in this simple model. In particular, the bulk modulus is:

$$K_{\text{bulk}} = A \frac{dp}{dA} = k_B T n \frac{\lambda(3 - \lambda)}{8\pi \xi_p L} \frac{1}{1 - \lambda}. \quad (9.38)$$

Fig. 9.13B shows $K_{\text{bulk}}$ as an increasing function of the $\lambda$.

For a single hexagon, the number of interior filament is $n = 3$. Neglecting the boundary filaments is not a valid assumption. Therefore, we use the theoretical framework described in the previous section to calculate the expansion behavior that includes the thermal fluctuations below. Fig. 9.14A shows the static configurations of a hexagon under pure dilatation. The contour length and persistence length of the filaments are $L = 20$nm and $\xi_p = 10$nm respectively. Stretching modulus of the filaments is $K_s = 10k_B T/nm$. We observe that the hexagon first deforms into a circular shape, then expands (almost) isotropically. Fig. 9.14B shows the static configurations of a hexagon with larger stretching modulus $K_s = 100k_B T/nm$.

Fig. 9.15A shows the area versus hydrostatic tension relation for the hexagon with $K_s = 10k_B T/nm$. Dashed line is the static relation without thermal fluctuations. The solution agrees almost exactly with Eq. 9.32 except at low hydrostatic tension. The reason is that when $p$ is small, the deformation process is not the expansion of a ring, instead, it is a deformation from a hexagon.
Figure 9.13: (A) Plot of Eq. 9.35. The size of the network versus the dimensionless hydrostatic tension \( \bar{p} = \beta \pi \xi_p L p / n \). (B) Plot of Eq. 9.38. The dimensionless bulk modulus is defined as \( K_{\text{bulk}} \cdot (8 \pi \xi_p L / (k_B T n)) \).

Figure 9.14: Expansion of two hexagons under hydrostatic tension. Each filament is 20nm long. Their persistence length is 10nm. (A) Stretching modulus is \( 10 k_B T / \text{nm} \). Black: undeformed configuration. Red: deformed configuration under \( p = 0.5 \text{pN/nm} \). Green: deformed configuration under \( p = 1.0 \text{pN/nm} \). Blue: deformed configuration under \( p = 1.5 \text{pN/nm} \). (B) Stretching modulus is \( 100.0 k_B T / \text{nm} \). Black: undeformed configuration. Red: deformed configuration under \( p = 0.5 \text{pN/nm} \). Green: deformed configuration under \( p = 2.5 \text{pN/nm} \). Blue: deformed configuration under \( p = 5 \text{pN/nm} \).
Figure 9.15: Expansion of a hexagon under hydrostatic tension $p$. Each filament in the hexagon is 20nm long. Dashed lines are the results without taking thermal fluctuations into account. Solid lines are the results with thermal fluctuations. Circles are the analytic solutions of Eq. 9.32. (A) Persistence length $\xi_p = 10\text{nm}$, stretching modulus $K_s = 10k_BT/\text{nm}$. The results with thermal fluctuations shows strain stiffening, i.e, the bulk modulus increases during the expansion process. The bulk modulus changes from $K_{\text{bulk}} = 0.07\text{pN/nm}$ (fitting from $p = 0$ to 0.06pN/nm) to $K_{\text{bulk}} = 1.29\text{pN/nm}$ (fitting from $p = 0.3$ to 0.6pN/nm). (B) $\xi_p = 5\text{nm}$, $K_s = 10k_BT/\text{nm}$ (red). Changing the bending modulus does not change the static solution. But, the results with thermal fluctuation changes a lot. In particular, the initial bulk modulus is $K_{\text{bulk}} = 0.02\text{pN/nm}$ (fitting from $p = 0$ to 0.06pN/nm). For $p = 0.3$ to 0.8pN/nm, the bulk modulus is $K_{\text{bulk}} = 1.18\text{pN/nm}$. The results in plot A are superimposed as blue lines and circles. (C) $\xi_p = 10\text{nm}$, $K_s = 100k_BT/\text{nm}$ (red). Changing the stretching modulus (compared to A) affects both the static and thermo-mechanical solutions. The fittings for $K_{\text{bulk}}$ are for the intervals $p = 0$ to 0.06pN/nm and $p = 0.4$ to 0.8pN/nm respectively. The results in plot A are superimposed as blue lines and circles. (D) $\xi_p = 10\text{nm}$, $K_s = 100k_BT/\text{nm}$ (red). The fittings are for the intervals $p = 0$ to 0.05pN/nm and $p = 0.15$ to 0.3pN/nm respectively. The results in plot A are superimposed as blue lines and circles.
to a ring. Solid line in Fig. 9.15A is the result that takes thermal fluctuation into account. A fit to the plot shows that the bulk modulus changes from $K_{\text{bulk}} = 0.07 \text{pN/nm}$ to $K_{\text{bulk}} = 1.29 \text{pN/nm}$. The hexagon is initially easy to expand because of thermal fluctuations. It is stiffened at large $p$.

Next, we decrease the bending modulus of the filaments, changing the persistence length from $\xi_p = 10 \text{nm}$ to $\xi_p = 5 \text{nm}$. The results are shown in Fig. 9.15B (red lines, the results in plot A are superimposed as blue lines). As predicted by Eq. 9.32, changing the bending modulus does not change the static solution at all. However, the results with thermal fluctuations changes a lot by changing $\xi_p$. The hexagon becomes softer when $\xi_p$ is smaller. The reason is that a network of filaments with less bending modulus have more fluctuations and is easier to expand at small $p$. This result tells us that, even though the static expansion behavior does not depend on the bending modulus, the behavior with thermal fluctuations is affected by tuning the persistence length.

Fig. 9.15C and D (red lines) show the results with different stretching modulus: $K_s = 100k_B T/\text{nm}, 1k_B T/\text{nm}$ respectively. Persistence length $\xi_p = 10 \text{nm}$ is the same as plot A. The results in plot A are superimposed as blue lines. As expected, changing the stretching modulus changes the static solution as well as the results with thermal fluctuations. The static solutions again agree with Eq. 9.32.

Adding/removing filaments to/from the hexagon can also changes the expansion behavior. In particular, adding filaments stiffens the structure, while removing filaments softens the hexagon. Fig. 9.16D shows the area (with thermal fluctuations) versus hydrostatic tension relation for three different networks (structures shown in plot A-C). The results show that thermal fluctuation is reduced for a network with more interior filaments.

Next, to study the rate at which thermal fluctuations are stretched out, we expand a single triangle with size $L = 20 \text{nm}$ and persistence length $\xi_p = 10 \text{nm}$. The stretching modulus is set to be $K_s = 300k_B T/\text{nm}$. We define the difference between the static size and the “thermal” size of the network as:

$$\Delta r = \sqrt{\frac{A_{\text{static}}}{\pi}} - \sqrt{\frac{A_{\text{thermal}}}{\pi}},$$

(9.39)

where $A_{\text{static}}$ and $A_{\text{thermal}}$ are the area of the network with and without thermal fluctuations respectively. They are both functions of the hydrostatic tension $p$. A fitting for the relation between $\Delta r$ and $p$ reveals $\Delta r \sim p^{-1}$ (Fig. 9.17). The $-1$ power law suggests that thermal fluctuations are stretched out faster than predicted by the simple model proposed in the previous section (Eq. 9.13 predicts a $-0.5$ power law). The reason may be that the simple model assumes the triangle always deforms into a triangle. It only considers the entropy loss due to stretching in the filament directions. But, in a real expansion process, entropy loss can also result from bending of the filaments.

We now return to the single hexagon. The deformation of a network can be studied using the deformation gradient $F_{ij} = \partial x_i / \partial X_j$, where $\vec{x}(\vec{X})$ is the
Figure 9.16: (A)-(C): Three different hexagonal structures. The structures shown in (B) and (C) are obtained by removing and adding filaments from/into (A). (D): Expansion behaviors of the three structures shown in A-C are shown in red, blue and black, respectively. Thermal fluctuation is significantly reduced for network (C).
Figure 9.17: Scaling law of stretching the thermal fluctuations. An equilateral triangle whose initial length for the sides is $L = 20$ nm is under hydrostatic tension $p$. The persistence length of the filaments is $\xi_p = 10$ nm. $\Delta r$, as defined in Eq. 9.39, characterizes the size difference between the static solution and the thermal solution. The fitting result suggests $\Delta r \sim p^{-1}$. Thermal fluctuation is stretched out faster than the $-0.5$ power law.

deformed position of a material point whose reference position is $\vec{X}$. The material is assumed to deform according to $\vec{x} = F \vec{X} + \vec{C}$, where $\vec{C}$ is a translation vector. For each triangle inside the hexagon, we compute the deformation gradient using its three vertices ($i = 1, 2, 3$):

$$\begin{pmatrix} X_1 & Y_1 & 1 \\ X_2 & Y_2 & 1 \\ X_3 & Y_3 & 1 \end{pmatrix} \begin{bmatrix} F_{11} \\ F_{12} \\ C_1 \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}, \quad \begin{pmatrix} X_1 & Y_1 & 1 \\ X_2 & Y_2 & 1 \\ X_3 & Y_3 & 1 \end{pmatrix} \begin{bmatrix} F_{21} \\ F_{22} \\ C_2 \end{bmatrix} = \begin{bmatrix} y_1 \\ y_2 \\ y_3 \end{bmatrix}. \quad (9.40)$$

The average $F$ for the six triangles is approximately the deformation gradient of the network. The left and right Cauchy-Green tensors are respectively:

$$C = F^T F = \lambda_1^2 \bar{e}_i^0 \bar{e}_i^0, \quad (9.41)$$
$$B = FF^T = \lambda_2^2 \bar{e}_i^0 \bar{e}_i^0, \quad (9.42)$$

where $\lambda_i$ are the principal stretches, $\bar{e}_i = F \bar{e}_i^0$ are the principal axes in the deformed configuration, and $\bar{e}_i^0$ are the principal axes in the reference configuration. For a 2D problem, we have two principal stretches $\lambda_1$ and $\lambda_2$. They can be decomposed into a pure dilatation or expansion part and a shear part:

$$\lambda_{\text{ex}} = \sqrt{\lambda_1 \cdot \lambda_2}, \quad (9.43)$$
$$\lambda_{\text{sh}} = \sqrt{\frac{\lambda_1}{\lambda_2}}, \quad (9.44)$$
Figure 9.18: Principal stretch during an expansion process. Denote the principal stretches as $\lambda_1$ and $\lambda_2$, then the stretch associate with expansion and with shear are respectively $\lambda_{\text{ex}} = \sqrt{\lambda_1 \lambda_2}$, $\lambda_{\text{sh}} = \sqrt{\frac{\lambda_1}{\lambda_2}}$. For the expansion of a hexagon, $\lambda_{\text{ex}}$ versus the the hydrostatic tension is plotted in blue, while $\lambda_{\text{sh}}$ versus $p$ is plotted in red.

This decomposition can be understood in a slightly different way. One can view the deformation process as a pure expansion process plus a pure shear process:

$$ F = F_{\text{ex}} \cdot F_{\text{sh}} $$

where $J = \det F = \lambda_1 \lambda_2$. The principal stretch associated with $F_{\text{ex}}$ is $\sqrt{\lambda_1 \lambda_2}$, while the principal stretch associated with $F_{\text{sh}}$ is $\sqrt{\frac{\lambda_1}{\lambda_2}}$.

In Fig. 9.18, we plot $\lambda_{\text{ex}}$ and $\lambda_{\text{sh}}$ versus the hydrostatic tension $p$ for the expansion of a hexagon. As expected, $\lambda_{\text{sh}}$ remains almost 1 during the process, which means $\lambda_1 = \lambda_2$. Therefore, every direction in the 2D plane is a principal direction. To understand how changing the bending modulus changes the behavior of the network, we expand two hexagons, one with persistence length $\xi_p = 10\text{nm}$, the other with $\xi_p = 20\text{nm}$. The length of the filament is again 20nm. The results are shown in Fig. 9.19. The difference is significant at low hydrostatic tension $p$, while at high tension, the two networks have similar behavior. This again suggests that at low $p$, bending dominates the deformation, while at high tension, stretching plays a more important role.

### 9.4.2 Simple shear on a hexagon

Next, we study the shear deformation of a single hexagon (Fig. 9.21A). Uniform shear forces, in opposite directions, are applied on the top and bottom filaments of the hexagon to cause shear deformation. Each filament is 20nm
long with persistence length $\xi_p = 10\text{nm}$. Stretching modulus of the filament is $K_s = 10k_BT/nm$.

Suppose that we can neglect the buckling behavior of the filaments, and that the hexagon is under affine shear deformation with a deformation gradient:

$$F = \begin{bmatrix} 1 & F_{12} \\ 0 & F_{22} \end{bmatrix}. \quad (9.47)$$

Here we leave $F_{22}$ as an unknown. The solution should tell us whether the hexagon, under shear, contracts or expands in the $y$ direction. Now assuming all the filaments in the hexagon deform according to Eq. 9.47, the stretching energy of the network can be computed and the result is:

$$\frac{E_s}{2K_s l_0} = \frac{3}{2} F_{12}^2 + \frac{3}{2} F_{22}^2 - \sqrt{(1 - \sqrt{3} F_{12})^2 + 3 F_{22}^2} - \sqrt{(1 + \sqrt{3} F_{12})^2 + 3 F_{22}^2}. \quad (9.48)$$

On the other hand, the potential energy of the shear stress $\tau$ can be computed by $E_\tau = -\int \tau x dX$ for the top and bottom filaments. Eventually, the total elastic energy of the network is:

$$\frac{E}{K_s l_0} = \frac{3}{2} F_{12}^2 + \frac{3}{2} F_{22}^2 - \sqrt{(1 - \sqrt{3} F_{12})^2 + 3 F_{22}^2} - \sqrt{(1 + \sqrt{3} F_{12})^2 + 3 F_{22}^2} - \frac{\sqrt{3} \tau l_0 F_{12}}{2K_s}. \quad (9.49)$$

The equilibrium configuration for the affine deformation can be computed using $\partial E/\partial F = 0$. Interestingly, a simple analytic solution exists for these equations, and the final results are:

$$F_{12} = \frac{4}{\sqrt{3}(1 - \tau^2)^2}; \quad F_{22}^2 = \frac{4}{3(1 - \tau^2)^2} - \frac{1}{3} \left[1 + \frac{4\tau}{(1 - \tau^2)^2}\right]^2. \quad (9.50)$$
Here the dimensionless shear stress is defined as $\tilde{\tau} = \tau l_0/2K_s$. When $\tilde{\tau} << 1$, the solution is:

$$F_{12} = \frac{4}{\sqrt{3}}\tilde{\tau}, \quad F_{22} = 1 - \frac{2}{3}\tilde{\tau}^2. \tag{9.51}$$

Eq. 9.50 and 9.51 are plotted as functions of $\tilde{\tau}$ in Fig. 9.20 in solid and dashed lines respectively. In particular, Eq. 9.51 tells us that the initial shear modulus of a hexagon is:

$$G = \frac{\sqrt{3}K_s}{2l_0}. \tag{9.52}$$

Note that like the static bulk modulus for the hexagon, $G$ depends only on the stretching modulus. Plugging in the numbers $l_0 = 20\text{nm}$ and $K_s = 10k_BT/\text{nm}$, we obtain $G = 1.78\text{pN/nm}$. Eq. 9.51 also tells us that the hexagon will contract in the $y$ direction during shear, because $F_{22} \leq 1$. This is an interesting result, because many materials expand during simple shear. For example, for a Neo-Hookean solid under simple shear $\gamma$, the Cauchy stress tensor is:

$$\sigma = \begin{bmatrix}
2\mu\gamma^2/3 & \mu\gamma & 0 \\
\mu\gamma & -\mu\gamma^2/3 & 0 \\
0 & 0 & -\mu\gamma^2/3
\end{bmatrix}, \tag{9.53}
$$

with $\mu$ being the shear modulus of the solid. We see that both $\sigma_{yy}$ and $\sigma_{zz}$ for the Neo-Hookean material are negative (although the magnitude is small, on the order of $\gamma^2$). Therefore, the material tends to expand in the $y$ and $z$ directions during the shear. Filament networks, however, usually show negative normal force under shear, i.e., the network tends to contract in the direction perpendicular to the shear direction. Our result in Eq. 9.51 confirms this unusual behavior for a hexagonal network, even without taking thermal fluctuations into account.
We note that the same analysis can be applied to an empty hexagon without the interior filaments. Interestingly, the results turn out to be exactly the same, except that the dimensionless $\bar{\tau}$ has to be redefined as $\bar{\tau} = \tau_{l_0}/K_s$. The static shear modulus is $G = \sqrt{3}K_s/4l_0$, which is half of that for a regular hexagon with the interior filaments.

This simple model assumes that the filaments are all under affine deformation without bending and buckling. Under shear deformation, however, some of the filaments are under compression and will buckle. Now we use the theoretical framework described in the previous section to study the simple shear of a hexagon. To avoid the singularity, we start with an initial curved configuration.

Static deformed configurations are shown in Fig. 9.21. If we do not take the effects of thermal fluctuations into account, a hexagon is difficult to shear initially. The reason is that a hexagon is made up of triangles. When the filaments are almost inextensible, the triangles are almost undeformable (see Fig. 9.21 B $\rightarrow$ C). When the shear force is large enough, the filaments that are under compression will buckle (see Fig. 9.21D). This reduces the stiffness of the structure, making the hexagon easier to deform under further shear. In fact, after buckling occurs, the hexagon deforms significantly even when the shear stress increases only by a little (see Fig. 9.22). This sudden loss of stiffness is similar to the buckling of a single filament. However, the hexagon as a whole does not lose stability completely. After the buckling events, the hexagon can still sustain shear, although it is much easier to deform (see Fig. 9.21 D $\rightarrow$ E).

The above observation suggests that, for a triangular network of filaments with high stretching modulus, large static deformation is possible only after some buckling events soften the network. Many cellular networks are hexagonal and are made up of triangles. The filaments have large stretching modulus. But, they can easily achieve large deformation. This tells us that some of the deformations must be achieved by stretching out the thermal fluctuations.

To prove that high stretching modulus is the reason for the initial high stiffness of the system, we reduce the stretching modulus to $K_s = 1k_BT/nm$ and re-do the shear. The result is that the hexagon can achieve large static shear deformation without buckling until the structure completely loses stability (see Fig. 9.23). We emphasize here that the configurations shown in Fig. 9.21, 9.22 and 9.23 are the static configurations without taking thermal fluctuations into account.

To understand the thermo-mechanics of the shear deformation quantitatively, we calculate the displacements and strains during the deformation next. We first investigate the relative displacement, in $x$ direction, between the top and bottom filaments. We calculate the $x$ direction separation $\Delta x$ between node 1 and node 2 (see Fig. 9.21A) as a function of the shear stress $\tau$. The stiffness in $x$ direction can be characterized by $k = \tau/\Delta x$ (in units of pN/nm$^2$). The results, with and without thermal fluctuations, are shown in Fig. 9.24A. Dashed line is the result without thermal fluctuations. We observe buckling events at $\tau \approx 0.04pN/nm$. The relation between $\Delta x$ and $\tau$ is linear before
Figure 9.21: (A) Illustration of shear on a single hexagon. Uniform distributed forces in ±x direction are applied on the top and bottom filaments of hexagon to cause the shear deformation. Some filaments that are under compression will buckle during the shear deformation. Each filament is 20nm long. Their persistence length is 10nm. Stretching modulus is $10k_B T/nm$. (B) Reference configuration with initial perturbation. (C-E) Deformed configurations with buckled filaments.
Figure 9.22: When buckling occurs, the hexagon undergoes significant deformation for even a small increases in the shear stress (compared to B → C in Fig. 9.21). Black: $\tau = 40\text{fN/nm}$. Blue: $\tau = 45\text{fN/nm}$. Red: $\tau = 50\text{fN/nm}$. The deformation shown here is significant compared the the deformation before buckling at $\tau < 40\text{fN/nm}$ (Fig. 9.21).

Figure 9.23: Shear on a hexagon with small stretching modulus $K_s = 1k_BT/nm$. Unlike the deformation shown in Fig. 9.21, the hexagon can achieve large shear deformation without buckling when the stretching modulus is small. Filaments in many cellular networks have large stretching modulus. They achieve large deformation by stretching out thermal fluctuations.
Figure 9.24: X direction separation of the top and bottom filaments. $\Delta x$ is the distance between node 1 and node 2 shown in Eq. 9.21A. This quantity is plotted as a function of the shear stress $\tau$. Effective stiffness is defined as $k = \tau/\Delta x$ here. Dashed line is the result without thermal fluctuation. The hexagon is much softer after buckling if thermal fluctuation is not taken into account. Solid line is the result with thermal fluctuations. The hexagon becomes stiffer after buckling when thermal fluctuation is taken into account. Circles are the results from the analytic static solutions assuming affine deformation (Eq. 9.50). They match with our computational results at small $\tau$. For large $\tau$, buckling occurs and the deformation of the hexagon is non-affine. (A) and (B) are for different persistence length $\xi_p = 10\text{nm}$ and $\xi_p = 5\text{nm}$ respectively.

and after the buckling. The stiffness $k = \tau/\Delta x$ decreases from $34.2\text{fN/nm}^2$ to $3.20\text{fN/nm}^2$ for the static solution. This is again because buckling reduces the stiffness of the network. We also note that the static solution before buckling agrees very well with the simple affine deformation model (Eq. 9.50). After the buckling occurs, however, the deformation is no longer affine and the simple model underestimates the deformation of the structure. Solid line in Fig. 9.24A includes the contribution from thermal fluctuations. We observe that, before buckling, the stiffness $(9.80\text{fN/nm}^2)$ is significantly less than the static solution. This suggests that thermal fluctuation makes the hexagon deformable at the beginning of the shear. In particular, shear stress is used to stretch out the thermal fluctuations. After buckling, the stiffness $k$ (with thermal fluctuation) does not change very much. The hexagon is actually stiffer compared to the static solution. This tells us that thermal fluctuation plays different roles before and after buckling. Before buckling occurs, thermal fluctuation makes the hexagon softer and easier to shear. After buckling, thermal fluctuation makes the hexagon stiffer and more difficult to shear. We also observe a peak appearing when the buckling occurs. This is similar to buckling of a single filament discussed in the previous section.

To prove that it is the thermal fluctuation that makes the hexagon deformable at the initial state, we decreases the persistence length of the fil-
Figure 9.25: Average separation between the top and bottom filaments as a function of the shear stress. (A) and (B) are the results without and with thermal fluctuations respectively. The results show that the hexagon contracts in the direction perpendicular to the shear direction. At small shear stress, the deformation is affine. The static solution (shown in A) roughly agrees with Eq. 9.50 (shown in circles). The difference is caused by the perturbations on the initial configuration. For the result with thermal fluctuations (shown B), a fitting to the solution shows that the separation decreases quadratically.

Shear strain of the hexagon can be defined as $\gamma = \Delta x / \Delta y$, where $\Delta x$ and $\Delta y$ are the relative displacements between the top and bottom filaments, in $x$ and $y$ directions respectively. An effective shear modulus can be introduced as $G = d\tau / d\gamma$. We show the relation between $\gamma$ and $\tau$ in Fig. 9.26A. For the static solution, the shear modulus is significantly reduced (from $G = 1.26pN/nm$ to $G = 0.08pN/nm$) after buckling. We note that the initial shear modulus agrees well with the simple affine deformation model, which predicts $G = 1.78pN/nm$ (Eq. 9.52).

For the results that include thermal fluctuations, the shear modulus does not change very much. The reason is that before buckling, the shear modulus
Figure 9.26: Shear strain $\gamma$ as a function of the shear stress $\tau$. Effective shear modulus can be defined as $G = \tau / \gamma$. Dashed line: static solution. Solid line: result including the thermal effects. The strain and stress relation is linear before and after buckling at $\tau \approx 40fN/nm$. For the static solution, the shear modulus decreases significantly after buckling. For the result that includes the thermal fluctuation, shear modulus does not change a lot before and after buckling. The reason is that before buckling, the shear modulus is much less than that of the static solution because of the fluctuations. Figure A and B are for $\xi_p = 10nm$ and $5nm$ respectively. Contour length of the filaments is $L = 20nm$. Stretching modulus is $K_s = 10k_B T/nm$.

That takes thermal fluctuations into account is much less than from the static solution. We conclude that the modulus before buckling is due to thermal fluctuations, while the modulus after buckling is due to elastic stretching. Indeed, we change the persistence length of the filaments from $\xi_p = 10nm$ to $\xi_p = 5nm$, the initial static shear modulus does not change very much (1.26pN/nm versus 1.15pN/nm), while the initial shear modulus that includes thermal fluctuations changes significantly (0.19pN/nm versus 0.03pN/nm).

We mentioned previously that an affine deformation can be described locally by a linear transformation:

$$\vec{x} = \mathbf{F} \vec{X} + \vec{C},$$  \hspace{1cm} (9.54)

where $\vec{x}$ and $\vec{X}$ are the deformed and reference position of a material point respectively. Filament networks do not always deform in an affine way. To investigate the effect of affine and non-affine deformation, we calculate the difference between the affine displacement field and the actual displacement field. Firstly, the average deformation gradient $\mathbf{F}$ and translation vector $\vec{C}$ are computed using Eq. 9.40. Then the difference between the affine displacement field and the actual displacement field is characterized by a parameter $\alpha$:

$$\alpha = \frac{1}{N} \sum_{\text{all nodes}} \frac{|\vec{x}_{\text{affine}} - \vec{x}_{\text{actual}}|}{|\vec{x}_{\text{actual}} - \vec{X}|},$$  \hspace{1cm} (9.55)
where the summation is over all nodes (not only the vertices, but all the discrete nodes), and $N$ is the number of nodes in the network. If the deformation is affine, $\alpha$ should be small. On the other hand, if the deformation is non-affine, this quantity should be large. The result as a function of the shear force is shown in Fig. 9.27. Our result shows that when the filaments buckle, the deformation becomes less affine.

Further, we plot the shear stretch $\lambda_{sh}$ and expansion stretch $\lambda_{ex}$ as a function of the shear stress $\tau$ in Fig. 9.28. $\lambda_{ex}$ is clearly less than 1, even though we do not apply hydrostatic tension on the network. This is caused by the thermal fluctuation. The orientation of the principal axis $\vec{e}_1^0$ is also plotted in Fig. 9.28. $\vec{e}_1^0$ changes from $\pi/2$ to $\pi/4$ (with respect to the $x$ axis) as the shear stress increases. When buckling occurs, the orientation angle drops until the system regains stability.
9.4.3 Pure tension on a hexagon

Lastly, we apply pure tension on the hexagon. The uniaxial tension $q$ is applied as shown in Fig. 9.30A. Each filament has contour length $L = 20\text{nm}$ and persistence length $\xi_p = 10\text{nm}$. The stretching modulus is $K_s = 10k_B T/\text{nm}$.

Again, we first assume the deformation is affine, with deformation gradient given by:

$$F = \begin{bmatrix} F_{11} & 0 \\ 0 & F_{22} \end{bmatrix}.$$  \hfill (9.56)

Let all the filaments in the hexagon deform according to Eq. 9.56, then the potential energy of the network is:

$$\frac{E}{K_s l_0} = \left( \sqrt{F_{11}^2 + 3F_{22}^2 - 2} \right)^2 + 2(F_{11} - 1)^2 - \frac{3ql_0 F_{11}}{K_s}. \quad \hfill (9.57)$$

Minimum energy state can be computed using $\partial E/\partial F = 0$, which leads to:

$$F_{11} = 1 + \frac{3ql_0}{K_s}, \quad F_{22} = -\frac{1}{3}(1 + \frac{3ql_0}{K_s})^2. \quad \hfill (9.58)$$

The asymptotic solution for $q \to 0$ is:

$$F_{11} = 1 + \frac{3ql_0}{K_s}, \quad F_{22} = 1 - \frac{ql_0}{K_s}. \quad \hfill (9.59)$$

From Eq. 9.59, we know that the initial Young’s modulus and Poisson’s ratio of the hexagon is:

$$E = \frac{K_s}{3l_0}, \quad \nu = \frac{1}{3}. \quad \hfill (9.60)$$

Plugging in the number $K_s = 10k_B T/\text{nm}$ and $l_0 = 20\text{nm}$, we get $E = 0.67\text{pN/\text{nm}}$. Plots of Eq. 9.59 (solid lines) and 9.60 (dashed lines) are shown in Fig. 9.29.

This simplified model assumes affine deformation and does not consider buckling of the filaments. Below, we use the theoretical framework described in the previous section to study the thermo-mechanical properties of the hexagon under uniaxial tension. Typical deformation is shown in Fig. 9.30 B-E. We again observe buckling of the diagonal filaments during the deformation. The direction of the buckling depends on the initial perturbation we apply on the filaments. If we reduce the stretching modulus of the filaments to $K_s = 1.0k_B T/\text{nm}$, the hexagon can deform significantly without buckling (Fig. 9.31).

For the hexagon with $K_s = 10k_B T/\text{nm}$ (Fig. 9.30), we calculate its height and the width during the deformation. The height $\Delta y$ is defined as the average $y$ direction separation between the top and bottom filaments, while the width $\Delta x$ is defined as the average $x$ direction separation between the left and right filaments. Results with and without thermal fluctuations are shown.
Figure 9.29: Analytic static solutions for uniaxial tension on a hexagon. Two components, $F_{11}$ (blue) and $F_{22}$ (red) of the deformation gradient $F$ are plotted as functions of the applied tensile stress $q$. Dashed lines are the asymptotic behavior at small $q$. Dimensionless tensile stress is defined as $\bar{q} = 3ql_0/K_s$, with $l_0$ and $K_s$ being the contour length and stretching modulus of the filaments.

in Fig. 9.32. Interestingly, when taking the thermal fluctuations into account, height of the hexagon increases in the initial state of the uniaxial pulling. This would suggests a negative Poisson’s ratio, which we will discuss below.

Let $\Delta x_0$, $\Delta y_0$ be the initial width and height of the hexagon respectively. Then the stretch in these two directions can be defined as: $\lambda_x = \Delta x/\Delta x_0$ and $\lambda_y = \Delta y/\Delta y_0$. We show these stretches as a function of the tensile stress $q$ in Fig. 9.33A. Similar to the results of shear, thermal fluctuations cause larger stretch/strain in the hexagon. This is because the network has smaller size at its initial state when fluctuation is taken into account. Result for a hexagon with smaller stretching modulus $K_s = 1.0k_BT/nm$ is shown in Fig. 9.33C.

Poisson’s ratio $\nu = (1 - \lambda_y)/(\lambda_x - 1)$ as a function of $q$ is shown in Fig. 9.33B. For the result including fluctuations, Poisson’s ratio is initially negative, because stretching out the thermal fluctuation increases the height of the hexagon. The ratio eventually becomes positive and remains constant for large $q$. Interestingly, when the thermal fluctuation is not taken into account, Poisson’s ratio is close to 1, which is the upper limit of $\nu$ for a material in 2D [30, 31]. For a hexagon with smaller stretching modulus $K_s = 1.0k_BT/nm$, Poisson’s ratio is smaller (Fig. 9.33D).

Principal stretches (as defined in Eq. 9.43 and Eq. 9.44 in the dilatation section) are also computed during the pulling process. The shear stretch $\lambda_{sh}$ and expansion stretch $\lambda_{ex}$ are plotted in Fig. 9.34. Here we show the results for a hexagon with $K_s = 1.0k_BT/nm$. As expected, shear deformation dominates and the eigenvector $\vec{e}_1^0$ and $\vec{e}_2^0$ are in the $x$ and $y$ direction respectively.
Figure 9.30: (A) Uniaxial tension on a hexagon. Each filament is 20nm long. Their persistence length is 10nm. Stretching modulus is $10k_B T/nm$. (B-E) Deformed configurations with buckling of the diagonal filaments.
Figure 9.31: Uniaxial tension on a hexagon with smaller stretching modulus \( K_s = 1.0k_B T/nm \). Unlike the hexagon shown in Fig. 9.30, where \( K_s = 10k_B T/nm \), the hexagon here can undergo large deformation without buckling.

Figure 9.32: Width of the hexagon (\( \Delta x \)) is defined as the average \( x \) direction separation between the left and right filaments. Height (\( \Delta y \)) is defined as the average \( y \) direction separation between the top and bottom filaments. This figure shows \( \Delta x \) (blue) and \( \Delta y \) (red) as functions of the tension \( q \) with (solid lines) and without (dashed) thermal fluctuations. Solid lines are always below the dashed lines because of thermal fluctuation. Interestingly, height of the hexagon increases in the initial state of the tensile pulling.
Figure 9.33: Pure tension on a hexagon. (A) and (B): $\xi_p = 10\text{nm}$, $K_s = 10k_B T/\text{nm}$. (C) and (D) $\xi_p = 10\text{nm}$, $K_s = 1k_B T/\text{nm}$. (A) and (C): stretch $\lambda_x$ (blue) and $\lambda_y$ (red) during the uniaxial pulling. Initial Young’s moduli are $E_{A,\text{static}} = 0.31\text{pN/nm}$, $E_{A,\text{thermal}} = 0.07\text{pN/nm}$, $E_{C,\text{static}} = 0.14\text{pN/nm}$ and $E_{C,\text{thermal}} = 0.07\text{pN/nm}$. (B) and (D): Poisson’s ratio as a function of the tensile stress $q$. Solid lines are the results with thermal fluctuations. Dashed lines are the results without thermal fluctuations.

Figure 9.34: $\lambda_{ex}$ and $\lambda_{sh}$ as functions of the pulling stress $q$. At $q = 0$, $\lambda_{ex}$ is less than 1 because of thermal fluctuations.
9.5 A Comparison with Other Networks

We compare pure dilatation of the hexagonal networks and square networks in this section. Again, live hydrostatic tension load $-p$ acts on the boundary of these networks to cause the dilatation. Our results show that the filaments inside the square networks play a key role in stabilizing them, while removing the filaments inside the hexagonal networks does not significantly change the expansion behavior of the network. This may be one of the reasons nature chose hexagonal networks for building cytoskeleton, as defects in the filaments do not significantly weaken the network.

9.6 Conclusions

We investigate the entropic elasticity of network in this section. To extend the theory for a single filament to a theory for a network, one of the main problems is that buckling almost always happens under general deformation in a network. Using the idea of "imperfection" in structural mechanics, we introduce perturbation to the initial configuration of the filament networks to avoid the singularity caused by buckling. This enables us to follow the post-buckling path smoothly to obtain the minimum energy configuration. Thermal
fluctuation is considered for different loadings, including pure expansion, shear and pure tension. It is shown that buckling can soften the network and cause large thermal fluctuations, although typically, soon after entering the post-buckling regime, the network can regain stability.
Bibliography


Chapter 10

Conclusions and Future Work

This thesis develops theoretical methods to efficiently evaluate the statistical mechanical properties of rod-like filaments and filamentous networks. The filament or filamentous network under investigation is viewed as a mechanical structure. The structure is discretized into segments using finite difference or finite element method. Its static equilibrium state under a given loading is determined in the first step. In the second step, we study the thermal fluctuations around the static equilibrium state using statistical mechanics. The energy around the ground state is approximated to quadratic order, so that the system is characterized by a stiffness matrix. Using the multidimensional Gaussian integral technique, partition function of the system is shown to be governed by the determinant of the stiffness matrix, while the thermal fluctuation is governed by the inverse of the stiffness matrix. Connections to penalty methods and spectral methods are also discussed.

Using the theoretical framework discussed above, we investigate the thermo-mechanical properties of a single filaments under end-to-end pulling force, distributed loads, and also under confinements. We also study the entropic elasticity of a 2D network under hydrostatic edge tension, simple shear and uniaxial tension. Taking the thermal fluctuations into account, material properties like the Young’s modulus, shear and bulk moduli, as well as the Poisson’s ratio are determined.

In other applications, we study the internal fluctuation of DNA in nanochannels used for genome mapping. The channel is about 100nm wide and we find a length-dependent transition between the de Gennes and Odijk regimes. Such a transition may result from the formation of local folded structures along the extended DNA backbone. For non-uniform channels, an entropic force causes the DNA to migrate to regions of higher entropy. We analyze a random walk model and derive the expression for the entropic force for a strongly confined polymer. Coupled migration and deformation of the polymer in various non-uniform channels are solved.

We also discuss forced unfolding of protein under different loading conditions using a system of three equations. Unlike previous Monte Carlo simulation methods, we do not assume zero folding rate in this thesis. As a result,
refolding events, such as folding-unfolding hoppings, are predicted in both constant force pulling mode and linearly increasing force pulling mode.

Future work in the entropic elasticity of polymer networks should include the study of square networks and also random networks. For the network problem, this thesis mainly focuses on the properties of a single hexagon, which represents a triangular network. But, it is of interest to know the dependence of the properties on the cross-linking density, on the network structure, on the heterogeneity of the filaments, and also on the properties of individual filaments. Using the theoretical framework developed in this thesis, it is also possible to describe the transition between affine and non-affine deformations of a network. Future investigations should also include 3D networks and twisted filaments.
Appendix A

Evaluating the Partition Function

We evaluate the partition function for a general discrete system in this section. In Eq. 3.3, we have the partition function of the system:

$$Z = \exp (-\beta \mathcal{H}_0) \int \exp \left( -\vec{\theta}^T K \cdot \vec{\theta} \right) d\vec{\theta},$$  \hspace{1cm} (A.1)

where $K = \beta M/2$. Since $K$ is a real symmetric matrix, it can be diagonalized:

$$K = R^T \Lambda \cdot R.$$  \hspace{1cm} (A.2)

Changing the variables in Eq. A.1 from $\vec{\theta}$ to $\vec{\phi}$, we arrive at:

$$Z = \exp (-\beta \mathcal{H}_0) \prod_{i=1}^{D} \int \exp \left( -\Lambda_i \phi_i^2 \right) d\phi_i = \exp (-\beta \mathcal{H}_0) \sqrt{\frac{\pi^D}{\det \Lambda}}.$$  \hspace{1cm} (A.3)

Finally, since $\det R = 1$, the partition function can be expressed as:

$$Z = \exp (-\beta \mathcal{H}_0) \sqrt{\frac{\pi^D}{\det K}} = \exp (-\beta \mathcal{H}_0) \sqrt{\frac{(2\pi k_B T)^D}{\det M}}.$$  \hspace{1cm} (A.4)
Appendix B

**det M for the Hinged-hinged Chain**

The \((N+1)\) dimension matrix \(M\) for the hinged-hinged case is given by (Eq. 4.30), which is:

\[
M = \begin{pmatrix}
\beta (\kappa_1 + f) & -\beta \kappa_1 & 0 & \cdots & 0 & -I/2 \\
-\beta \kappa_1 & \beta (\kappa_1 + \kappa_2 + f) & -\beta \kappa_2 & \cdots & 0 & -I/2 \\
0 & -\beta \kappa_2 & \beta (\kappa_2 + \kappa_3 + f) & \cdots & 0 & -I/2 \\
0 & 0 & 0 & \cdots & -\beta \kappa_{N-1} & -I/2 \\
-I/2 & -I/2 & -I/2 & \cdots & \beta (\kappa_{N-1} + f) & -I/2 \\
\end{pmatrix}
\]

(B.1)

To evaluate the determinant of \(M\), we introduce another matrix \(M^*\) as:

\[
M^* = R^T P M Q R,
\]

(B.2)

where the \((N+1)\) dimensional matrices \(R\), \(P\) and \(Q\) are:

\[
P = \text{diag} \left( \beta^{-1}, \beta^{-1}, \cdots, \beta^{-1}, 2I \right),
\]

(B.3)

\[
Q = \text{diag} \left( 1, 1, \cdots, 1, 2I/\beta \right),
\]

(B.4)

\[
R = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & 1 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
1 & 1 & 1 & \cdots & 1 & 0 & 0 \\
1 & 1 & 1 & \cdots & 1 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
\end{pmatrix}
\]

(B.5)

From Eq. B.2 and the definitions of the matrices \(P\), \(Q\) and \(R\), we get:

\[
\det M = -\frac{\beta^{N-1}}{4} \det M^*.
\]

(B.6)
Now we need to evaluate $\det M^\star$.

Using Eq. B.2, we get the matrix $M^\star$:

$$M^\star = \begin{pmatrix} M_{in} & \vec{G} \\ \vec{G}^T & 0 \end{pmatrix}, \quad (B.7)$$

where the $N$ dimensional $M_{in}$ is given by:

$$M_{in} = \begin{pmatrix} Nf & (N-1)f & (N-2)f & \cdots & 2f & f \\ (N-1)f & \kappa_1 + (N-1)f & (N-2)f & \cdots & 2f & f \\ (N-2)f & (N-2)f & \kappa_2 + (N-2)f & \cdots & 2f & f \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 2f & 2f & 2f & \cdots & \kappa_{N-2} + 2f & f \\ f & f & f & \cdots & f & \kappa_{N-1} + f \end{pmatrix}, \quad (B.8)$$

and $N$ dimensional vector $\vec{G}^T$ is given by:

$$\vec{G}^T = [N, N-1, N-2, \cdots, 2, 1]. \quad (B.9)$$

But for the type of matrix in form of Eq. B.7, we have the following formula (see [1]):

$$\det M^\star = - \det M_{in} \left( \vec{G}^T \cdot M_{in}^{-1} \vec{G} \right). \quad (B.10)$$

So now we need to compute $\det M_{in}$ as well as $\vec{G}^T \cdot M_{in}^{-1} \vec{G}$.

We first perform elementary row operations on $M_{in}$, transform it into a diagonal matrix and find its determinant given by:

$$\det M_{in} = f \prod_{i=1}^{N-1} \lambda_i, \quad (B.11)$$

where the sequence $\lambda_i$ is given by:

$$\lambda_1 = 2\kappa_1 + f, \quad \lambda_i = (2\kappa_i + f) - \frac{\kappa_i \kappa_{i-1}}{\lambda_{i-1}} \quad (i = 2, 3, \cdots N-1). \quad (B.12)$$

Next, to evaluate $\vec{G}^T \cdot M_{in}^{-1} \vec{G}$, we define $\vec{g}$ as:

$$M_{in} \vec{g} = \vec{G}, \quad (B.13)$$

so that

$$\vec{G}^T \cdot M_{in}^{-1} \vec{G} = \vec{g}^T \cdot M_{in} \vec{g}, \quad (B.14)$$

where the symmetry property of $M_{in}$ has been used. But Eq. B.13 is easy to solve and one can verify that:

$$\vec{g}^T = [f^{-1}, 0, 0, \cdots, 0, 0], \quad (B.15)$$

and therefore using Eq. B.8, Eq. B.14 and Eq. B.15, we get:

$$\vec{G}^T M_{in}^{-1} \vec{G} = \frac{N}{f}. \quad (B.16)$$

Finally, Eq.B.6, Eq. B.10, Eq. B.11 together with Eq. B.16 leads to:

$$\det M = \frac{N \beta^{N-1}}{4} \times \prod_{i=1}^{N-1} \lambda_i. \quad (B.17)$$
Appendix C

Force-extension Relation for a Homogeneous Wormlike Chain

For a homogeneous chain, we have \( K_i \equiv K \) and \( \kappa_i \equiv \kappa \). Using the definition of the sequence \( \lambda_i \) for a hinged-hinged chain (Eq. 4.32), one can verify by mathematical induction that:

\[
\prod_{k=i}^{N-1} \lambda_k = \lambda_i \cdot p_{N-i-1} - rd \cdot p_{N-i-2}, \quad (i \leq N - 2) \tag{C.1}
\]

where \( r, d \) are given by:

\[
r = \frac{2\kappa + f + \sqrt{4\kappa f + f^2}}{2}, \quad d = \frac{2\kappa + f - \sqrt{4\kappa f + f^2}}{2}, \tag{C.2}
\]

and the sequence \( p_i \) is given by:

\[
p_i = \frac{r^{i+1} - d^{i+1}}{r - d}. \tag{C.3}
\]

Using Eq. C.1 to Eq. C.3 and also Eq. 4.32, we get:

\[
\prod_{k=1}^{N-1} \lambda_k = \lambda_1 \cdot p_{N-2} - rd \cdot p_{N-3} = \frac{r^N - d^N}{r - d}. \tag{C.4}
\]

Hence,

\[
\sum_{k=1}^{N-1} \frac{\lambda_i'}{\lambda_i} = \frac{d}{dF} \left( \log \prod_{k=1}^{N-1} \lambda_k \right) \tag{C.5}
\]

\[
= \frac{N'}{r} \cdot \frac{1 - \left(\frac{d}{r}\right)'}{1 - \left(\frac{d}{r}\right)^N} - \frac{r'}{r} \cdot \frac{1 - \left(\frac{d}{r}\right)'}{1 - \left(\frac{d}{r}\right)^N}. \tag{C.6}
\]

Using the definitions of \( r, d \) (Eq. C.2) as well as those for \( \kappa, f \) (Eq. 4.5), we get:

\[
r = \frac{K}{2L} N + \frac{\sqrt{KF}}{2} + O(N^{-1}), \tag{C.7}
\]
\[ r' = \frac{1}{4} \sqrt{\frac{K}{F}} + \frac{L}{4N} + O(N^{-2}), \quad \text{(C.8)} \]

\[ d = \frac{K}{2L} N - \frac{\sqrt{KF}}{2} + O(N^{-1}), \quad \text{(C.9)} \]

\[ d' = -\frac{1}{4} \sqrt{\frac{K}{F}} + \frac{L}{4N} + O(N^{-2}). \quad \text{(C.10)} \]

Plugging Eq. C.7 to Eq. C.10 into Eq. C.6, taking the limit as \( N \to +\infty \), we get:

\[ \lim_{N \to \infty} N^{\frac{1}{}\sum_{k=1}^{N-1} \frac{\lambda_i}{\lambda_i}} = \frac{1}{2} \left[ \frac{L}{\sqrt{KF}} \coth \left( \frac{L}{\sqrt{KF}} \right) - \frac{1}{F} \right]. \quad \text{(C.11)} \]

Putting Eq. C.11 into Eq. 4.36, we recover the force-extension relation for a homogeneous hinged-hinged continuous rod [2]:

\[ \langle x_{\text{homo}} \rangle = L - \frac{Lk_B T}{4\sqrt{KF}} \coth \left( \frac{FL}{\sqrt{KF}} \right) + \frac{k_B T}{4F}. \quad \text{(C.12)} \]
Appendix D

Force-extension Relation for a Special Heterogeneous Wormlike Chain

For a special heterogeneous wormlike chain, we have

\[ \kappa_i = \begin{cases} \kappa_I & 1 \leq i \leq s \\ \kappa_{II} & (s + 1) \leq i \leq N \end{cases} \quad (D.1) \]

Here \( s \) is an integer indicating the segment that separates the two regions of the chain (\( s \) is not the arc length in this section).

Hence, under hinged-hinged conditions, the sequence \( \lambda_i \) is (Eq. 4.32):

\[ \lambda_i = \begin{cases} 2\kappa_I + f & i = 1 \\ 2\kappa_I + f - \frac{\kappa_I^2}{\lambda_{i-1}} & 2 \leq i \leq s \\ 2\kappa_{II} + f - \frac{\kappa_{II}^2}{\lambda_{s}} & i = s + 1 \\ 2\kappa_{II} + f - \frac{\kappa_{II}^2}{\lambda_{i-1}} & s + 2 \leq i \leq (N - 1) \end{cases} \quad (D.2) \]

Using mathematical induction, one can verify that:

\[ \prod_{k=i}^{N-1} \lambda_k = \begin{cases} p_{N-i-1} \lambda_i - r_2 d_2 \cdot p_{N-i-2} & (s + 1) \leq i \leq (N - 2) \\ p_{N-s-1} \lambda_s - \kappa_I \kappa_{II} \cdot p_{N-s-2} & i = s \\ p_{N-i-1} \lambda_i - r_1 d_1 \cdot p_{N-i-2} & 1 \leq i \leq (s - 1) \end{cases} \quad (D.3) \]

where \( p_i, r_i \) and \( d_i \) are given by:

\[ p_i = \begin{cases} \frac{r_i^{i+1} - d_i^{i+1}}{r_2 - d_2} & 0 \leq i \leq (N - s - 2) \\ (r_2 + d_2) p_{N-s-2} - r_2 d_2 p_{N-s-3} & i = N - s - 1 \\ \kappa_{II} \cdot p_{N-s-2} & N - s \leq i \leq (N - 2) \end{cases} \quad (D.4) \]

\[ r_1 = \frac{2\kappa_I + f + \sqrt{4\kappa_I f + f^2}}{2}, \quad d_1 = \frac{2\kappa_I + f - \sqrt{4\kappa_I f + f^2}}{2}, \quad (D.5) \]
In particular, using Eq. D.3 and setting \( i = 1 \), we get:

\[
\prod_{k=1}^{N-1} \lambda_k = \frac{(r_2^{N-s} - d_2^{N-s}) (r_1^{s+1} - d_1^{s+1}) - \kappa_{II} (r_2^{N-s-1} - d_2^{N-s-1}) (r_1^{s} - d_1)}{(r_1 - d_1)(r_2 - d_2)}. \tag{D.7}
\]

Note that Eq. D.7 reduces to the homogeneous case (Eq. C.4) when we set \( s = 0 \), or \( s = N - 1 \), or \( r_1 = r_2, d_1 = d_2 \).

Using Eq. D.5, Eq. D.6 as well as Eq. 4.5, we have:

\[
\frac{r_i'}{r_i} = \frac{L}{2K_1} \sqrt{\frac{K_i}{F}} \frac{1}{N} + O(N^{-3}), \tag{D.8}
\]

\[
\frac{d_i'}{r_i} = -1 + 2L \frac{\sqrt{K_i F}}{K_i N} + O(N^{-2}), \tag{D.11}
\]

\[
\frac{\kappa_i}{r_i} = 1 - \frac{L \sqrt{K_i F}}{K_i N} + O(N^{-2}). \tag{D.12}
\]

Here to make the formulae compact, we use \( \kappa_1, \kappa_2, K_1, K_2 \) to denote \( \kappa_I, \kappa_{II}, K_I \) and \( K_{II} \). Note that the subscripts 1 and 2 in this section do not mean the 1st and 2nd segments of the chain.

Similarly as in Appendix C, we can use Eq. D.8 to Eq. D.12 to evaluate \( \sum \lambda_i' / \lambda_i \) and then the function \( \Delta(F) \) (take \( N \rightarrow +\infty \) while keeping \( Nl = L \) fixed), the result is:

\[
\Delta(F) = \frac{1}{\sqrt{F}} \cosh \left( \sqrt{F} \frac{1}{r_1} \right) + \frac{2K^{-1/2} \cosh \left( \sqrt{F} \frac{1}{r_1} \right) + \frac{1}{2} \Delta \cosh \left( \sqrt{F} \right) + \sinh \left( \sqrt{F} \right) + 4 \Delta K^{-1/2} \sinh \left( \sqrt{F} \right)}{8K^{-1/2} \sinh \left( \sqrt{F} \right) + 4 \Delta K^{-1/2} \sinh \left( \sqrt{F} \right)} - \frac{1}{2F}. \tag{D.13}
\]

The meanings of \( \sqrt{K}^{-1/2}, \Delta K^{-1/2}, E_1, E_0, F_1 \) and \( F_0 \) are given in Eq. 4.39 to Eq. 4.41. Using \( x = L - k_B T \Delta(F) \) (Eq. 4.13), we get the force-extension relation for a special heterogeneous rod, which is shown in the main text (Eq. 4.38).
Appendix E

\textbf{det }\textbf{M} \text{ for the Clamped-clamped Chain}

The \((N - 1)\) dimensional matrix \(\textbf{M}\) for the clamped-clamped chain is given by Eq. \(4.55\), which is:

\[
\textbf{M} = \begin{pmatrix}
\beta(\kappa_1 + \kappa_2 + f) & -\beta\kappa_2 & 0 & \cdots & 0 & -1/2 \\
-\beta\kappa_2 & \beta(\kappa_2 + \kappa_3 + f) & -\beta\kappa_3 & \cdots & 0 & -1/2 \\
0 & -\beta\kappa_3 & \beta(\kappa_3 + \kappa_4 + f) & \cdots & 0 & -1/2 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -\beta\kappa_{N-2} & -1/2 \\
0 & 0 & 0 & \cdots & \beta(\kappa_{N-2} + \kappa_{N-1} + f) & -1/2 \\
-1/2 & -1/2 & -1/2 & \cdots & 0 & 0
\end{pmatrix}
\quad (E.1)
\]

To evaluate the determinant of \(\textbf{M}\), we introduce another matrix \(\textbf{M}^*\) as:

\[
\textbf{M}^* = \text{PMQ}, \quad (E.2)
\]

where the \((N - 1)\) dimensional matrix \(\textbf{P}\) and \(\textbf{Q}\) are:

\[
\textbf{P} = \text{diag}\left(\beta^{-1}, \beta^{-1}, \cdots, \beta^{-1}, 2I\right), \quad (E.3)
\]

\[
\textbf{Q} = \text{diag}\left(1, 1, \cdots, 1, 2I\beta\right). \quad (E.4)
\]

Note that the matrices \(\textbf{P}\) and \(\textbf{Q}\) defined here are the same as those defined for the hinged-hinged chain (Eq. B.3 and Eq. B.4) except that their dimensionalities are different.

From Eq. E.2 and the definitions of the matrices \(\textbf{P}, \textbf{Q}\), we get:

\[
\det \textbf{M} = -\frac{\beta^{N-3}}{4} \det \textbf{M}^*. \quad (E.5)
\]

Now we need to evaluate \(\det \textbf{M}^*\).

Using Eq. E.2, we get the matrix \(\textbf{M}^*\):

\[
\textbf{M}^* = \begin{pmatrix}
\textbf{M}_{\text{in}} & \bar{\textbf{G}} \\
\bar{\textbf{G}}^T & 0
\end{pmatrix}, \quad (E.6)
\]
where the \((N - 2)\) dimensional \(M_{\text{in}}\) in this case is given by:

\[
M_{\text{in}} = \begin{pmatrix}
\kappa_1 + \kappa_2 + f & -\kappa_2 & \ldots & 0 \\
-\kappa_2 & \kappa_2 + \kappa_3 + f & -\kappa_3 & \ldots \\
0 & -\kappa_3 & \kappa_3 + \kappa_4 + f & \ldots \\
\vdots & \vdots & \vdots & \ddots & \kappa_{N-2}
\end{pmatrix}
\]  \hspace{1cm} (E.7)

and \((N - 2)\) dimensional vector \(\vec{G}^T\) is given by:

\[
\vec{G}^T = [1, 1, 1, \cdots, 1, 1].
\]  \hspace{1cm} (E.8)

Again, for the type of matrix in form of Eq. E.6, we have the formula [1]:

\[
det M^* = -det M_{\text{in}} \left( \vec{G}^T \cdot M_{\text{in}}^{-1} \vec{G} \right).
\]  \hspace{1cm} (E.9)

So now we need to compute \(det M_{\text{in}}\) as well as \(\vec{G}^T \cdot M_{\text{in}}^{-1} \vec{G}\).

We first perform the elementary row operations on \(M_{\text{in}}\) and find that its determinant is given by:

\[
det M_{\text{in}} = \prod_{i=1}^{N-2} \lambda_i;
\]  \hspace{1cm} (E.10)

where the sequence \(\lambda_i\) is given by:

\[
\lambda_1 = \kappa_1 + \kappa_2 + f, \quad \lambda_i = (\kappa_i + \kappa_{i+1} + f) - \frac{\kappa_i^2}{\lambda_{i-1}} \quad (i = 2, 3, \cdots N - 2). \hspace{1cm} (E.11)
\]

Next, to evaluate \(\vec{G}^T \cdot M_{\text{in}}^{-1} \vec{G}\), which we will denote as \(R\) below, we again define \(\vec{g}\) as:

\[
M_{\text{in}} \vec{g} = \vec{G},
\]  \hspace{1cm} (E.12)

so that

\[
R = \vec{G}^T \cdot M_{\text{in}}^{-1} \vec{G} = \vec{g}^T \cdot M_{\text{in}} \vec{g}.
\]  \hspace{1cm} (E.13)

We solve Eq. E.12 and get \(\vec{g}\):

\[
g_{N-2} = \frac{\rho_{N-2}}{\lambda_{N-2}}, \quad g_i = \frac{\rho_i + \kappa_{i+1} g_{i+1}}{\lambda_i}. \quad (i = N-3, N-4, \cdots 1)
\]  \hspace{1cm} (E.14)

where the sequence \(\rho_i\) is given by:

\[
\rho_i = 1 + \sum_{j=1}^{i-1} \left( \prod_{s=i-j+1}^{i} \frac{\kappa_s}{\lambda_{s-1}} \right).
\]  \hspace{1cm} (E.15)

Therefore using Eq. E.7, Eq. E.13 and Eq. E.14, we get:

\[
R = \sum_{i=1}^{N-2} (\kappa_i + \kappa_{i+1} + f) g_i^2 - 2 \sum_{i=1}^{N-3} \kappa_{i+1} g_i g_{i+1}.
\]  \hspace{1cm} (E.16)

Finally, Eq.E.5, Eq. E.9, Eq. E.10, Eq. E.13 together with Eq. E.16 lead to:

\[
det M = \left( \frac{3^{N-3} R}{4} \right) \prod_{i=1}^{N-2} \lambda_i.
\]  \hspace{1cm} (E.17)
Appendix F

Transverse Fluctuation Scales as $T$

We need to show $\langle y_i^2 \rangle \sim T$ for the hinged-hinged and clamped-clamped chain in this section. For chains under both the boundary conditions, the matrix $M$ have the form (see Eq. B.1 and Eq. E.1):

$$M = \begin{pmatrix} \beta J & \vec{v} \\ \vec{v}^T & 0 \end{pmatrix}. \quad (F.1)$$

Using Eq. F.1, one can verify by matrix multiplication (or see [1]) that:

$$M^{-1} = \begin{pmatrix} \beta^{-1} \left[ J^{-1} - J^{-1} \vec{v} (\vec{v}^T J^{-1} \vec{v})^{-1} \vec{v}^T J^{-1} \right] & J^{-1} \vec{v} (\vec{v}^T J^{-1} \vec{v})^{-1} \\ \vec{v}^T J^{-1} \vec{v}^{-1} & -\beta (\vec{v}^T J^{-1} \vec{v})^{-1} \end{pmatrix}. \quad (F.2)$$

Note that $\langle \theta_i \cdot \theta_j \rangle$ is determined by the upper corner submatrix of $M^{-1}$ (Eq. 4.66, the rest of the elements in the matrix $M^{-1}$ correspond to $\langle \theta_i \cdot k \rangle$, which we are not interested in. Here $k$ is from the Fourier transform of the Dirac delta function in Eq. 4.26). Therefore, noticing that both $J$ and $\vec{v}$ do not depend on $\beta$, we have:

$$\langle \theta_i \cdot \theta_j \rangle = (M^{-1})_{ij} = \beta^{-1} \left[ J^{-1} - J^{-1} \vec{v} (\vec{v}^T J^{-1} \vec{v})^{-1} \vec{v}^T J^{-1} \right]_{ij} \sim T. \quad (F.3)$$

Finally, using the relation between $\langle y_i^2 \rangle$ and $\langle \theta_i \cdot \theta_j \rangle$ (Eq. 4.63), we conclude that:

$$\langle y_i^2 \rangle \sim T. \quad (F.4)$$
Appendix G

Partition Function for a Fixed Extension Ensemble

In this section, we shall derive the general expression for the partition function for a wormlike chain in a fixed extension ensemble.

By definition, the partition function is the sum of the Boltzmann weight for all the allowed configurations:

\[ Z_x = \sum_{\nu} \exp(-\beta E_{\nu}). \]  (G.1)

The average energy relates to the partition function by:

\[ \langle E \rangle = \frac{1}{Z_x} \sum_{\nu} E_{\nu} \exp(-\beta E_{\nu}) = -\frac{\partial \log Z_x}{\partial \beta}. \]  (G.2)

On the other hand, the equipartition theorem reads:

\[ \langle E \rangle = E_e(x) + \frac{D_x}{2} k_B T, \]  (G.3)

where \( E_e(x) \) is the ground state energy for the fixed extension ensemble and \( D_x \) is the degrees of freedom of the system.

Eq. G.2 and Eq. G.3 leads to a partial differential equation for \( Z_x \):

\[ \frac{\partial \log Z_x}{\partial \beta} = -E_e(x) - \frac{D_x}{2} k_B T, \]  (G.4)

the solution of which is:

\[ \log Z_x = -\beta E_e(x) - \frac{D_x}{2} \log \beta - U(x), \]  (G.5)

where \( U(x) \) is an unknown function of \( x \) whose physical meaning will be discussed below. The important point here is that \( U(x) \) is independent of the temperature \( T \).
The free energy of the fixed extension ensemble can be evaluated from the partition function:

\[ G = -k_B T \log Z_x = E_e(x) + \frac{D_x}{2} k_B T \log \beta + k_B T U(x). \]  \hspace{1cm} (G.6)

Therefore, the force extension relation is:

\[ F = \frac{\partial G}{\partial x} = \frac{\partial}{\partial x} [E_e(x) + k_B T U(x)]. \] \hspace{1cm} (G.7)

This relation tells us that the area \( A(x) \) below the force-extension curve, up to an unknown constant is:

\[ \beta A(x) = \beta E_e(x) + U(x) + C_0(T). \] \hspace{1cm} (G.8)

Plugging the above equation back to Eq. G.5, we obtain:

\[ \log Z_x = -\frac{D_x}{2} \log \beta - \beta A(x) + C_0(T). \] \hspace{1cm} (G.9)
Appendix H

Theory for the 2D Chains

Let \( \hat{t}(s) \) be the tangent vector of a 2D chain along the arc length \( s \). In a standard reference diad \( \{ \hat{e}_1, \hat{e}_2 \} \), the tangent vector can be expressed as:

\[
\hat{t}(s) = [ \cos \theta, \sin \theta ],
\]

where \( \theta(s) \) is the angle formed between \( \hat{t}(s) \) and \( \hat{e}_1 \). Here \( \hat{e}_1 \) is chosen to be the direction of the axis of the microchannel.

The energy of the 2D chain consists of the bending, confinement and potential energies and can be written as:

\[
E = \int_0^L \left[ \frac{K(s)}{2} \left( \frac{d\theta}{ds} \right)^2 + \frac{\Xi(s)}{2} y^2 \right] ds - F x(L). \tag{H.2}
\]

To use the Gaussian integral method, we discretize the chain into \( 2N \) segments, and denote the tangent angle with respect to the \( \hat{e}_1 \) axis for each segment as \( \theta_i \) \( (i = 1, 2, \ldots, 2N) \). The energy of the chain depends not only on these \( 2N \) configurational angles but also on where the chain is located inside the channel. A chain located close to the channel wall would have higher energy than one with the same \( \{ \theta_i \} \) but located at the center of the channel.

To take this into account, we denote \( y_N \) as the \( y \) coordinate of the midpoint of the chain, and the energy of the discretized chain can be written as:

\[
\text{The configuration of the chain is characterized by these } 2N \text{ angles and the } y \text{ coordinate of the midpoint of the chain.}
\]

The internal section we are interested in is \( i \in [p, q] \). Then Eq. H.2 becomes a quadratic expression in terms of \( \theta_i \):

\[
E = \sum_{i=1}^{2N} a_i \theta_i^2 - 2 \sum_{i=1}^{2N-1} \kappa_i \theta_i \theta_{i+1} + \sum_{m=1}^N \sum_{n=1}^N \Theta_{m,n} \theta_m \theta_n - 2 \sum_{i=1}^N \Theta_{0 \theta_i} \theta_i + 2 \sum_{i=p+1}^{q+1} \Theta_{0 \theta_i} \theta_i + \Theta_{0 \theta_0}^2 - F L, \tag{H.3}
\]

where

\[
\kappa_i = \begin{cases} 
0 & (\text{if } i = 0 \text{ or } 2N) \\
K_i/(2l) & (\text{else}) 
\end{cases}
\]

\[
a_i = \kappa_{i-1} + \kappa_i + f \tag{H.4}
\]
The partition function of the virtual system can be evaluated as:

\[ Z = \exp \left( - \frac{E_0}{k_B T} \right) \int \exp \left( - \frac{\vec{\theta}^T \mathbf{M} \cdot \vec{\theta}}{k_B T} \right) d\vec{\theta} = \exp \left( - \frac{E_0}{k_B T} \right) \cdot \left( \frac{k_B T \pi}{{\sqrt{\det \mathbf{M}}}} \right)^{N/2} \]

(H.5)

The free energy of the system is therefore:

\[ G = E_0 - \frac{N k_B T}{2} \log(k_B T \pi) + \frac{k_B T}{2} \log \det \mathbf{M}. \]  

(H.6)

The angle fluctuation is:

\[ \langle \theta_i \theta_j \rangle = \frac{\int (\theta_i \theta_j) \exp \left( - \frac{\vec{\theta}^T \mathbf{M} \vec{\theta}}{k_B T} \right) d\vec{\theta}}{\int \exp \left( - \frac{\vec{\theta}^T \mathbf{M} \vec{\theta}}{k_B T} \right) d\vec{\theta}} = \frac{k_B T}{2} \left( \mathbf{M}^{-1} \right)_{ij} \]

(H.7)
Appendix I

Relation Between the End-to-end Extension $\langle x \rangle$ and Channel Width $D$ for Wang and Gao’s Theory

For a strongly confined DNA under force $F$, the total extension $\langle x \rangle$ as a function as $F$ and $\Xi$ (stiffness of the effective confinement potential) is found to be [3]:

$$\langle x \rangle = L - \frac{k_B T L}{2\sqrt{\kappa}} \frac{1}{\sqrt{F + 2\sqrt{\Xi(D)^2}\kappa}},$$

(I.1)

where $\kappa$ is the bending modulus of the polymer, $\Xi$ relates to the channel width $D$ in the following way:

$$\Xi = \frac{c^4}{4} \left( \frac{k_B T}{\kappa^{1/4} D^2} \right)^{4/3},$$

(I.2)

and $c = 2.5$ is a constant for a cylindrical channel [3]. Setting $F = 0$ and plugging Eq.I.2 into Eq.I.1, we obtain:

$$\langle x \rangle = L \left[ 1 - \frac{1}{5} \left( \frac{D}{\xi_p} \right)^{2/3} \right].$$

(I.3)
Appendix J

Fluctuation for Short Internal Segments

The fluctuation for short internal segments is expected to be in the de Gennes’ moderately confined regime. In Fig. J.1, we plot the internal fluctuation profiles for short segments with $\langle x \rangle < 10\mu$m for 4 different sets of DNA: (1) $\lambda$ DNA, (2) T4 DNA, (3) fragmented T4 DNA and (4) BAC DNA. Note that here we not only have short DNA, like $\lambda$ DNA, but also long DNA like T4 and BAC DNA, but we discuss only the short internal segments on them in this section. The results for all the 4 sets of DNA are almost identical, and they all match with de Gennes’ theory with NO fitting parameters. This result suggests that for all internal segments with $\langle x \rangle \leq 10\mu$m, irrespective of the sequence and length, de Gennes’ theory works.
Figure J.1: $\sigma$ versus $\langle x \rangle$ profile for the $\langle x \rangle \leq 10\mu$m region. Fluctuation of short internal DNA segments from different sources matches with de Gennes’ theory with NO fitting parameters.
Appendix K

Heterogeneity on the Backbone of DNA

In experiments, we observe heterogeneity in the intensity profile of the YOYO-1 dye along the backbone of the DNA (Fig. K.1), which can be evidence for the formation of local folded structures. For the left figure of Fig. K.1, in the intensity profiles corresponding to 0s and 1.6s, localized peaks are clearly apparent (Fig. K.1). These localized peaks could represent the deGennes’ blobs or local folded structures. On the other hand, regions of uniform intensity could correspond to DNA in the Odijk regime. Heterogeneity in the DNA backbone fluorescence intensity is also shown in the right figure of Fig. K.1. This figure shows two internal labels coming together, which is evidence for formation of local folded structure. Although these images gives us a visual picture of DNA confined to a nanochannel, we believe that the two-peak probability distributions shown in the main text provide much stronger evidence of the transition between the deGennes’ and Odijk regimes than the fluorescence intensity profiles.
Figure K.1: (A) The backbone intensity images of a confined DNA fragment (~34µm) stained with YOYO-1 iodide in a 80nm×130nm channel. The images are recorded at time interval of 1.6s. From the heterogeneity of the intensity profile, we infer that there exist some local structures on the backbone. (B) Images of the time series (8 seconds) of a T4 DNA fragment (~32µm). The backbone of the DNA is shown in red and the internal dyes are shown in green. The region with high fluorescence density is the area with local folded structures. The green traces are the trajectories of internal dye labels in the time series. This image shows two internal dyes coming together, which is evidence of formation of local folded structures.
Appendix L

Total Extension versus $L$ Relation

As another evidence that the deflection theory works for segments with $\langle x \rangle \gtrapprox 10\mu m$, we measure the end-to-end extension for DNA with different lengths (but with mean end-to-end extension greater than 10 microns) in a $60\text{nm} \times 100\text{nm}$ channel and plot the result against the contour length (Fig. L.1). A linear relation is found with a fitting result of $\langle x \rangle = 0.5L$. This is consistent with the deflection theories (formulae shown below), which, with numerical values plugged in, gives $\langle x \rangle \approx 0.7L$.

$$\frac{\langle x \rangle}{L} \approx 1 - \alpha_0 \left( \frac{D}{\xi_p} \right)^{2/3}, \quad \alpha_0 = 0.17, \quad \text{(Odijk, [4])} \quad \text{(L.1)}$$

$$\frac{\langle x \rangle}{L} = 1 - \frac{1}{5} \left( \frac{D}{\xi_p} \right)^{2/3}, \quad \text{(Wang and Gao, [3])} \quad \text{(L.2)}$$
Figure L.1: Mean end-to-end extension $\langle x \rangle$ versus contour length $L$ of confined DNA in a 60nm×100nm channel. The fitting result is $x = 0.5L$, which is consistent with the prediction of the Odijk deflection theory: $x = 0.7L$. 
Appendix M

Distribution of Extension in the Deflection Regime

The force-extension relation for a 3D confined chain in Odijk’s regime is given in Eq.1.1 [3].
Since \(dG = -xdF\), we can integrate Eq.1.1 to obtain the free energy \(G = G(F,T)\):

\[
G = - \int x dF
\]

\[
= - \int \left[ L - \frac{k_B TL}{2\sqrt{K}} \frac{1}{\sqrt{F + 2\sqrt{\Xi K}}} \right] dF
\]

\[
= \left( \frac{k_B TL}{4K} \right)^2 \frac{2x - L}{(L - x)^2} + \text{const}
\]

This is the free energy in a fixed force ensemble, i.e. \(G(F,T) = E - TS - Fx\).

We need the free energy in a fixed extension ensemble. Therefore:

\[
G(x,T) = G(F,T) + Fx
\]

\[
= \left( \frac{k_B TL}{4K} \right)^2 \frac{1}{L - x} - 2\sqrt{\Xi K} x + \text{const}
\]

Denote \(\rho = x/L\), then the free energy is:

\[
\frac{G(\rho,T)}{k_BT} = \frac{A}{1 - \rho} - B\rho + \text{const},
\]

where

\[
A = \frac{L}{4\xi_p}, \quad B = \frac{4c^2 \xi_p^{1/3} L}{D^{4/3}}, \quad c = 1.1
\]

Therefore, the probability distribution is:

\[
P(\rho) = P_0 \exp \left[ B\rho - \frac{A}{1 - \rho} \right]
\]

with \(A, B\) given in Eq. M.7 and \(P_0\) being the normalization constant.
Appendix N

Results of Entropy-induced Migration Derived from the Sackur-Tetrode Equation

The conclusions drawn from the random walk model in the main text can be understood from a different point of view by considering the heat production rate of the system. In this section, we show that exactly the same results can be re-derived using the Sackur-Tetrode formula for the entropy of ideal gases.

Again, we imagine $N$ particles diffusing on the $z$ axis. In any infinitesimal interval $dz$, there are $NP(z)dz$ number of particles, where $P(z)$ is the particle density distribution. Using the Sackur-Tetrode formula [5], the entropy at position $z$ can be written as:

$$S(z) = NP(z)k_B \log \left[ \frac{V(z)}{h^3} \left( \frac{2\pi mk_B T}{h} \right)^{3/2} \right] - NP(z)k_B \log [NP(z)] + \frac{5}{2} NP(z)k_B,$$

(N.1)

where $h$ is the Planck constant and $m$ is the mass of an individual particle. Note that the second term on the right-hand-side is the Boltzmann entropy for a probability distribution $P$, arising from the Gibbs’ correction to the entropy of an ideal gas and will eventually lead to pure diffusion, as we shall show later.

Heat production rate of the system can be evaluated using Eq. N.1, conservation of mass: $P_z = -J_z$, and integration by parts with boundary conditions $J(\pm\infty) = 0$. The result turns out to be:

$$\dot{Q} = T \frac{\partial}{\partial t} \int_z S(z) dz$$

(N.2)

$$= Nk_B T \int_z \left[ \frac{d (\log V)}{dz} - \frac{\partial P/\partial z}{P} \right] J dz.$$

(N.3)

On the other hand, heat generation can be evaluated using the local power
density [6]: 

\[ w = P \left( \xi J/P \right) \left( J/P \right) = \xi J^2/P: \]

\[ \dot{Q} = N \int_z \frac{\xi J^2}{P} \, dz. \]  

(N.4)

A comparison between Eq. N.3 and Eq. N.4 yields:

\[ J = -D \frac{\partial P}{\partial z} + \frac{-dG/dz}{\xi} P, \]  

(N.5)

where \( dG = -k_B T d \left( \log V \right) \) has been used as the gradient of the free energy for a single particle under the condition that temperature is a constant [5]. This result agrees exactly with the one obtained from the microscopic model (Eq. 8.4). Plugged into the mass conservation law, Eq. N.5 gives the evolution law for \( P(z, t) \) shown in Eq. 8.2. We note that the first term in Eq. N.5 is pure diffusion and it comes from the Boltzmann entropy for a probability distribution \( P \) in Eq. N.1.

Compared to the random walk model, the theory discussed here considers the problem from a different point of view. Here a non-uniform entropy/free energy landscape causes heat production when a particle flux sweeps through. This contributes to the system as a source of heat. The framework for this model has been used to derive equations for thermal diffusion problems where a temperature gradient drives the diffusion of ideal gas [6]. Here we have used it for diffusion in an entropy-varying landscape.
Appendix O

Transverse Size of a Strongly Confined Polymer

Given a polymer under uniform stretch $\lambda = \partial z / \partial s$ inside a nano-channel of width $D$, we estimate the transverse displacement $R_\perp$ of the polymer in this section.

![Figure O.1](image)

Figure O.1: Given $\theta$, we find the $l$ that minimizes the energy of the confined chain.

Since the stretch $\lambda$ is uniform, for an inextensible chain, the tangent angle $\theta$ (the absolute value) is a constant along the contour. Therefore, the configuration of the polymer, modeled as a chain of links, is piece-wise linear, as shown in Fig. O.1. There is only one free parameter for this configuration: $l$ which is the length of each piece-wise linear segment. Below, we find $l_{\text{min}}$ that minimizes the energy of the chain, from which we can obtain the transverse displacement as a function of the stretch. The energy per unit length of the chain is:

$$E = E_b + E_c + E_p = \frac{2K_b \theta^2}{l^2} + \frac{\Xi \theta^2}{24} l^2 + \frac{1}{2} f \theta^2,$$  \hspace{1cm} (O.1)

where $K_b$ is the bending energy, $\Xi$ is the quadratic confinement potential [3], and $f$ is the applied force. The $l_{\text{min}}$ that minimizes this energy is:

$$l_{\text{min}} = \left( \frac{48 K_b}{\Xi} \right)^{1/4}. \hspace{1cm} (O.2)$$

Plugging in the relation between $\Xi$ and $D$ [3], we have the scaling relation: $l_{\text{min}} \sim p^{1/3} D^{2/3}$, which agrees exactly with the prediction of Odijk and that of Burkhardt [4, 7, 8].
For the transverse displacement at the nodes (Fig. O.1), we have: \( R_\perp = \sin \theta l/2 + a_0 \cos \theta \), where \( a_0 \) is the effective width of the DNA molecule without fluctuation. Therefore, the transverse displacement \( R_\perp \) that minimizes the energy is:

\[
R_\perp = a_0 \frac{\partial z}{\partial s} + \left( \frac{3K_b}{\Xi} \right)^{1/4} \sqrt{1 - \left( \frac{\partial z}{\partial s} \right)^2}.
\] (O.3)

When \( \partial z/\partial s = 1 \), there is no thermal fluctuation, so the minimizer \( R_\perp = a_0 \), as expected. Plugging in the relation between \( \Xi \) and \( D \) [3], we obtain:

\[
R_\perp = a_0 \lambda + 0.7445 \left( pD^2 \right)^{1/3} \sqrt{1 - \lambda^2}.
\] (O.4)
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