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Abstract

There are several applications in robotics and manufacturing in which nominally rigid objects are subject to multiple frictional contacts with other objects. In most previous work, rigid body models have been used to analyze such systems. There are two fundamental problems with such an approach. Firstly, the use of frictional laws, such as Coulomb’s law, introduce inconsistencies and ambiguities when used in conjunction with the principles of rigid body dynamics. Secondly, hypotheses traditionally used to model frictional impacts can lead to solutions which violate principles of energy conservation. In this paper these problems are explained with the help of examples. A new approach to the simulation of mechanical systems with multiple, frictional constraints is proposed which is free of inconsistencies.

1 Introduction

1.1 Background

In many high speed processes involving manufacturing equipment or robots several bodies will undergo multiple, concurrent, dynamic frictional contacts. Examples in an industrial setting arise in part feeding systems where a component is fed, typically at high speeds, along guides or rollers, and in the process, experiences multiple impacts with surrounding rigid bodies before arriving at its final destination. It is important to determine the orientation and position of the component at the final position and to optimize the process with respect to predetermined objectives. In automatic assembly of mechanical components [1-3,23,39], for example, the insertion of a peg into a hole, there are several configurations in which the peg can contact the hole or the slot [73]. If this operation must be performed rapidly, it is of interest to predict the behavior of the system under different operating conditions for all possible configurations. In robot systems such as multifingered grippers, multi-arm systems, or multi-legged walking vehicles, several limbs are used to constrain and
manipulate an object [11,38,62,78]. In all these examples the occurrence of multiple, frictional contacts complicates the dynamic analysis and the simulation (the prediction of motion given the external forces and moments on the system).

1.2 Previous work

There is an extensive literature on analytical methods for dynamic simulation of mechanical systems, automatic generation of the equations of motion for complex mechanisms and computer aided methods for analysis [15,24,25,40,53,66,72]. In most of these works, the emphasis is on the dynamics of mechanical linkages which, for the most part, are characterized by bilateral, holonomic constraints [35,60].

There is much less literature about systems in which there are multiple contacts between rigid bodies. The constraints that are arise in such situations are called unilateral constraints [35,74] because the contact forces (and relative displacements) can be defined so that they are non-negative. The contacts are intermittent - an active constraint can become passive or inactive, while an inactive constraint can become active. Such an event changes the behavior of the system - the number of kinematic constraints and therefore, the number of degrees of freedom of the system is changed, the dimension of the constraint manifold is different and the governing system of differential equations changes. Hence, we use the term changing topology [19] to capture the essence of such systems.

In the event of a passive constraint becoming active, the change is generally accompanied by an impact which is characterized by impulsive forces. The first systematic study of impact between two bodies with friction dates back to Routh's work [61] in 1891. Since his treatise, very little has been done in terms of understanding rigid body impacts with friction. More recently, the emphasis on computer oriented approaches to analysis and dynamic simulation of systems (including systems with impacts) [24,75,76] rekindled the interest in mechanical systems with unilateral constraints [8,34,71]. Featherstone [16], Lötstedt [42] and Mason and Wang [47] pointed out some of the inconsistencies which arise when rigid body models are used with Coulomb's empirical law of friction [60]. For example, if we consider the simulation of a rod sliding along a rough ground in a plane with a single contact, there are configurations in which no solutions (that are consistent with the constraints) exist\(^1\), and others in which the solution is not unique. Duvaut and Lions explored the existence and uniqueness issues with deformable bodies in static contact [14].

Because of the complexity encountered in the dynamic simulation of systems with multiple contacts, there has been considerable interest in quasi-static simulations wherever it can be

---

\(^1\)This is explained with the help of an example in Section 3.3.
justified. A quasi-static simulation of the "peg in the hole" operation in order to study the effect of remote center compliance is presented in [74] and formulation of the minimum power principle for quasi-static simulation is described in [56]. Similar studies can also be found in robot grasping [11,62], motion planning [12,27] and pushing operations [46]. Screw system theory has facilitated the modeling of multiple spatial constraints for the quasi-static analysis of assembly operations [51,70] and robotic grasps [36,37,62].

Computer simulation of mechanical systems has generated considerable interest in the computer graphics community. For the most part, the emphasis has been on realistic graphical displays rather than on accurate simulation of the behavior of the system. For example, see References [4,5,58].

1.3 Organization

In this paper, two key problem areas in the dynamics of rigid bodies with multiple frictional contacts are solved. First, the modeling of rigid body collisions is addressed. Second, an accurate model that will predict the contact forces (normal and frictional) is sought. The emphasis here is on correct phenomenological and quantitative modeling. In the next section, we describe existing impact models and some of the difficulties that may arise when they are used. In Section 3, we address the problem of determining contact forces (in the absence of impacts) and demonstrate that the use of Coulomb's frictional law with the rigid body assumption may result in inconsistencies or ambiguities. Next, our dynamic model of mechanical systems is described in which the compliance at each contact is incorporated. This approach is attractive because it is free of inconsistencies and because any material property can be incorporated into the model. We illustrate this with the help of a simple example.

2 Rigid Body Collisions

2.1 Introduction

When two objects collide with one contact as shown in Figure 1, the principle of impulse and momentum provides the following relations:

\[ M_1(\vec{v}_{1x} - \vec{V}_{1x}) = P_x \]  \hspace{1cm} (2.1a)
\[ M_1(\vec{v}_{1y} - \vec{V}_{1y}) = P_y \]  \hspace{1cm} (2.1b)
\[ I_1(\omega_1 - \Omega_1) = r_{1y}P_x - r_{1x}P_y \]  \hspace{1cm} (2.1c)
\[ M_2(\vec{v}_{2x} - \vec{V}_{2x}) = - P_x \]  \hspace{1cm} (2.1d)
\[ M_2(\vec{v}_{2y} - \vec{V}_{2y}) = - P_y \]  \hspace{1cm} (2.1e)
\[ I_2(\omega_2 - \Omega_2) = r_{2x}P_y - r_{2y}P_x \]  

(2.1f)

where \( \bar{V} \) and \( \bar{v} \) are the initial and terminal velocities of mass center, respectively. Similarly, \( \Omega \) and \( \omega \) are initial and terminal angular velocities of mass center, \( P_y(t) \) and \( P_x(t) \) are the normal and tangential impulses. \( r_1 \) and \( r_2 \) are as shown in the figure, and \( M_1, M_2, I_1 \) and \( I_2 \) are the masses and moments of inertia for the two bodies. There are six equations and eight unknowns (six velocity components and two impulses).

Two more equations are required in order to solve this problem. One equation is obtained from the friction model. For example, using Coulomb's law of friction, according to Routh [61], the tangential impulse is related to the normal impulse by

\[ \frac{|dP_x|}{dP_y} \leq \mu \]  

(2.2)

If sticking occurs, the relative velocity at the point of contact is zero and if the two bodies slide over one another, the equality in (2.2) holds. Now we have seven equations in the eight unknowns. The indeterminacy is resolved by hypothesizing a model for the impact. Several impact hypotheses for rigid body collisions are discussed in Section 2.3.

---

**Figure 1** Collision between Two Rigid Bodies
2.2 The velocity-impulse diagram

Consider the collision between two rigid bodies. With all possible values of normal impulse, \( P_y \), relative sliding and compressive velocities, \( S \) and \( C \), there are five possible cases of impact [23,71]. They are (a) sliding and reverse sliding in compression phase; (b) sliding and reversed sliding in restitution phase; (c) sliding and sticking in compression phase; (d) sliding and sticking in restitution phase; and (e) forward sliding. Here \( S = v_{1x} - v_{2x} \) and \( C = v_{1y} - v_{2y} \) as shown in Figure 1.

Figure 2 The Velocity-Impulse (V-P) Diagram for Impacts
Velocity-impulse (V-P) diagrams for the five cases are shown in Figure 2. In each case the relative velocity components are initially $S_0$ (tangential) and $C_0$ (normal). At the end of the impact, these velocities are $S_f$ and $C_f$ respectively. $P_{YT}$ is the total normal impulse. $P_{YS}$ is the impulse at which the relative tangential motion stops after which either a reversal of sliding (Cases (a),(b)) or sticking (Cases (c),(d)) can occur. $P_{YC}$ is the value of impulse at which the relative normal velocity becomes zero and the compression phase ends. This is followed by the restitution phase. Any impact model should be capable of predicting $P_{YT}$, $P_{YC}$ and $P_{YS}$ whereupon, Equation (2.2) can be used to obtain the tangential component of impulse.

2.3 Impact Hypotheses

In this section we briefly discuss three different impact models that have been used by previous researchers. In the next subsection, we reject two such models on the grounds that they appear to violate energy conservation principles while a third model appears to be free of such problems.

Newton's Kinematic Hypothesis

Newton's law of impact states that the ratio of normal relative velocity at the contact point after impact to the same velocity before impact is equal to $e$, the coefficient of restitution. Therefore in the V-P diagram, the coefficient of restitution can be defined as

$$e = \frac{C_f}{C_0}$$  \hspace{1cm} (2.3)

Poisson's Impulse Hypothesis

A discussion of Poisson's hypothesis that can be found in [61,35]. It states that the impulse in the restitution period is $e$ times that in the compression period. That is,

$$e = \frac{(P_{YT} - P_{YC})}{P_{YC}}$$  \hspace{1cm} (2.4)

More recently, Wang and Mason [71] used Poisson's hypothesis and Routh's graphical technique to develop a systematic method for analyzing impact problems. The approach in Han and Gilmore [23] and Keller [34] is similar. The work in [34] is more general in the sense that it is applicable to three dimensional examples. Wang and Mason [71] advocate the principle of constraints [35] which allows for impulses if (and only if) it is not possible to satisfy constraints with finite forces. This in turn allows tangential impulses even in situations without impact. Although such impulses are not based on any physical laws, their use is attractive from a mathematical viewpoint since they offer a solution to anomalies that arise in rigid body mechanics, such as the inconsistency in the sliding rod problem.
Energy Hypothesis

Stronge [69] develops a new hypothesis for modeling frictional impacts which he calls the internal dissipation energy hypothesis. The coefficient of restitution is defined as the square root of the ratio of the energy released at the contact during restitution to the energy absorbed by deformation during compression. In this definition, the energy lost entirely represents only internal energy dissipation. If the tangential compliance of the contact is negligible, this is determined directly from the work done by the normal component of the impulse force.

In all these three models, it is possible to obtain analytical expressions for $P_yT$, $P_yC$ and $P_yS$ based on two parameters $\mu$ and $e$ and the initial conditions $S_0$ and $C_0$. These expressions are complicated and therefore relegated to an appendix (Appendix 1). In each case, the energy dissipation during the collision can be calculated. It is the negative of the work done by the impulses,

$$D = -\int v \cdot dP$$

(2.5)

There is a fourth approach in the literature. Brach [8] treats impacts with tangential impulses in a somewhat different manner. The normal velocity components are determined through Newton's law using a hypothesized coefficient of restitution, while the tangential components are determined by frictional impulses. The ratio of tangential to normal impulses is such that it is less than

(a) the coefficient of dry friction (Coulomb's coefficient of friction)

(b) a critical value above which the tangential component of relative velocity is reversed

(c) a maximum value at which the energy loss is zero (for all values above this value, the energy loss is negative, and therefore inadmissible)

It can be shown that the energy hypothesis is the only model which ensures that the energy loss from sources other than friction is non-negative, and is zero when $e = 1$. This is demonstrated in Section 2.4 with the help of an example. Although the resulting analytical expressions are somewhat more complicated, this approach is most satisfying. A critical review of the first two hypotheses is also found in Reference [77].

2.4 Example

The classical example of a rigid rod contacting the ground (a rigid flat surface) as shown in Figure 3, is used in this paper. The rod's initial orientation is $\theta = 45$ degree, and the initial angular velocity is zero. The rod has unit mass and unit length. Note that $I_1 = 1$, moment of inertia $I_1 = \frac{1}{12}$, static friction coefficient $\mu_s = -0.6$. If the initial tangential velocity ($S_0$) is 0.6 and compressive velocity ($C_0$) is -1.0, then it can be shown that reversed sliding on
compression (Case (a)) occurs for $\mu < 0.6$ while sticking on compression (Case (c)) occurs for $\mu > 0.6$.

The solutions are shown in Figure 3 using Routh's graphical technique [61,71]. The arrows indicate the increase in normal and tangential impulses (from zero) during the collision process. Of course, the whole process occurs over a very short time interval. Since the bodies slide over each other at the beginning of impact, the impulse will develop along the line of limiting friction, $F$. This line satisfies the extension of Coulomb's law of impulse: $dP_x = \mu dP_y$. The impulse increases to the point at which the relative tangential velocity becomes zero (the point of intersection of $S$ and $F$). If $\mu > 0.6$, the impulse increment will follow the line of sticking, $S$, this is the line when $S=0$. This is case (c). On the other hand, if $\mu < 0.6$, the increment will follow the dash line, the line of reversed sliding, $RF$. This is case (a). Line $C$ represents $C=0$.

![Figure 3 The Falling Rod Example](image)

![Figure 4 Energy Dissipation during a Collision](image)
Consider, for example, Case (a), sliding and reverse sliding in compression phase. The dissipation energy is plotted with respect to the coefficient of restitution in Figure 4. D is the total dissipation energy while $D_n$ is the dissipation calculated by using the normal velocity and impulse components only. In both plots the dissipation energy is normalized using the dissipation for the $e=0$ case. We can see that the kinematic hypothesis results in negative dissipation (that is, an energy gain) for large $e$. On the other hand, the impulse hypothesis predicts that the normal impulsive force does negative work even when $e=1$. In other words, when $e=1$, although $D$ is nonnegative (as expected) $D_n>0!$ Only Stronge's internal dissipation hypothesis results in a zero energy loss ($D=D_n=0$) when the coefficient of restitution $e=1$. This latter observation is not surprising because the hypothesis is derived from energy dissipation considerations. Since Stronge's internal dissipation hypothesis does not violate the energy conservation law, it is preferable to the other two hypotheses. However it should be noted that it is only a hypothesis and is not derived from any law of physics.

3 Simulation with Rigid Body Models
3.1 Formulation

Consider a mechanical system with rigid bodies in a $d$-dimensional space ($d = 3$ for planar and 6 for spatial systems). Let $q$ be the vector of $n$ generalized coordinates for the system. The mechanical system can be described by a set of nonlinear coupled differential equations:

$$M \ddot{q} + c(q, \dot{q}) = f + G\lambda \quad (3.1)$$

where $M(q)$ is a symmetric, positive definite $n \times n$ inertia matrix with masses and moments of inertia of the different bodies, $c$ is a $n \times 1$ vector including inertial forces that are nonlinear function of the velocities (for example, centrifugal and Coriolis forces), $f$ is a $n \times 1$ vector of external forces, $\lambda$ is the $k \times 1$ vector of multipliers or constraint forces, and $G$ is a $n \times k$ Jacobian matrix whose columns represent the directions of the $k$ constraints.

We assume, for convenience, that the holonomic (bilateral) constraints have been eliminated so that $q$ represents a minimal set of generalized coordinates, such that $M$ is nonsingular [28,54,60,72]. Of course if a larger set of coordinates is used, the constraint forces due to the bilateral constraints appear explicitly as multipliers in (3.1). Since simulation of bilaterally constrained dynamic systems has been extensively studied [15,25,53,66], this subject is not discussed any further here. Finally, we restrict the treatment here to planar systems. The basic concepts are applicable to spatial systems although the level of complexity of the equations increases in a six dimensional space.
We allow for \( m \) unilateral constraints. The solution to (3.1) must satisfy the system of \( m \) unilateral (one-sided) constraints,

\[
\Phi(q) \geq 0
\]

(3.2)

where \( \Phi = [\phi_1 \phi_2 \ldots \phi_m]^T \). In additional, there may be \( l \) non-integrable, nonholomic constraints that have one of the following two forms:

\[
k(q) \dot{q} = 0
\]

(3.3)

\[
\Psi(q) \dot{q} \geq 0
\]

(3.4)

In this paper we assume that such constraints are absent and we focus on one-sided constraints as in Equation (3.2). Denote the set of active constraints by \( A \). We assume that \( k \) of the \( m \) constraints in (3.2) are active.

Consider first the case of frictionless point contacts. If \( \lambda_i \) denotes the constraint force or the multiplier corresponding to \( \phi_i \),

\[
\phi_i \geq 0, \lambda_i \geq 0, \phi_i \lambda_i = 0, \quad i = 1, 2, \ldots, m
\]

(3.5)

The Jacobian matrix is determined by the \( k \) active constraints:

\[
G = [g_1 \ g_2 \ \cdots \ g_k]
\]

where

\[
g_i = \left[ \frac{\partial \phi_i}{\partial q_{i1}} \ \frac{\partial \phi_i}{\partial q_{i2}} \ \cdots \ \frac{\partial \phi_i}{\partial q_{ik}} \right]^T
\]

In a simulation problem, the state \( (q, \dot{q}) \) and external forces are given, and therefore in Equation (3.1), \( c, M, \) and \( f \) are known quantities. The objective is to find \( \dot{q} \) and if possible, \( \lambda \). It is convenient to lump the known vectors, \( c \) and \( f \), into a single vector \( b \) and rewrite (3.1):

\[
M \ddot{q} = b + G\lambda, \quad \lambda \geq 0
\]

(3.6)

If all the \( k \) constraints in \( A \) remain active and \( A \) remains unchanged through a finite time interval (that is, there are no transitions from "contact" to "no contact", or the other way around), the relative velocity \( \zeta_i \) and the relative acceleration between the contacting bodies at the contact point vanishes.

\[
\zeta_i = g_i^T \dot{q} = 0 \quad \text{and} \quad \eta_i = g_i^T \ddot{q} + g_i^T \dot{q} = 0
\]

(3.7)

or,
Substituting from (3.7), we get
\[ \eta = [\eta_1 \ \eta_2 \ldots \ \eta_m]^T = G^T \dot{q} + \dot{G}^T \dot{q} = 0 \] (3.8)

If the constraints are linearly independent (which implies \( \text{rank}(G) = k < n \)), the constraint force vector, \( \lambda \), can be obtained from (3.9) and \( \ddot{q} \) can be obtained by substituting for \( \lambda \) in (3.6). If they are linearly dependent, \( \mathbf{w} = G\lambda \) (n unknowns) can still be obtained by solving the k dependent equations in (3.8) [43], but \( \lambda \) cannot be determined uniquely. In this latter case, the system is statically indeterminate. Nevertheless, it is possible to substitute for \( G\lambda \) in (3.6) and solve for \( \ddot{q} \).

### 3.2 Changes in Topology

So far we assumed there are no changes in the constraints and the constraints are frictionless. We now proceed to relax these assumptions.

**Active unilateral constraint becomes inactive**

If a previously active constraint \( \phi_i \) becomes inactive at time \( t_0 \), the corresponding constraint force \( \lambda_i \) must vanish. In other words,
\[ \lambda_i \ \phi_i = 0 \] (3.10)

Assume that all constraints are active from \( t = 0 \) to \( t = t_0 \). Since \( \phi_i(q) > 0 \) at \( t_0 \), there must be small intervals \( \Delta t_1 \) and \( \Delta t_2 \) (\( 0 < \Delta t_1 < \Delta t_2 \)) such that
\[
\begin{align*}
\zeta_i &= 0 \text{ for } 0 < t \leq t_0 - \Delta t_1, \\
\zeta_i &= 0 \text{ for } t_0 - \Delta t_1 < t \leq t_0 \\
\eta_i &= 0 \text{ for } 0 < t \leq t_0 - \Delta t_2, \\
\eta_i &= 0 \text{ for } t_0 - \Delta t_2 < t \leq t_0
\end{align*}
\]

Differentiating (3.10) and recognizing that \( \phi_i \) and \( \zeta_i \) are zero in the interval \( 0 \leq t \leq t_0 - \Delta t_2 \):
\[ \lambda_i \ \zeta_i = 0, \quad \lambda_i \ \eta_i = 0 \] (3.11)

Therefore, in a finite time interval \( 0 \leq t < t_0 \), if no passive constraints become active, but we allow for the possibility of active constraints becoming passive at \( t_0 \), then for each of the \( k \) active constraints:
\[ \lambda^T \eta = 0, \quad \lambda \geq 0, \quad \eta \geq 0, \text{ for } 0 \leq t \leq t_0 - \Delta t_2 \]
Now, substitution of (3.6) yields:

\[ \ddot{q} = M^{-1}[b + G\lambda] \]

\[ G^T (M^{-1}[b + G\lambda]) + \dot{G}^T \dot{q} = \eta \geq 0 \]

\[ \lambda^T \eta = 0 \]

\[ \lambda \geq 0 \tag{3.12} \]

**Inactive unilateral constraint becomes active**

Consider a constraint \( i \) which does not belong to \( A \) at time \( t = 0 \) (\( \phi_i(t) > 0 \)), but at \( t = t_0 \), \( \dot{\phi}_i(t_0) = 0 \). This event is usually accompanied by \( \zeta_i(t_0) < 0 \), in which case there is an impact and therefore a discontinuity in the velocities [24,74]. Let \( t^- < t_0 < t^+ \) such that \( t^- \to t^+ \), and let \( \dot{q}(t^-) = \dot{q}^- \) and \( \zeta_i(t^-) = \zeta_i^- \). Similarly, let \( \dot{q}(t^+) = \dot{q}^+ \) while \( \zeta_i(t^+) = \zeta_i^+ \). One approach is to use an appropriate impact model (as discussed in the previous section) to model the collision\(^2\). Impact models allow impulsive constraint forces and discontinuities in the velocities. Assuming that a satisfactory model for multiple contacts is available, we can determine \( \dot{q}^+ \) from \( \dot{q}^- \). Although this is an approximate method, it is the only avenue of approach if rigid body models are used.

**Frictional constraints**

We use Coulomb’s model for friction. We refer to the multipliers for the normal forces as \( \lambda_N \) and the frictional force multipliers as \( \lambda_F \). The corresponding columns in the Jacobian, \( G \), are denoted by \( g_N \) and \( g_F \) respectively. Let the active constraint set of \( k \) constraints be divided into \( A_r \) (\( r \) rolling constraints, in which the relative tangential velocity at the contact point is zero), and \( A_s \) (\( s \) sliding contact constraints, in which the relative tangential velocity at the contact point is nonzero and the frictional force does nonzero work). The following conditions are evident for the \( s+r \) frictional constraints:

\[ \mu \lambda_{Ni} - |\lambda_{Fi}| \geq 0 \tag{3.13a} \]

\[ \zeta_{Fi}(\mu \lambda_{Ni} - |\lambda_{Fi}|) = 0 \tag{3.13b} \]

\[ \lambda_{Fi} \zeta_{Fi} \leq 0 \tag{3.13c} \]

\(^2\)Note that for a single contact, \( \zeta_i^- = [C_0 S_0]^T \) and \( \zeta_i^+ = [C_f S_f]^T \).
where,
\[ \zeta_{Fi} = g_{Fi}^T \dot{q} \quad \text{and} \quad \zeta_{Ni} = g_{Ni}^T \dot{q}. \]

In addition, if \( \zeta_{Fi} = g_{Fi}^T \dot{q} \neq 0, \)
\[ \lambda_{Fi} = \sigma_i \mu \lambda_{Ni}, \quad \sigma_i = -\text{sign} (\zeta_{Fi}) \]
else
\[ \eta_{Fi} = g_{Fi}^T \dot{q} + g_{Fi}^T \ddot{q}, \quad \eta_{Fi}(\mu \lambda_{Ni} - |\lambda_{Fi}|) = 0 \quad i = 1, 2, \ldots, r+s \] (3.13d)

In summary, simulation involves solving (3.12) for problems with frictionless constraints. For frictional contacts, (3.12) must be solved with the constraints in (3.13), but the formulation is similar. While there is no difficulty with solving (3.12) by itself, the constraints in (3.13) introduce problems. In the next subsection, we present an example which illustrates a potential problem with frictional contacts.

### 3.3 An Example with Inconsistencies

Consider the well known peg-in-the-hole insertion problem and a situation in which the axis of the peg and the axis of the hole are misaligned by a small angle of \( \theta \) as shown in Figure 5. We assume that the hole has a chamfer (indicated by the angle \( \alpha \) in the figure). This discussion is on the dynamic simulation while the example in Figure 1 considers only the two-point contact stage [73].

A similar situation arises in the classical problem of a ladder (rod) being supported against a wall (Figure 6). Here the wall is inclined at an angle \( \theta \) to the floor. Again we have a two point contact as in Figure 5 (although \( \theta \) is shown much large in Figure 6). The free-body diagram is also shown in Figure 6. Here \( C \) is the midpoint of the rod (as also the midpoint of the segment AB in Figure 5), but not necessarily the center of mass of the rod or the peg. The external forces on the rigid body (including the velocity dependent inertial terms) are lumped together with the vector \( b \) (components \( b_x, b_y, \) and \( b_\beta \)). The motion of the rigid body is described by Equation (3.12), where \( q = [x \ y \ \beta]^T \). Let \( \dot{q} \) be such that two contacts are maintained and the angular velocity of the peg is clockwise, that is, \( \dot{\beta} < 0 \) (this is required if the peg must be assembled properly). Therefore, the frictional forces have the direction shown in Figure 6.

The Jacobian matrix is easily found from Figure 5 (or 6):
\[ g_{N1} = \{0, 1, -(l \cos \beta)\}^T, \quad g_{N2} = \{-\sin \theta, -\cos \theta, -(l \cos[\beta+\theta])\}^T \]
\[ g_{F1} = \{1, 0, l \sin \beta\}^T, \quad g_{F2} = \{-\cos \theta, \sin \theta, (l \sin[\beta+\theta])\}^T \]

Because the directions of the tangential velocities at the contact point are known (that is, \(\zeta_{Fi}^+\) and \(\sigma_i\) are known), \(G\) can be written as
\[ G = \left[ g_{N1} + \mu \sigma_1 g_{F1} \quad g_{N2} + \mu \sigma_2 g_{F2} \right] \]
or,
\[ G = \begin{bmatrix} \mu & -\mu \cos \theta - \sin \theta \\ 1 & -\cos \theta + \mu \sin \theta \\ -(l \cos \beta - \mu l \sin \beta) & -l \cos(\beta + \theta) + \mu l \sin(\beta + \theta) \end{bmatrix} \]

Substituting into the expression for \(\eta\) above, we have:
\[ \eta = A \lambda + e \geq 0, \quad \lambda \geq 0, \]
where,
\[ \lambda = [\lambda_1 \lambda_2]^T \]

\[ A = G^T M^{-1} G \]

\[ e = \begin{bmatrix} \frac{b_y - l k^2 b_\beta \cos \beta}{m} + l \dot{\beta}^2 \sin \beta \\ \frac{-b_y \cos \theta + b_x \sin \theta}{m} - l k^2 b_\beta \cos(\beta + \theta) + l \dot{\beta}^2 \sin(\beta + \theta) \end{bmatrix} \]

Let \(A = \begin{bmatrix} a & c_1 \\ c_2 & d \end{bmatrix}\), while \(e = [e_1, e_2]^T\). We consider values of \(f, M, q\) and \(\dot{q}\), such that
1. \(e_1, e_2 \leq 0\)
2. \(a, d \geq 0\)
3. \(c_1, c_2 \leq 0\)
4. \(|A| \leq 0\)
It is easy to see that it is always possible to satisfy condition 1 - for example, we let $b_\beta = 0$, $b_y < 0$, while $b_x$ is sufficiently large and positive so that $c_2$ is zero. There is a entire range of parameters that satisfy conditions 2, 3 and 4 too. For example, let $m=1$, $k=1$, $I = 1$ (with appropriate units) and $\mu = 0.4$, and consider a typical geometry, $\theta = 3$ degrees (which leads to $\beta = 73$ degrees for the example in Figure 5). For this situation, there is no $\lambda_1$ and $\lambda_2$ that yields a positive $\eta_1$ and $\eta_2$. This is shown in Figure 7a. In fact, there is a entire range of $\theta$ and $\beta$ for which these conditions are met (Figure 7b shows the variation of the determinant of $\mathbf{A}$ over a typical range of angles) and there are no solutions!
3.4 Discussion

The approach followed in Sections 3.1-3.3 is essentially the method adopted in most previous work on dynamic simulation of rigid body systems. Clearly, there are potential problems with such methods. Inconsistencies in rigid body analysis in problems with friction have been well known to Delassus, Klein, von Mises and Bouligand [7,43,47,52]. There are situations in which no solution for \( \lambda \) exist (as illustrated by the example in section 3.3), and others in which multiple solutions for \( \dot{\mathbf{q}} \) exist. More recently, Mason and Wang [47] and Featherstone [16] have also studied the inconsistencies in a rod sliding along a rough surface. Although the inconsistencies have been attributed to the approximate nature of Coulomb's law [47,52] and the inadequacy of rigid body models, no clear explanation has been found.
4 Contact Compliance

4.1 Background

Although rigid body models work very well for mechanical systems with bilateral constraints, they are not adequate for modeling contacts in systems with unilateral constraints. It is productive to model the compliance at each contact in such systems. The main benefit of this approach is that it allows small deformations at each contact and because of this, the problem of static indeterminacy is automatically resolved.

There are several approaches to modeling the contact compliance depending on the material properties and the geometry of the contacting surfaces. In this paper, we consider an example in which two elastic bodies come into contact. We make the realistic assumption that the contact deformations are small so that principles of linear elasticity are applicable. Further these deformations are small compared to the gross motion of the contacting bodies. For each contacting surface the geometry is mathematically modeled by a second order profile. The compliance at the contact is modeled by discretizing the contact area into small elements with lumped, linear stiffnesses. The numerical work by Kalker [31], Paul [55], Johnson [30] and many others [30] in solid mechanics is relevant here.

4.2 Method

The basic approach is to discretize the contact area into \( n_e \) small elements or contact patches with lumped stiffnesses. This is not unlike a finite element model. The inertial forces due to the deformation are small and are neglected. The contact area and deformations are small compared to the gross dimensions of the contacting object. At the \( j^{th} \) contact patch for the \( i^{th} \) contact, the normal and tangential forces are \( N_{ij} \) and \( T_{ij} \) respectively. In other words,

\[
\lambda_{Ni} = \sum_{j=1}^{n_e} N_{ij} \quad (4.1)
\]
\[
\lambda_{Fi} = \sum_{j=1}^{n_e} T_{ij} \quad (4.2)
\]

The actual area of contact will be determined by the material properties and the geometry. Thus, the contact patches with nonzero forces will define this actual area.

Let \( \delta_{in} \) denote the relative rigid body displacement in the normal direction at the \( i^{th} \) contact as shown in Figure 8. Since the \( i^{th} \) constraint is \( \phi_i \), clearly \( \delta_{in} = -\phi_i \). Let the profiles of the two contacting bodies (say 1 and 2) be given by \( f^1(x) \) and \( f^2(x) \). If \( u_{1n}(x) \) and \( u_{2n}(x) \) are the deformations for the two bodies, and \( u_{in}(x_j) = u_{1n}(x_j) + u_{2n}(x_j) \),

\[
u_{in}(x_j) - \delta_{in} + f^1(x_j) + f^2(x_j) = 0, \quad N_{ik} \neq 0 \quad \text{inside the contact area}\]
\[ u_{in}(x_j) = \delta_{in} + f^1(x_j) + f^2(x_j) \geq 0, \quad N_{ik} = 0, \quad T_{ik} = 0 \quad \text{outside the contact area} \quad (4.3) \]

The displacement \( u_{in} \) (\( u_{2n} \)) is related to the pressure on body 1 (body 2) by the expression

\[ u_{1n}(x_j) = \sum_{k}^{n_e} \left[ \xi_{njk} N_{ik} + \xi_{jk} T_{ik} \right] \quad (4.4) \]

where the influence functions \( \xi_{njk} \) and \( \xi_{jk} \) are the normal displacements at the contact patch \( j \), due to a unit normal force and a unit tangential force at the contact patch \( k \) respectively. These influence functions are Green's functions [30,55] which depend on the contact geometry and the material properties.

Similarly, let \( \delta_{it} \) denote the relative rigid body displacement in the tangential direction. If \( u_{1t}(x) \) and \( u_{2t}(x) \) are the tangential deformations for the two bodies, and \( s_i(x) \) is the slip between the two contacting surfaces at \( x \),

\[ s_i(x_j) = s_{ij} = \delta_{it} - u_{1t}(x_j) - u_{2t}(x_j) \quad (4.5) \]

Of course, \( s_i(x_j) = 0 \) is indicative of no slip. If \( \gamma_{jk} \) and \( \tau_{jk} \) are the tangential displacements at the contact patch \( j \), due to a unit normal force and for a unit tangential force at the contact patch \( k \) respectively, the tangential displacement \( u_{1t} \) (and similarly \( u_{2t} \)) is given by:

\[ u_{1t}(x_j) = \sum_{k}^{n_e} \left[ \gamma_{jk} N_{ik} + \gamma_{jk} T_{ik} \right] \quad (4.6) \]

If the contact is counterformal, that is the dimensions of the contact patch remain small compared to the radii of curvatures of the undeformed surfaces, it is appropriate to use elastic half space theory and influence functions derived by Boussinesq and Cerruti, which can be found in many standard texts in elasticity [45]. Similar functions have been derived for conformal contacts (where the above assumption is not valid) in Sternberg and Rosenthal [68]. The point is analytical expressions for \( \xi_{jk}, \xi_{jk}, \gamma_{jk} \) and \( \tau_{jk} \) are easily available (see for example, [30,55,66]).

Finally, the normal and tangential forces are subject to frictional constraints. The simplest constraint is generated by a point-wise application of Coulomb's (or Amonton's) law of friction:

\[ \mu N_{ij} - \left| T_{ij} \right| \geq 0 \quad (4.7a) \]
\[ s_{ij} \left( \mu N_{ij} - \left| T_{ij} \right| \right) = 0 \quad (4.7b) \]
\[ T_{ij} s_{ij} \leq 0 \quad (4.7c) \]

Note that while this form of (4.7) is quite simple, it is possible to implement more complex models for friction. There are several aspects of frictional interaction between metallic bodies that suggest alternative nonlinear and nonlocal friction laws [50]. A nonlocal friction law predicts that motion (slip) will occur at a point of contact, when the shear stress at that point
is equal to some function of the normal stress distribution in a neighborhood of that point. It is easy to implement such nonlocal laws in Equation (4.7).

We proceed with the point-wise Coulomb's law in order to illustrate the method. Assume the rigid body relative motion (δ_in and δ_ut) and the geometry is known. Equations (4.3-4) can be written for all the n_c contact patches at the ith contact in the form:

\[
\begin{align*}
U_i &= A_i N_i + B_i T_i + C_i \\
U_i &\geq 0 \\
U_i^T N_i &= 0 \\
N_i &\geq 0
\end{align*}
\]  

(4.8)

where \( U_i, N_i \) and \( T_i \) are n_c×1 vectors containing \( u_{in}(x_j) \), \( N_{ij} \) and \( T_{ij} \) respectively, \( A_i \) and \( B_i \) are n_c×n_c matrices containing the influence coefficients while \( C_i \) consists of known constants \( \delta_{in}, \delta_{ut}, f^1(x_j) \) and \( f^2(x_j) \). Clearly, if there is no friction and \( T = 0 \), this can be solved by considering a convex QP of the type:

\[
\min_{N_i \geq 0} \quad \frac{1}{2} N_i^T A N_i + N_i^T C_i
\]  

(4.9)

The objective function can be identified as the potential energy of the system and the minimization is the application of the minimum potential energy theorem [60,74].

However, the presence of friction introduces coupling between the normal and tangential components. Now, (4.8) must be solved for \( N_i \) and \( T_i \) along with the following equations:

\[
\begin{align*}
S_i &= D_i N_i + E_i T_i + F_i \\
S_i^T T_i &\leq 0 \\
S_i^T (T_i - \mu |N_i|) &= 0
\end{align*}
\]  

(4.10a, 4.10b, 4.10c)

Equations (4.8) and (4.10) are equivalent to a nonlinear programming problem which can be solved using standard algorithms.
4.3 Example

We consider the same example shown in Figure 6, except we consider the situation in which there is only one contact so that the situation is more like the one in Figure 3. We assume linear elastic properties and that the rod is rigid compared to the ground. Thus the modulus of elasticity of the rod is infinite. The material properties of the ground (wall) are given by a modulus of elasticity of \(3 \times 10^5\) N/m\(^2\) and a Poisson's ratio of 0.3. The contact surface of the rod is assumed to be cylindrical of radius 0.1 m, while the ground is flat. The positions and velocities before contact are exactly the same as in the example in Section 2.4 (Figure 3). However, we assume that friction is absent in this example.

In Figure 9, the deformation in the normal direction (\(y^*\)), the normal velocity component (\(C^*\)) and the normal contact force (\(\lambda^*\)) are plotted against time (\(\tau\)). \(\tau\) is the nondimensionalized time parameter which is defined by

\[
\tau = \frac{t - t_0}{T}
\]

where \(T\) is the duration of the collision process which is 2.1 milliseconds in this example, and \(t_0\) is the instant at which contact first occurs. The normalizing variables for displacement, velocity and force are the maximum deformation, initial velocity (\(C_0\)) and the maximum contact force. The dotted line shows the results obtained from applying the energy hypothesis for \(e=1\) (although in this example all three hypotheses yield the same result since \(\mu\) is assumed to be zero).

The initial velocity and the final velocity are the same (as in the \(e=1\) case), while the deformed body regains its original shape after the contact. The contact force during the collision exhibits an impulsive behavior. The mass of the rod is 1 kg, but the contact force rises to \(1.6 \times 10^3\) Newtons.

4.4 Discussion

Although the example used in section 4.3 was deliberately kept simple, this technique is powerful and quite general. Some of the advantage of this approach to modeling:
1. It is possible to model any contact geometry by taking appropriate influence coefficients.
2. Any material property can be incorporated. For example, visco-elastic models can be used to incorporate mechanisms for energy dissipation.
3. The method takes into consideration the dependence on the history of loading, and the fact that the displacement at any point on the contact surface depends on the traction and pressure throughout the contact. This is quite different from approximate models such as the elastic...
foundation model which is commonly used in the analysis of the dynamics of pneumatic tires [30].

4. Finally, it is possible to accommodate any kind of local or nonlocal friction law by appropriately formulating the constraints in Equation (4.7) although this was not done in the example.

In conclusion, we note that the uniqueness and existence of solutions to contact problems with friction have been dealt with by Duvaut and Lions [14]. The inconsistencies and ambiguities, that are introduced by using Coulomb's law with principles of rigid body mechanics, do not arise here. Further, the problem of static indeterminacy is automatically resolved.

5 Concluding Remarks

Rigid body models are inadequate for the dynamic analysis and simulation of processes with multiple, frictional contacts. In particular, two severe limitations are demonstrated in this paper: (a) The lack of a suitable model for collisions and impacts; (b) Incompatibility with empirical frictional laws such as Coulomb's frictional law. A novel technique for the analysis for such problems is suggested in which rigid body models must be integrated with contact stress models. While the example chosen for this paper is relatively simple, it serves to illustrate the basic idea. The general method proposed in this paper has applications in a wide range of problems in manufacturing and robotics. Current work addresses the dynamic analysis of the peg-in-the-hole insertion process and simulation of nonlinear control algorithms for multiarm manipulation.
Figure 9 Simulation of an Impact using a Contact Stress Model
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Appendix 1: Analytical Expressions for Stronge's Energy Hypothesis

Consider the relative sliding velocity \( S(t) \) and the relative compression velocity \( C(t) \) of the contact point:

\[
S = v_1 - v_2 = (v_1 + r_1 \omega_1) - (v_2 + r_2 \omega_2) = S_0 + \frac{P_x}{m_1} - \frac{P_y}{m_3} \quad \text{(A.1a)}
\]

\[
C = v_1 - v_2 = (v_1 - r_1 \omega_1) - (v_2 - r_2 \omega_2) = C_0 + \frac{P_x}{m_3} + \frac{P_y}{m_2} \quad \text{(A.1b)}
\]

where

\[
S_0 = S(t_0), \quad C_0 = C(t_0), \quad \frac{1}{m_1} = \frac{1}{M_1} + \frac{r_1^2}{I_1} + \frac{r_2^2}{I_2},
\]

\[
\frac{1}{m_2} = \frac{1}{M_2} + \frac{r_1^2}{I_1} + \frac{r_2^2}{I_2}, \quad \text{and} \quad \frac{1}{m_3} = \frac{r_1 r_1 y_1 y_2}{I_1} + \frac{r_2 x_2 y_2}{I_2},
\]

and \( k_1 \) and \( k_2 \) are the radius of gyration of object 1 and object 2, respectively. Note that the effective mass \( m_1, m_2 \) and \( m_3 \) are independent of velocity. If we assume forward sliding of the two bodies, the relation between the increment of tangential and normal impulse is

\[
dP_x = -j \mu \, dP_y
\]

where \( j \) is the direction of initial sliding velocity which is equal to \( \frac{S_0}{|S_0|} \). Thus, Equation (A.1) can be written as

\[
S = S_0 - P_y \left( \frac{j \mu \, m_3 + m_1}{m_1 m_3} \right) \quad \text{(A.2a)}
\]

\[
C = C_0 + P_y \left( \frac{j \mu \, m_2 + m_3}{m_2 m_3} \right) \quad \text{(A.2b)}
\]

For impact case (a), sliding and reverse sliding in compression phase, the normal and tangential impulses can be determined by solving equation (A.1) with \( S=0 \) and \( C=0 \),

\[
P_{ys} = \frac{m_1 m_3 S_0}{j \mu \, m_3 + m_1} \quad \text{(A.3)}
\]

\[
P_{yc} = \frac{m_2 m_3 C_0 + 2 j \mu \, m_2 \, P_{ys}}{j \mu \, m_2 - m_3} \quad \text{(A.4)}
\]

The dissipation for any period of slip is equal to the area between the line \( S \) or \( C \) and the abscissa, as shown in Figure 5. The dissipation due to the normal component of impact \( D_n \)
and that due to the tangential component of impulse $D_t$ are found for impact case (a) by using Stronge’s energy hypothesis:

\[
D_n = -\frac{1}{2} C_0 P_{ys} - \frac{1}{2} C_0 P_{YT} + \frac{1}{2} \left( \frac{j \mu m_2 - m_3}{m_2 m_3} \right) \left( P_{ys} P_{yc} + P_{YT}^2 - P_{YT} P_{yc} \right)
\]

\[
D_t = \frac{1}{2} j \mu S_0 P_{ys} - \frac{1}{2} j \mu \left( \frac{m_3 - m_1}{m_1 m_3} \right) (P_{YT} - P_{ys})^2
\]

(A.5a)

(A.5b)

The total dissipation $D = D_n + D_t$ and the total normal impulse, $P_{YT}$, is obtained as

\[
e^2 = \frac{(P_{YT} - P_{yc})^2 \left( m_2 m_3 C_0 + (j \mu m_2 + m_3) P_{ys} \right)}{-m_2 m_3 C_0 (P_{yc} - P_{ys})^2 - (j \mu m_2 + m_3) P_{ys} P_{yc} (P_{yc} - P_{ys})}
\]

\[
P_{YT} = P_{yc} +
\]

\[
e \left[ \frac{C_0 m_2 m_3 (P_{ys}^2 - P_{yc}^2) + (j \mu m_2 + m_3) m_2 m_3 P_{ys} P_{yc} (P_{ys} - P_{yc})}{m_2 m_3 C_0 + (j \mu m_2 + m_3) P_{ys}} \right]^{\frac{1}{2}}
\]

(A.6)