December 1988

Application of a new Lyapunov function to global adaptive attitude tracking

Daniel E. Koditschek
University of Pennsylvania, kod@seas.upenn.edu

Follow this and additional works at: http://repository.upenn.edu/ese_papers

Recommended Citation
Application of a new Lyapunov function to global adaptive attitude tracking

Abstract
The introduction of "error coordinates" and a "tracking potential" on the rotations affords a global nonlinear version of inverse dynamics for attitude tracking. The resulting algorithm produces "almost global" asymptotically exact tracking: this convergence behavior is as strong as the topology of the phase space can allow. A new family of strict global Lyapunov functions for mechanical systems is applied to achieve an adaptive version of the inverse dynamics algorithm in the case that the inertial parameters of the rigid body are not known a priori. The resulting closed loop adaptive system is shown to be stable, and the rigid body phase errors are shown to converge to the limit trajectories of the non-adaptive algorithm.

Comments

This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way imply IEEE endorsement of any of the University of Pennsylvania's products or services. Internal or personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution must be obtained from the IEEE by writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all provisions of the copyright laws protecting it.

NOTE: At the time of publication, author Daniel Koditschek was affiliated with Yale University. Currently, he is a faculty member in the Department of Electrical and Systems Engineering at the University of Pennsylvania.
Application of a New Lyapunov Function to Global Adaptive Attitude Tracking

Daniel E. Koditschek
Center for Systems Science
Yale University, Department of Electrical Engineering

Abstract

The introduction of “error coordinates” and a “tracking potential” on the rotations affords a global nonlinear version of inverse dynamics for attitude tracking. The resulting algorithm produces “almost global” asymptotically exact tracking: this convergence behavior is as strong as the topology of the phase space can allow. A new family of strict global Lyapunov functions for mechanical systems is applied to achieve an adaptive version of the inverse dynamics algorithm in the case that the inertial parameters of the rigid body are not known a priori. The resulting closed loop adaptive system is shown to be stable, and the rigid body phase errors are shown to converge to the limit trajectories of the non-adaptive algorithm.

1 Introduction

This paper presents a sample application of a new family of strict global Lyapunov functions for mechanical systems on finite dimensional Riemannian manifolds. This new class of Lyapunov functions was presented in a recent conference paper [10] wherein application was made to a mechanical system on a Euclidean vector space. There, the only nonlinearity in the dynamics arose via the kinetic energy. In this paper we consider the problem of tracking a desired signal on a Non-Euclidean space — the Lie group SO(3) — via a completely actuated mechanical system with all states directly available. Neither the dynamics nor the state space are linear.

A “mechanical system” is a Lagrangian dynamical system whose geodesics arise from a Riemannian metric defined by the kinetic energy of a (possibly mutually constrained) set of rigid bodies. This paper concerns the dynamics of a single rigid body. We take the word “tracking” to mean the asymptotic coincidence of the output of a controlled system with a perfectly known but entirely arbitrary reference signal. For a linear time invariant system, the only means of accomplishing such a task is by recourse to inverse dynamics — plant stabilization via feedback; plant inversion via a precompensating filter — and this paper incorporates the same methodology in a nonlinear context. Since the removal of any structural information about the class of reference signals translates into the reliance upon exact plant parameter values, it seems incumbent upon the designer to deploy an adaptive version of the algorithm if possible. Thus, as its central contribution, this paper offers an adaptive inverse dynamics algorithm for a single rigid body powered by three independent actuators capable of delivering any desired force in the “wrench space” of the body, $T^*SO(3)$, assuming perfect state information.

Since our system is completely actuated, we are free to prescribe arbitrary acceleration. Thus, from the point of view of velocity control the problem admits a trivial implementation of the global exact linearization techniques which have become so popular in the nonlinear control literature. Evidently, there is little new to be said regarding the construction of time invariant feedback control laws, $u : \mathbb{R}^6 \to \mathbb{R}^3$, which cause the actual angular velocity, $\omega(t) \in \mathbb{R}^3$, to track a desired angular velocity, $\omega^d(t) \in \mathbb{R}^3$ when, as in the present case, the control system is equivalent to $\dot{\omega} = u$. However, the problem addressed above is quite different: we are given a desired attitude trajectory, $D(t) \in SO(3)$, and asked to construct a time invariant controller which causes the actual attitude, to asymptotically approach $D(t)$ from any initial configuration, $A \in SO(3)$.

So different is this problem from the trivial double integrator tracking problem that it is unsolvable as posed in that context. For, consider the particular case that $D(t) = D^*$ is some constant point. We seek a controller which makes that point (at zero angular velocity) a global attractor of the closed loop dynamics. Now the domain of attraction of an attracting point is homeomorphic to some Euclidean vector space [3]. But the state space of our mechanical system — the cross product $T^*SO(3) \cong SO(3) \times \mathbb{R}^3$ — is clearly not homeomorphic to any Euclidean vector space. Thus, it would be impossible for our closed loop system to bring all initial conditions to the desired attitude. Evidently, the control system arising from a single rigid body is not globally linearizable by any technique since its state space is not a vector space. Our problem statement must be refined.

Since $SO(3)$ is a compact odd dimensional manifold without boundary, its Euler characteristic is zero [7]. It follows from the Theorem of Hopf [12] that any nondegenerate vector field on $SO(3)$ with an attracting equilibrium state has at least one other singularity which, if it is the only additional equilibrium state, must be totally unstable. Excepting the complement of some open dense set — in this case, the repelling point — trajectories of such a vector field are guaranteed to asymptotically approach the attracting point. Thus, although topological obstructions preclude a globally asymptotically stable system, a practically equivalent formulation which respects the underlying topology of the problem may be attainable. Say that a dynamical system is almost globally asymptotically stable if all trajectories starting in some open dense subset of the state space tend asymptotically to a specified stable equilibrium state. This we take as the criterion of convergence for our tracking algorithms on $SO(3)$.

The paper is organized as follows. In Section 2 we first review certain properties of $SO(3)$ and its Lie algebra to arrive at “error coordinates”, then present a global version of Lord Kelvin’s century old result on energy dissipation leading to the notion of a tracking potential function. Appropriate error dynamics having been targeted, the obvious generalization of the inverse dynamics algorithm is shown to achieve them, with almost global convergence in consequence. Namely, all trajectories starting from some open dense subset of the possible initial errors achieve asymptotically exact tracking; trajectories starting from a nowhere dense set in the phase space approach one of three other isolated “antipodal” motions. In Section 3 we showcase the utility of the new family of strict Lyapunov functions presented in [10] by considering the adaptive version of the previous tracking algorithm. This version of the problem arises when there is uncertainty regarding the inertia matrix of the rigid body. After reviewing and slightly extending our earlier constructive results for general mechanical systems, we implement a particular choice from this family of Lyapunov functions picked to admit a straightforward analogy between linear time invariant adaptive control algorithms and the present setting. The resulting closed loop adaptive system is shown to be stable, and gives rise to trajectories whose projections onto the state space approach one of the four (one correct and
three spurious isolated “antipodal”) limit motions observed in the previous section. Presumably, an appropriate notion of “persistent excitation” would lead to guarantees concerning the practical impossibility of ever ending up tracking one of the spurious motions, but this question is deferred to a future paper.

In the interest of brevity, a variety of technical definitions and results are used with little explanation. An attempt has been made to provide a precise reference to the literature in such cases. Certain of the new technical results are merely stated: the reader is referred to the author’s two recent reports [8, 9] for detailed proofs.

2 Inverse Dynamics on the Spatial Rotations

In the linear time invariant setting, inverse dynamics amounts to the use of a precompensator to make the errors between the plant state and reference derivatives satisfy an asymptotically stable linear time invariant dynamical system. For example, after stabilizing

$$\ddot{z} = u(t)$$

with $u = -K_1 \ddot{z} - K_2 \dot{z} + v$, we may cause the plant to track an arbitrary reference signal, $r$, by pre-filtering, $u = \dot{r} - K_1 r - K_2 \ddot{r}$, since this results in globally asymptotically stable error dynamics,

$$\ddot{e} = -K_1 e - K_2 \dot{e}.$$  
When the state space is not a Euclidean vector space, we must first determine a suitable notion of “error,” next find a globally asymptotically stable (or almost globally asymptotically stable in the sense defined in the introduction) vector field that we would wish to govern the error dynamics, and only then look for a suitable pre-compensator for the input signal. In Section 2.1 we review a number of useful facts about the configuration space of the rigid body and end up with a natural choice of error coordinates. In Section 2.2, we introduce the class of mechanical systems and describe their relationship to gradient dynamics, motivating the choice of a tracking potential function in Section 2.3. Finally, in Section 2.4 we present the inverse dynamics algorithm and show that it achieves almost global asymptotically exact tracking.

2.1 Error Coordinates on SO(3)

The configuration space of a rigid body is the group of rigid transformations, $SO(3) \times \mathbb{R}^3$. If we are concerned only with the attitude of a rigid body, then it suffices to treat $SO(3)$ alone, which we now identify with a subset of $\mathbb{R}^{3 \times 3}$.

$$SO(3) \triangleq \left\{ R \in \mathbb{R}^{3 \times 3} : R^T R = I \right\}.$$  
This Lie group has as its Lie algebra the skew symmetric matrices,

$$so(3) = \text{skew} \triangleq \left\{ J \in \mathbb{R}^{3 \times 3} : J + J^T = 0 \right\},$$

which is isomorphic to $\mathbb{R}^3$ according to the linear bijection

$$J : w \rightarrow \begin{bmatrix} 0 & -w_3 & w_2 \\ w_3 & 0 & -w_1 \\ -w_2 & w_1 & 0 \end{bmatrix}.$$  
The vector space of three by three matrices is the direct sum,

$$\mathbb{R}^{3 \times 3} = \text{sym} \oplus \text{skew},$$
of the symmetric and skew-symmetric matrices. Thus, we may define a unique “pseudo-inverse” for $J$ whose domain is extended to all of $\mathbb{R}^{3 \times 3}$ by projection onto the linear subspace, skew.

$$J^{-1}(A) \triangleq J^{-1}(A - \hat{A}).$$

The maps $J^{-1}$ and $J^1$ have distinct domains, and must not be confused. On the other hand, we will be sloppy and not distinguish between the version of the linear map $J$ whose range is skew and the version whose range is $\mathbb{R}^{3 \times 3}$.

The natural inner product on the vector space $\mathbb{R}^{3 \times 3}$ is

$$\left\langle M_1, M_2 \right\rangle \triangleq \frac{1}{2} \text{tr} \left\{ M_1 M_2^T \right\}.$$  
Direct computation reveals that $J$ is an isometry between $\mathbb{R}^3$ with its Euclidean norm, $\|w\|^2 = w^T w$, and skew with the norm corresponding to this inner product. Note, as well, that $\text{sym}$ is the orthogonal complement of skew with respect to this inner product. Finally, the norm associated with $(\cdot, \cdot)$ defines a metric on the group $SO(3)$ after composition with a suitable comparison function. 1

**Proposition 2.1 (8)** Consider the smooth comparison function

$$\xi \in K_{\text{vol}}([0, \pi], [0, 4]) : x \mapsto 2(1 - \cos x).$$

The composition of its inverse with the natural Euclidean norm of $\mathbb{R}^{3 \times 3}$

$$\rho(R_1, R_2) \triangleq \xi^{-1} \circ (R_1 - R_2 \mid R_1 - R_2),$$
defines a metric on $SO(3)$.

On any Lie group, we may take the differential of left (or right) inverse translation and this is the canonical means of identifying left (or right) invariant vector fields with the Lie algebra. Thus,

$$T_{\text{so}}(SO(3)) = \{ R J(w) : R \in \mathbb{R}^{3 \times 3} : w \in \mathbb{R}^3 \},$$
is identified once and for all with $so(3) = \mathbb{R}^3 \simeq \mathbb{R}^3$, and we may take the tangent bundle to be the set of pairs

$$T SO(3) = \{ (R, r) : R \in SO(3), r \in \mathbb{R}^3 \}.$$  
Now, given two curves, $(A, a)(t), (D, d)(t) \in T SO(3)$, assumed to be second order [1, Def. II.3.5.12] — e.g. $\dot{\hat{A}}(t) = A J(a(t))$ — we define their “error” to be the tangent map induced by left inverse translation to the identity,

$$(E, e)(t) \triangleq (dT A a - A^T Dd)(t),$$
preserving the second order property, $\dot{\dot{E}}(t) = E J(e(t)).$

2.2 Gradient and Lagrangian Dynamics

The geometry of classical physics has been extensively studied for decades, and recent years have witnessed the publication of numerous expository texts containing the background material required for the present paper. We find it most useful to appeal to the notation and presentation of the excellent text by Abraham and Marsden [1]. In addition, we will adopt the language of vector bundle morphisms [7][Ch. 4.1], $M^\bullet \mathcal{M}[X, \mathcal{X}]$ between two vector bundles, $\mathcal{X}, \mathcal{Y}$, over some manifold, $\mathcal{J}$. For example, a Riemannian metric on $\mathcal{J}$, is induced by every “positive definite morphism”, $\mathcal{M} \in M^\bullet \mathcal{M}[\mathcal{J}, \mathcal{J}^T, \mathcal{J}^T \mathcal{J}]$.

Non-degenerate gradient vector fields on the configuration space have particularly nice limiting properties, as summarized by the following result.

---

1 The comparison functions, the group $K_{\text{vol}}$, of monotone increasing $C^1$ diffeomorphisms between two real intervals appears extensively in the engineering stability literature [6], as well as in this paper. Some properties are reviewed in [8, 9].
Proposition 2.2 ( [8] ) Let $\varphi$ be a continuously differentiable Morse function on the compact Riemannian manifold, $\mathcal{J}$. Suppose that grad $\varphi$ is transverse and directed away from the interior of $\mathcal{J}$ on any boundary of that set. Then the negative gradient flow has the following properties:

1. $\mathcal{J}$ is a positive invariant set;
2. the positive limit set of $\mathcal{J}$ consists of the critical points of $\varphi$;
3. there is a dense open set $\mathcal{J} \subset \mathcal{J}$ whose limit set consists of the local minima of $\varphi$.

Still more important for the present purposes is the natural “lifting” of gradient vector fields (considered as potential fields) into Lagrangian vector fields, $f_{\mathcal{J}}$, on $T\mathcal{J}$, [1, Ch. II.3.7]. By a dissipative mechanical system we mean the dynamics associated with the vector field

$$ f \triangleq f_{\mathcal{J}} + f_{\phi}, $$

where $f_{\phi}$ is a dissipative vector field [1, Def. II.3.7.16]. The crucial result we require for this section of the paper is that the limit behavior of a dissipative Lagrangian system is a “copy” of the limit behavior of its constituent potential energy gradient field. This will be recognized as a global version of Lord Kelvin’s century-old result [14] concerning the dissipation of total energy on $T\mathcal{J}$

$$ \eta(w) = \frac{1}{2} \langle \varphi \circ \tau(w), w \rangle, $$

under the flow of $f$.

Lemma 2.3 ( Chillingworth, Marsden, and Wan [4] ) If $P \in \text{sym}$ has distinct eigenvalues, $\tau_1, \tau_2, \tau_3$, and

$$ (\tau_1 + \tau_2)(\tau_1 \tau_2 \tau_3) \neq 0, $$

then there are exactly four rotations, $R \in SO(3)$ at which $PR \in \text{sym}$

These are exactly the critical points of

$$ (P | R) = \text{tr} \{PR\} $$

with Morse index specified by the number of positive eigenvalues of

$$ Pf \triangleq \text{tr} \{PR\} I - PR $$

We are thus led to define a tracking potential function on $SO(3)$

$$ \varphi(R) \triangleq \text{tr} \{PI - R\} = (P | I - R), $$

If $P \in \text{sym}^+$, a positive definite symmetric matrix, which we now assume, then the eigenvalue assumptions of the previous Lemma are assured. Since $d\varphi$ is a scalar multiple of Marsden’s modified trace, $\varphi$ is also a Morse function with four critical points specified in the same fashion. Moreover, $\varphi$ takes its values on $\mathbb{R}^+$, vanishing only at $R = I$. Thus, $\varphi$ is indeed a candidate tracking potential function on $SO(3)$. In fact, it is the best we can do as the following result indicates.

Proposition 2.4 ( [6] ) Any Morse function on $SO(3)$ has at least four critical points.

To finish this section, we display the following computation.

Lemma 2.5 The action of the co-vector, $d\varphi$, on a tangent vector, $w \in T_0SO(3)$

is given by $c^T w$ where

$$ c = 2f^T(PR). $$

Proof: Consider a smooth curve, through $R$ whose tangent vector is $w$ at $t = 0$,

$$ R(t) = R \exp(tJ(w)) $$

The action of the co-vector field $d\varphi$ on $w$ is exactly

$$ f_{\mathcal{J}}(w) = (\mathcal{J}(w)) $$

since sym is orthogonal to skew, and $J$ is an isometry between $(\mathbb{R}^3, \| \cdot \|)$.

Thus, the gradient vector field of $\varphi$ with respect to a Riemannian metric, $(w^2 | w) \triangleq w^2Mw$ on TSO(3) is

$$ \nabla \varphi = 2M^{-1}J(PR). $$

2.4 Almost Global Inverse Dynamics

Now suppose $(q(t), \dot{q}(t))$ is a reference trajectory in TSO(3). Suppose, moreover, that the rigid body has moment of inertia, $M$, so that its Lagrangian vector field on TSO(3) admits the expression (using body coordinates to obtain left translation back to so(3)) are given, for example, as in [2], by
\[ \dot{a} = M^{-1}[a - J(a)Ma], \]  
where \( u \in \text{soc}(3) \approx \mathbb{R}^3 \) is the control input in “wrench space”.

Since
\[ \dot{E} = e - E'\dot{d} - [EJ(a - E'd)]^T d = \dot{a} - E'd + J(a)E'd, \]
the feedback law
\[ u_{ID} \triangleq M(\dot{E}d - J(a)E'd) + J(a)M E'd + J(E'd)Me - K\dot{e} - \text{grad } \varphi(E), \]  
results in the closed loop system
\[ \dot{a} = E'd - J(a)E'd - M^{-1}[J(e)Me + K\dot{e} + \text{grad } \varphi (E)], \]
or, in the “error coordinate system” of phase space, \( \text{TSO}(3) = \text{SO}(3) \times \mathbb{R}^3 \),
\[ \dot{E} = EJ(e), \]
\[ \dot{e} = -M^{-1}[J(e)Me + K\dot{e} + \text{grad } \varphi (E)]. \]

**Theorem 2** If \( K \) is a positive definite symmetric matrix then all trajectories of (6) tend toward one of the four critical points of \( \varphi \). A dense open set of initial conditions has its limit set at the minimum, \( (E_c, e) = (1, 0) \).

**Proof:** This is a direct application of Theorem 1 using the information in Lemma 2.3 to determine the number and stability properties of the critical points of \( \varphi \).

\[ \square \]

### 3 Application of Strict Global Lyapunov Functions

The new family of strict global Lyapunov functions introduced in [10] requires the same setup as in Section 2.2 with a few extra assumptions. We now assume the existence of a second Riemannian metric on \( J, \| \cdot \| \), which is uniformly equivalent to the kinetic energy metric, \(( \cdot \cdot )^1 \), in the sense that there exist two constants, \( \kappa_1, \kappa_2 \), such that for all \( w \in T_J \),
\[ \kappa_1\|w\|_1 \leq \langle w | w \rangle^1 \leq \kappa_2\|w\|_1. \]

We similarly assume that the Riemannian connection, \( \nabla \), generated by the kinetic energy gives rise to a covariant derivative which is bounded with respect to \( \| \cdot \| \). It may be readily verified in the present application that
\[ \langle w | w \rangle \triangleq w^TMw; \quad \|w\| \triangleq w^TMw, \]
are equivalent, and that the connection corresponding to \(( \cdot \cdot )^1 \) gives rise to a bounded covariant derivative. Finally, for the sake of technical simplicity in this paper, we will assume that the dissipative field, \( J_0 \), takes the form of Rayleigh damping [1, Exc. II.3.7A].

In the earlier work cited above, [9, 10], the author has introduced a new Lyapunov function formed from the addition of an “angle measurement” between the true and desired velocity, followed by a consequent rescaling of the total energy, \( \eta \). We first review these results in the next section, and apply that general analysis to the case at hand in the following section.

### 3.1 Previous Results and an Extension

The Riemannian metric is a symmetric isomorphism in \( M^\omega(TJ, T^*J) \). By choosing a morphism in the other direction one obtains an “angular comparison” between the true velocity and the desired potential co-vector field, as follows. Say that a morphism, \( F \in M^\omega(TJ, T^*J) \), is a pre-metric if its symmetric part is a “positive definite” operator on each fiber. Given a manifold, \( J \), with a Riemannian metric, \( M \), on the tangent bundle, \( r : TJ \rightarrow J \), a pre-metric, \( F \), and a scalar valued map, \( \varphi \in C^1(J, \mathbb{R}) \), define the potential angle map, \( \alpha \in C^1(T^*J, \mathbb{R}) \) by
\[ \alpha(v) \triangleq \langle F\varphi \circ \tau(v) | v \rangle. \]

**Lemma 3.1** ([10]) The Lie derivative of the potential angle map, \( \alpha \), along the dissipative mechanical system, \( f, (1) \), is a scalar valued map on \( TJ \), which can be expressed as
\[ L_{f\alpha}(v) = \langle B \tau(v) - (F\varphi \circ \tau(v)) \varphi' | \eta \rangle - (\eta \circ F\varphi \circ \tau(v)), \]
where \( B \in M^\omega(TJ, TJ) \) denotes the morphism,
\[ B : \tau \rightarrow \nabla_v F\varphi. \]

Since \( L_{f\alpha} \) has a term which is negative definite on \( J \), it is intuitively reasonable to hope that a strict Lyapunov function might result from adding \( \alpha \) to \( \eta \). This idea works after an appropriate rescaling of \( \eta \) that serves to dominate the indefinite terms of \( L_{f\alpha} \). In the sequel, we will make use of the notion of lower and upper comparison functions, \( \lambda_\phi, \lambda_\psi \), for scalar valued maps, \( \psi \), on \( J \), as well as lower and upper magnitude functions, \( \nu_M, \mu_M \), for morphisms, \( M \), over \( T_J \), their associated scalar functions, \( \lambda_M, \mu_M \), and their constant lower and upper bounds \( \underline{\mu}, \overline{\mu} \). These are defined in the appendix, and they are critical components in the construction of the new Lyapunov function.

**Theorem 3** ([10]) Let \( f \) be a dissipative mechanical system (1). For any valid potential angle map, \( \alpha \), (7), define the comparison function, \( \gamma \in K_1 \),
\[ \gamma(\chi) \triangleq \gamma_0 \chi + \gamma_1 \cdot (\nu_{PM} \circ \lambda^{-1}_{PM}) \chi, \]
\[ + \gamma_2 \cdot \left[ \left\langle \nu_M(\psi_{M\psi} \circ \lambda^{-1}_{PM}) \varphi | \tau \right\rangle \right], \]
where \( \gamma_i \) are non-decreasing functions satisfying
\[ \gamma_0 > 1 + \left( \frac{\kappa_1}{\kappa_2} \right) \nu_{PM} \circ \lambda_{PM}^{-1}; \]
\[ \gamma_1 > \frac{\nu_{PM} \circ \lambda_{PM}^{-1}}{\nu_{PM} \circ \lambda_{PM}^{-1}}; \]
\[ \gamma_2 > \frac{\nu_{PM} \circ \lambda_{PM}^{-1}}{\nu_{PM} \circ \lambda_{PM}^{-1}}. \]

Then
\[ (1) \triangleq \gamma \circ \eta + \alpha \]
is a positive definite function which has a derivative along trajectories of \( f \), bounded by
\[ \dot{\eta} = L_f(\theta) \leq -Qz, \]
where
\[ x(v) \triangleq \left[ \left\langle \nu_{PM} \circ \lambda^{-1}_{PM} \right\rangle \right]; \]
and \( Q \) is the \( 2 \times 2 \) positive definite matrix valued function
\[ Q(v) \triangleq \left[ \frac{\nu_{PM}}{\nu_{PM}}, \frac{\nu_{PM} \circ \lambda_{PM}^{-1}}{\nu_{PM}}, \frac{\nu_{PM} \circ \lambda_{PM}^{-1}}{\nu_{PM} \circ \lambda_{PM}^{-1}} \right]. \]

We will now offer a slight extension to this construction suitable to the problem at hand — adaptive control using \( \theta \) in the parameter adjustment laws. If the metric morphism, \( M \), is unknown, yet some portion of \( \theta \) which depends upon it remains after the construction of the adjustment laws, then we obviously have a fatuous algorithm. It turns out that the derivative of the rescaling function, \( \gamma \circ \eta \), remains
a part of any adjustment law based upon presently understood methods of parameter adaptation. Thus, we must find conditions under which \( \gamma \) is a multiple of the identity comparison function, \( \gamma(x) = \gamma x \), so that \( \gamma \) will be the constant function \( \gamma \). We proceed to investigate this possibility.

Say that \( \theta \) has \text{unscaled energy} if \( \gamma \) is a multiple of the identity comparison function. Say that \( \varphi \) is a \text{uniform potential} if the ratio

\[
\frac{\partial \varphi}{\partial x} \mid_{x=0} \frac{\gamma}{\partial \dot{x}}
\]

is bounded for any smooth curve in the configuration space and if there can be found a lower comparison function for \( \varphi \), \( \lambda\varphi \), and an upper comparison function for \( \|d\varphi\| \), \( v_\theta \), such that

\[
v_\theta \varphi \leq \lambda \varphi
\]

is a scalar multiple of the identity map of \( K_\varphi \).

Proposition 3.2 \text{If} \( \varphi \) \text{is a uniform potential function then there exists a strict Lyapunov function,} \( \theta \), \text{for} \( f \) \text{with unscaled energy.}

\textbf{Proof:} \text{We must exhibit a morphism,} \( F \), \text{for which the compositions in (8) are all multiples of the identity, and for which the gain inequalities (9) are satisfied by constants. Define the morphism,} \( F \), \text{to be}

\[
\frac{1}{1 + \|d\varphi\|} \mathcal{I}
\]

where \( I : \mathcal{T} \rightarrow \mathcal{T} \mathcal{J} \) is the isomorphism which is isometric with respect to \( \| \cdot \| \). It is shown in [8] that following the recipe for \( \theta \) using this choice of \( F \) leads to a function with unscaled energy.

3.2 Adaptive Inverse Dynamics on SO(3)

We now suppose that it is desired to implement (5) but that \( M \) is unknown and the control is realized with an estimate, \( \hat{M} \), which is to be tuned in response to the observed error. Namely, we apply the control law \( u_D + n(t) \) where

\[
n(t) = \hat{M}(E^T \ddot{\theta} - J(a)E_T \dot{\theta}) + J(a)\hat{M}E^T \ddot{\theta} + J(E_T \dot{\theta})\dot{\theta}
\]

This is linear in the parameter errors, \( \hat{M} \), so we will write instead,

\[
n(t) = \hat{H}^t \dot{E} + \lambda \varphi \dot{\theta}
\]

where \( H \) is a known matrix valued function of available data, and \( \varphi \) is a vector of unknown inertia parameter errors.

The reflex procedure in linear-in-parameter adaptive control theory is to now adaptively adjust \( \varphi \) according to the rule

\[
\dot{\varphi} = -H^T M^{-1} \quad (D \dot{\theta})^T \varphi,
\]

where \( \theta \) is a strict Lyapunov function for the homogeneous plant (8) (the array of partial derivatives of a function, \( f \), with respect to the specified coordinates is denoted \( Df \)), since this leads to a closed loop system of the form

\[
\begin{bmatrix}
\dot{E} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
E J(c) \\
-\hat{M}^{-1} J(a)E_T \dot{\theta} + N \varphi + \text{grad} \varphi(E) \end{bmatrix} + \begin{bmatrix}
0 \\
M^{-1}
\end{bmatrix} \hat{H} p
\]

for which a Lyapunov function is

\[
\theta + \frac{1}{2} \varphi^T p.
\]

But this is absurd on face value, since we have already assumed that the actual value of \( M \) is unknown and cannot be used in (12).

Now examine the particular form of \( \theta \) in the present situation,

\[
\theta = c \pi + \alpha
\]

and observe that

\[
D \theta = \begin{bmatrix}
0 \\
M^{-1}
\end{bmatrix} = \begin{bmatrix}
\partial \theta / \partial E, \partial \theta / \partial c
\end{bmatrix} = \begin{bmatrix}
0 \\
M^{-1}
\end{bmatrix} = \begin{bmatrix}
\gamma \varphi c + (F, \varphi(E)) \end{bmatrix}.
\]

Clearly, if \( \theta \) has unscaled energy, \( \gamma(x) = \gamma x \), then this expression is free of dependence upon \( M \), and it follows that (12) is readily realizable. Of course, Proposition 3.2 provides a recipe for constructing a strict Lyapunov function with unscaled energy for (1) provided that \( \varphi \) is a "uniform" potential in the sense defined above.

Lemma 3.3 \text{The modified trace function (3) is a uniform potential on} \( SO(3) \).

\textbf{Proof:} \text{It is shown in [8] that} \( \lambda \varphi = \frac{1}{2}, \varphi \), \text{is a lower comparison function for} \( \varphi \), \text{and}

\[
v_\theta^2 \varphi = \frac{1}{2} \varphi
\]

is an upper comparison function for \( \|d\varphi\| \), \( \xi \) having been defined in Proposition 2.1. It follows that

\[
v_\theta^2 \varphi \varphi = \frac{1}{2} \varphi \varphi
\]

is a multiple of the identity element, \( I \gamma \). Moreover, since \( SO(3) \) is compact, the hessian of \( \varphi \), being smooth, has a bounded norm and the second derivative to first derivative ratio in the definition of a uniform potential (10) must be bounded as well.

We may now apply Proposition 3.2 and define a morphism \( F \), according to the construction (11) to get

\[
F : T_{\mathbb{R}SO(3)} \rightarrow T_{\mathbb{R}SO(3)} : \omega^T \mapsto \frac{1}{1 + \|d\varphi(E)\|} \omega.
\]

This yields the angle map

\[
\alpha(E, e) = \frac{2}{1 + 2\|J(\varphi(E))\|} M J^T(PE),
\]

following the prescription (7). The complete Lyapunov function is now given as

\[
\theta(E, e) = \gamma \left( \left( \varphi^T M e + tr(P E) \right) + \frac{2}{1 + 2\|J(\varphi(E))\|} M J^T(PE) \right),
\]

where the constant,

\[
\gamma > \max \left( 1 + \frac{M}{\sigma_0} \frac{M}{\sigma_1} \right), \quad \sigma_0 \triangleq \frac{\| \mathcal{E} \|}{\| \mathcal{A} \|},
\]

is chosen to satisfy the inequalities (8). The adaptive law, (12),

\[
\dot{\gamma} = -H^T \gamma \left( \gamma + \frac{2}{1 + 2\|J(\varphi(E))\|} M J^T(PE) \right)
\]

is clearly realizable with no knowledge of \( M \) except an upper bound on its largest magnitude eigenvalue and a smallest bound on its smallest magnitude eigenvalue required in the definition of \( \gamma \).

Theorem 4 \text{The adaptive procedure (16) results in a stable closed loop state-parameter error system (13). If the reference signals,} \( D, d, d \), \text{are bounded then the rotation error,} \( E \), \text{tends asymptotically toward one of the four critical points of} \( \varphi \) \text{with zero velocity error,} \( e = 0 \).
Proof: The positive definite Lyapunov function \( \theta + \frac{1}{2} p^T p \) has the derivative \( L_f(\theta) \) along trajectories of the full closed loop adaptive system (13), and this is bounded above by a negative definite quadratic form, \( L_f(\theta) \leq -x^T Q(x)x, x = [||\delta^0(x)||, ||\delta||]^T \) according to Theorem 3. This demonstrates the stability of the closed loop system.

Since \( \text{SO}(3) \) is compact, \( \lambda^p(x) \) admits a non-zero constant lower bound, \( \underline{\lambda} \), so that \( L_f(\theta) \leq -\underline{\lambda} x^2 \) \( \leq 0 \). Since \( L_f(\theta) \) is the derivative of a scalar function which remains bounded for all time, we have

\[
\infty > \int_0^\infty L_f(\theta)(t)dt \geq \int_0^\infty \underline{\lambda} x^2 dt.
\]

Thus \( x \) is an \( L^2 \) function of time. Now \( \dot{x} \) is governed by \( (\hat{E}, \dot{e}) \), which is bounded as long as the reference signals, \((D, d, d)\) are bounded. Since an \( L^2 \) function with bounded derivative tends to zero [13], the boundedness of the reference signals ensures convergence of \( e \) and \( p \) to zero. Since there are only four critical points of \( \varphi \) in \( \text{SO}(3) \) according to Lemma 2.3, the conclusion follows.
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A Comparison Functions

Given two open intervals, \( T_1, T_2 \subset \mathbb{R} \), define the group of comparison functions

\[
K(T_1, T_2) = \left\{ \kappa \in C^2(T_1, T_2) : \lim_{t \to T_1^+} \kappa(t) = \inf T_1 \text{ and } t < T_1 \Rightarrow \kappa(t) < \kappa(T_1) \right\},
\]

to be those \( C^2 \) diffeomorphisms between the two intervals that take the lower boundary point of \( T_2 \) to the lower boundary point of \( T_2 \).

Given a manifold, \( X \), a group of comparison functions may be "applied" to that set by composition ("pullback") through its scalar valued maps, \( C(X, \mathbb{R}) \), or at least to the open set \( O \subset X \) where particular maps have an image in \( T \). In the case that \( X \) has a metric, \( d \), with radius \( \epsilon \) \( \sup \kappa(\epsilon) \kappa(\epsilon) = d(\lambda, \rho) \) implies that any \( \kappa \in K(T_1, T_2) \) may be applied to any fixed point, \( x \in X \) by

\[
\kappa(x) = \kappa(x(t_0)) = \kappa(x),
\]

for any interval, \( T_2 \).

Now consider the collection of smooth scalar valued maps, onto some specified interval, \( C(X, \mathbb{R}) \). We may use \( K(T_1, T_2) \) to compare these functions as follows. For any map \( \varphi \in C(X, \mathbb{R}) \) which is proper at least on the lower boundary of \( T_2 \) — that is, one which attains its infimal value on some compact subset \( \varphi^* \inf T_2 \subset X \) — say that \( \varphi_0, \varphi_1 \in C(T_1, T_2) \) are, respectively, upper and lower comparison functions for \( \varphi \) on the open set \( \varphi^* \subset T_2 \subset X \), if

\[
\lambda_0 \circ \varphi(x) \leq \lambda(\varphi(0)) \leq \lambda_1 \circ \varphi(x),
\]

where

\[
\lambda_0, \lambda_1 \sup_{T_1} \lambda(\varphi(0)).
\]
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