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Abstract—Metamaterials (MTMs), which are formed by embedding inclusions and material components in host media to achieve composite media that may be engineered to have qualitatively new physically realizable response functions that do not occur or may not be easily available in nature, have raised a great deal of interest in recent years. In this paper, we highlight a large variety of the physical effects associated with double- and single-negative MTMs and some of their very interesting potential applications. The potential ability to engineer materials with desired electric and magnetic properties to achieve unusual physical effects offers a great deal of excitement and promise to the scientific and engineering community. While some of the applications we will discuss have already come to fruition, there are many more yet to be explored.
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I. INTRODUCTION

OVER 30 years ago, Veselago theoretically considered a homogeneous isotropic electromagnetic material in which both permittivity and permeability were assumed to have negative real values, and he studied uniform plane-wave propagation in such a material, which he referred to as “left-handed (LH)” medium [1], [2]. In such a medium, he concluded, the direction of the Poynting vector of a monochromatic plane wave is opposite to that of its phase velocity, suggesting that this isotropic medium supports backward-wave propagation and its refractive index can be regarded negative. Since such materials were not available until recently, the interesting concept of negative refraction, and its various electromagnetic and optical consequences, suggested by Veselago had received little attention. This was until Smith et al. [5], University of California at San Diego, La Jolla, inspired by the work of Pendry et al. [3], [4] constructed a composite “medium” in the microwave regime by arranging periodic arrays of small metallic wires and split-ring resonators [5]–[8] and demonstrated the anomalous refraction at the boundary of this medium, which is the result of negative refraction in this artificial medium [8]. Since then, many aspects of this class and other related types of artificial materials, now termed metamaterials (MTMs), are being investigated by several groups worldwide, and various ideas and suggestions for potential applications of these media have been mentioned (e.g., [9]–[115]). This has led to a renewed interest in using fabricated structures to develop composite MTMs that have new physically realizable response functions that do not occur, or may not be readily available, in nature. Among these recent examples of engineered materials, one can mention double-negative (DNG) materials [12], [13] (also known as LH medium [1], negative-index materials (NIMs) [14], [15], backward-wave media (BW) [16], and negative-phase-velocity (NPV) media [17], [18] to name a few); electromagnetic bandgap (EBG) structured materials, and complex surfaces such as high-impedance ground planes and artificial magnetic conductors (AMCs). The new response functions of these MTMs are often generated by artificially fabricated inhomogeneities embedded in host media (volumetric or three-dimensional (3-D) MTMs) or connected to or embedded on host surfaces (planar or two-dimensional (2-D) MTMs).

It is important to point out that the history of artificial materials appears to date back to the late part of the 19th Century when Bose published his work in 1898 on the rotation of the plane of polarization by man-made twisted structures, which were indeed artificial chiral structures by today’s definition [19]. Lindman in 1914 studied artificial chiral media formed by a collection of randomly oriented small wire helices [20]. Afterwards, there were several other investigators in the first half of the 20th Century who studied various man-made materials. In the 1950s and 1960s, artificial dielectrics were explored for lightweight microwave antenna lenses, such as the work of Kock [21]. The “bed of nails” wire grid medium was used in the early 1960s to simulate wave propagation in plasmas [22]. The interest in artificial chiral materials was resurrected in the 1980s and 1990s (see, e.g., [23]) and they were investigated for various potential device and component applications such as microwave radar absorbers.

Although the majority of the research related to MTMs reported in the recent literature has been concentrated on electromagnetic properties of DNG (LH, NIM, BW, NPV) media, it is worth noting that single-negative (SNG) materials in which only one of the material parameters, not both, has a negative real value may also possess interesting properties when they are juxtaposed in a complementary manner. These media include the only epsilon-negative (ENG) media, such as plasmonic materials like noble metals (silver, gold, etc.) in the visible and infrared (IR) regimes, and the only mu-negative (MNG) media. It has been shown that suitably arranged SNG media may exhibit exciting properties, which may lead to the design of interesting future devices and components (see, e.g., [24]–[27]).

In this paper, we provide an overview of some of the unusual characteristics of DNG MTMs and review some of their exciting potential applications. This paper attempts to address some of the “what-if” questions, namely, if one is able to easily construct
such DNG media (and there have been ample experimental evidence pointing to construction and engineering aspects of such media), what can one do with them? As such, some of the ideas reviewed in this manuscript are speculative in nature, although they are based on mathematical foundations and are consistent with physical realizability conditions. It is important to point out that currently there are several active research directions in this field, one of which is the research efforts of various groups aimed at the construction and fabrication of 3-D volumetric DNG MTMs by embedding in host media various classes of small inclusions such as wires and split-ring resonators [8], [28]–[34], broadband coupled split-ring resonators [35], capacitively loaded strips and split-ring resonators [13], omega structures [36], [37], and space-filling elements [38] to name a few. Another direction of research effort by several groups is focused on 2-D planar DNG MTMs that utilize circuit and transmission-line implementations. These lumped and distributed circuit element realizations have been used to construct negative-index structures and transmission lines for a variety of applications [39]–[48]. Engineering bandgap structures to control the wave’s phase front in order to effectively achieve negative refraction is yet another active area of research relevant to MTMs [49]–[53]. Not all of these topics will be reviewed here since the focus of this paper is on the characteristics and potential applications of DNG MTMs. Furthermore, some of these topics are the subjects of other papers in this TRANSACTIONS.

Although in this paper, we focus on the DNG media, occasionally we will also make remarks on some aspects of SNG media (e.g., plasmonic media) since some of the speculated potential devices that can be formed by DNG media can also be envisioned using SNG materials. This paper cannot obviously include all the potential applications studied by all the groups active in this field, and it only addresses a selected sample of ideas. Thus, we apologize in advance for any omission and oversight in this regard.

A comment about the terminology and notations: among the various possible terminologies for this class of MTMs currently used by various communities, we favor the descriptor DNG for the isotropic case because, in our opinion, it emphasizes the fundamental description of the material. It will be used throughout even though many of the other terms have been equally popular. We use the time–harmonic convention $e^{i\omega t}$ for monochromatic time variations. It is also assumed that the DNG MTMs are lossless at the frequency of interest unless specified otherwise. However, when dissipation is considered, the complex parameters $\varepsilon_0(\varepsilon_r - j\varepsilon_i)$ and $\mu_0(\mu_r - j\mu_i)$ are used where $\varepsilon_i$ and $\mu_i$ are nonnegative quantities for passive media. We will also consider any losses to be relatively small, i.e., $\varepsilon_i \ll |\varepsilon_r|$ and $\mu_i \ll |\mu_r|$. Furthermore, we also simplify the discussion by assuming that the MTMs under discussion are isotropic. Almost all of the realizations of DNG or SNG MTMs to date are by their nature anisotropic or bianisotropic. There is, however, a strong motivation to achieve isotropic properties and this too is under investigation. For instance, the role of anisotropy in the sign of the permittivity and permeability of materials has been under investigation. For instance, the role of anisotropy in the sign of the permittivity and permeability of materials has been under investigation.

II. NEGATIVE REFRACTION AND CAUSALITY IN DNG MEDIA

The index of refraction of a DNG MTM has been shown to be negative (e.g., [6], [12], and [39]), and there have now been several theoretical and experimental studies that have been reported confirming this negative index of refraction (NIR) property and applications derived from it such as phase compensation and electrically small resonators [54], negative angles of refraction (e.g., [8], [54]–[59]), sub-wavelength waveguides with lateral dimension below diffraction limits (e.g., [26], [27], [60]–[63]) enhanced focusing (see [46] and [64]), backward wave antennas [44], Čerenkov radiation [65], photon tunneling [66], [67], and enhanced electrically small antennas [68]. These studies rely heavily on the concept that a continuous wave (CW) excitation of a DNG medium leads to a negative refractive index and, hence, to negative or compensated phase terms. Ziolkowski and Heyman thoroughly analyzed this concept mathematically using detailed steps, and have shown that, in DNG media, the refractive index can be negative [12]. One must exercise some care with the definitions of the electromagnetic properties in a DNG medium. When $\varepsilon < 0$ and $\mu < 0$ in a lossless DNG medium, with the branch-cut choices, as shown in [12], one should write $\sqrt{\varepsilon} = \sqrt{|\varepsilon|} = -j\sqrt{|\varepsilon|}$ and $\sqrt{\mu} = \sqrt{|\mu|} = -j\sqrt{|\mu|}$. This leads to the following expressions for the definitions of the wavenumber and the wave impedance, respectively:

$$k = \frac{\omega}{\sqrt{\varepsilon \mu}} = -\omega \sqrt{\frac{1}{|\varepsilon|}} \sqrt{|\mu|}, \quad \eta = \frac{\sqrt{\mu}}{\sqrt{\varepsilon}} = \frac{\sqrt{|\mu|}}{\sqrt{|\varepsilon|}}$$

(1)

which are needed to properly describe the interaction of a wave with a DNG medium. If the index of refraction of a medium is negative, then the refracted angle, according to Snell’s law, should also become “negative.” This suggests that the refraction is anomalous, and the refracted angle is on the same side of the interface normal as the incident angle is. This will be clearly shown here later.

Veselago in his 1968 paper mentions certain temporal dispersions for negative permittivity and permeability [1]. As for the causality, we note that if one totally ignores the temporal dispersion in a DNG medium and carefully consider the ramifications of a homogeneous nondispersive DNG medium and the resulting NIR, one will immediately encounter a causality paradox in the time domain, i.e., a nondispersive DNG medium is noncausal. However, a resolution of this issue was uncovered in [69] by taking the dispersion into account in a time-domain study of wave propagation in DNG media. The causality of waves propagating in a dispersive DNG MTM was investigated there both analytically and numerically using the one-dimensional (1-D) electromagnetic plane-wave radiation from a current sheet source in a dispersive DNG medium. In that study, a lossy Drude model of the DNG medium was used, and the solution was generated numerically with the finite-difference time-domain (FDTD) method. The analogous problem in a nondispersive DNG medium was also considered, and it was shown that the solution to this problem is not causal in agreement with similar observations given in [6]. An approximate solution was constructed that combined a causal envelope with a sinusoid, which has the nondispersive NIR properties; it compared favorably with the FDTD results for the dispersive DNG case. It was thus demonstrated that causal results do indeed require the presence of dispersion in DNG media and that the dispersion is responsible for a dynamic reshaping of the pulse to maintain causality. The CW portions of a modulated pulse (i.e., excluding its leading and trailing edges) do obey all of the NIR effects expected from a
time–harmonic analysis in a band-limited “nondispersive” DNG medium. Therefore, one can conclude that the CW analyses of DNG media are credible as long as very narrow bandwidth pulse trains are considered for any practical realizations. This has been the case in all of the experimental results reported to date that we are aware of. Moreover, time delays for the realization of the NIR effects are inherent in the processes dictated by the dispersive nature of the physics governing these media.

Since, in this paper, in addition to analytical descriptions, we present several FDTD simulation results for wave interactions with DNG media, particularly the FDTD representation of negative refraction, here we need to briefly discuss some of the features of the FDTD simulator specific to the DNG structures. It should be emphasized that the use of this purely numerical simulation approach does not involve any choices in defining derived quantities to explain the wave physics, e.g., neither wave vector directions, nor wave speeds are stipulated a priori. In this manner, it has provided a useful approach to studying the wave physics associated with DNG MTMs.

As in [12], [57], [58], and [104], lossy Drude polarization and magnetization models are used to simulate the DNG medium. In the frequency domain, this means the permittivity and permeability are described as

\[
\varepsilon(\omega) = \varepsilon_0 \left(1 - \frac{\omega_p^2}{\omega (\omega - j\Gamma_e)}\right)
\]

\[
\mu(\omega) = \mu_0 \left(1 - \frac{\omega_m^2}{\omega (\omega - j\Gamma_m)}\right)
\]

(2)

where \(\omega_p\) and \(\Gamma\) denote the corresponding plasma and damping frequencies, respectively. Although in some of the analytical and numerical studies, as well as experiments considered by other groups (e.g., [5]–[8], [36], [113], and [114]), the Lorentz model and its derivatives have been used, here the Drude model is preferred for the FDTD simulations for both the permeability and permittivity functions because it provides a much wider bandwidth over which the negative values of the permittivity and permeability can be obtained. This choice is only for numerical convenience, and it does not alter any conclusions derived from such simulations since the negative refraction is observed in either choice. However, choosing the Drude model for the FDTD simulation also implies that the overall simulation time can be significantly shorter, particularly for low-loss media. In other words, the FDTD simulation will take longer to reach a steady state in the corresponding Lorentz model because the resonance region where the permittivity and permeability acquire their negative values would be very narrow in this model. Choice of electric and magnetic currents, polarization and magnetization fields, and the discretization of the computational space for the FDTD simulation are done self-consistently following the conventional FDTD method [119]. The simulation space was truncated with an MTM-based absorbing boundary condition [120], [121]. The FDTD cell size in all cases presented here was \(\lambda_0/100\) to minimize the impact of any numerical dispersion on the results.

As an example of numerical simulation of negative refraction, Fig. 1 presents two cases of CW Gaussian wave interaction with DNG slabs when the CW frequency is chosen to be \(f_0 = 30\) GHz. (Needless to say, this choice is arbitrary; the numerical results presented below can be obtained at any frequency with a proper scaling of the parameters.) In order to reduce the effect of reflection and, thus, to observe the negative refraction more clearly, the parameters of these slabs are chosen such that the slab is impedance matched to the free space. Therefore, the electric and magnetic Drude models were selected to be identical, i.e., \(\omega_{pe} = \omega_{pm} = \omega_p\) and \(\Gamma_e = \Gamma_m = \Gamma\). In all cases, only low-loss values were considered by setting \(\Gamma = 10^{18}\) s\(^{-1}\) \(\ll\omega_p\). This means that the index of refraction has the form

\[
\eta(\omega) = \sqrt{\frac{\varepsilon(\omega)\mu(\omega)}{\varepsilon_0\mu_0}}
= \frac{\omega_p^2}{\omega (\omega - j\Gamma)}
= 1 - \frac{\omega_p^2}{\omega^2 + \Gamma^2} - \frac{\Gamma}{\omega} \frac{\omega_p^2}{\omega^2 + \Gamma^2}
\approx 1 - \frac{\omega_p^2}{\omega^2} - \frac{\Gamma \omega_p^2}{\omega^2}.
\]

(3)
In Fig. 1(A), the matched DNG slab has \( n_{\text{real}}(\omega_0) \approx -1 \), when \( \omega_p = 2\pi \sqrt{2f_0} = 2.06573 \times 10^{11} \text{rad/s} \) and, hence, \( \Gamma = 3.75 \times 10^{-4} \omega_p \). For the other matched DNG slab, shown in Fig. 1(B), \( n_{\text{real}}(\omega_0) \approx -6 \), for which the model parameters were selected to be \( \omega_p = 2\pi \sqrt{7f_0} = 4.98712 \times 10^{11} \text{rad/s} \) and \( \Gamma = 2.01 \times 10^{-4} \omega_p \).

As can be seen in Fig. 1, the negative angle of refraction is clearly seen in both cases. In panel (A), where \( n_{\text{real}}(\omega_0) \approx -1 \), the refracted angle is equal and opposite to the angle of incidence, while in panel (B), with \( n_{\text{real}}(\omega_0) \approx -6 \), the negative angle of refraction is negative, but less than the incident angle. Due to the change in wavelength in the DNG slab, the beam becomes highly compressed along the beam axis. The discontinuities in the derivatives of the fields at the double-positive (DPS)-DNG interfaces (i.e., the so-called “V-shaped” patterns at both interfaces) are clearly seen.

These cases clearly show the presence and effects of the negative angle of refraction realized when an obliquely incident Gaussian beam interacts with a DNG slab. Power flow at the negative angles predicted by Snell’s law is confirmed. Fine resolution-in-time movies (not shown here) of the behavior of the electric field in the interaction cases demonstrate that the phase propagation is indeed in the opposite direction to the power flow shown in the figures given here. The FDTD simulation results such as these have numerically confirmed many of the fundamental properties of beam interactions with a DNG medium. We note that there had been some controversy about this negative angle of refraction [14] despite initial experimental verification [8] with 3-D MTM constructs. However, this has already been resolved through the subsequent explanation [15].

More recent planar negative-index transmission line [40], [43] and related planar refractive cone experiments [70], [71] have also more clearly verified this effect.

It is also worth mentioning that Foster’s reactivity theorem has been shown to be satisfied for the lossless DNG MTMs [72], just as it is for the conventional DPS media.

III. PHASE COMPENSATION IN DNG MEDIA

One of the interesting features of DNG media is their ability to provide phase compensation or phase conjugation due to their negative index. Consider a slab of conventional lossless DPS material with positive index of refraction \( n_1 \) and thickness \( d_1 \) and a slab of lossless DNG MTM with negative refractive index \( -n_2 \) and thickness \( d_2 \). Although not necessary, but for the sake of simplicity in this argument, we assume that each of these slabs is impedance matched to the outside region (e.g., free space). Let us take a monochromatic uniform plane wave normally incident on this pair of slabs. As this wave propagates through the slab, the phase difference between the exit and entrance faces of the first slab is obviously \( n_1 k_0 d_1 \), where \( k_0 = \omega_0 \sqrt{\epsilon_0 / \mu_0} \), while the total phase difference between the front and back faces of this two-layer structure is \( n_1 k_0 d_1 - [n_2 k_0 d_2] \), implying that whatever phase difference is developed by traversing the first slab, it can be decreased and even compensated by traversing the second slab. If the ratio of \( d_1 \) and \( d_2 \) is chosen to be \( d_1 / d_2 = |n_2| / |n_1| \) at the given frequency, then the total phase difference between the front and back faces of this two-layer structure will become zero. This means that the DNG slab acts as a phase compensator in this structure [54]. We should note that such phase compensation/conjugation does not depend on the sum of thicknesses \( d_1 + d_2 \), rather it depends on the ratio of \( d_1 \) and \( d_2 \). Thus, in principle, \( d_1 + d_2 \) can be any value as long as \( d_1 / d_2 \) satisfies the above condition. Therefore, even though this two-layer structure is present, the wave traversing this structure would not experience the phase difference. This feature can lead to several interesting ideas in device and component designs, as will be discussed later.

Such phase compensation can also be verified using the FDTD simulation, as shown in Fig. 2. A Gaussian beam is launched toward a pair of DPS and DNG layers, each layer having a thickness of \( 2\lambda_0 \). The DPS slab has \( n(\omega) = +3 \), while the DNG layer has \( n_{\text{real}}(\omega_0) \approx -3 \). As is evident from Fig. 2, the beam expands in the DPS slab and then refocuses in the DNG slab, and the waist of the intensity of the beam is recovered at the back face. The electric-field intensity could, in principle, be maintained over the total thickness of \( 4\lambda_0 \). There is only a \( -0.323 \text{ dB} (7.17\%) \) reduction in the peak value of the intensity of the beam when it reaches the back face. Moreover, the phase of the beam at the output face of the stack is the same as its value at the entrance face. Therefore, the phase compensator thus translates the Gaussian beam from its front face to its back face with low loss.
Using multiple matched DPS–DNG stacks, one could produce a phase-compensated time-delayed waveguiding system. Each pair in the stack would act as shown in Fig. 2. Thus, the phase compensation–beam translation effects would occur throughout the entire system. Moreover, by changing the index of any of the DPS–DNG pairs, one changes the speed at which the beam traverses that slab pair. Consequently, one can change the time for the beam to propagate from the entrance face to the exit face of the entire DPS–DNG stack. In this manner, one could realize a volumetric low-loss time-delay line for a Gaussian beam system.

This phase compensation can lead to a wide variety of potential applications that could have a large impact on a number of engineering systems. One such set of applications offers the possibility of having sub-wavelength electrically small cavity resonators and waveguides with lateral dimension below diffraction limits. These ideas are briefly reviewed here. The interested reader is referred to [26], [27], and [54] for further details.

IV. SUB-WAVELENGTH COMPACT CAVITY RESONATOR USING DNG MEDIA

Let us take the pair of DPS and DNG layers discussed above and put two perfect reflectors (e.g., two perfectly conducting plates) at the two open surfaces of this bilayer structure, forming a 1-D cavity resonator [see Fig. 3(A)]. It has been shown by Engheta [54] that such a cavity resonator may possess a nonzero mode even when the thickness of the cavity is, in principle, much smaller than the conventional $\lambda/2$. In that analysis, the dispersion relation was found to be

$$\frac{n_{\text{DNG}}}{\mu_{\text{DNG}}} \tan(n_{\text{DPS}} k_0 d_{\text{DPS}}) + \frac{n_{\text{DPS}}}{\mu_{\text{DPS}}} \tan(n_{\text{DNG}} k_0 d_{\text{DNG}}) = 0$$

and since $\varepsilon_{\text{DPS}} > 0$, $\mu_{\text{DPS}} > 0$, $\varepsilon_{\text{DNG}} < 0$, and $\mu_{\text{DNG}} < 0$, it can be rewritten as

$$\frac{\tan(n_{\text{DPS}} k_0 d_{\text{DPS}})}{\tan(n_{\text{DNG}} k_0 d_{\text{DNG}})} = \frac{n_{\text{DPS}}}{n_{\text{DNG}}} \frac{\mu_{\text{DPS}}}{\mu_{\text{DNG}}}$$

The choice of sign for $n_{\text{DNG}}$ and $n_{\text{DPS}}$ is irrelevant here since either sign does not change this relation.) This relation does not show any direct constraint on the sum of thicknesses of $d_{\text{DPS}}$ and $d_{\text{DNG}}$. Instead, it deals with the ratio of tan of these thicknesses (with multiplicative constants). This implies that, contrary to a conventional DPS–DPS cavity resonator, here, as $d_{\text{DPS}}$ is reduced, the value of $d_{\text{DNG}}$ can also become smaller in order to satisfy the above dispersion relation (5), and the layers can conceptually be as thin as or thicker than otherwise needed as long as relation (5) is satisfied. The total thickness of such a thin cavity $d_{\text{DPS}} + d_{\text{DNG}}$ may turn out to be much smaller than the standard $\lambda/2$, which, for low-frequency applications, may provide significant miniaturization in cavity resonator designs.

The electric- and magnetic-field expressions for the mode in such a DPS–DNG 1-D cavity have been derived in [54]. Fig. 3(B) presents a sketch of these field distributions in this cavity. As noted in Figs. 1 and 2, and as shown in Fig. 3(B), the tangential electric field possesses a discontinuous first derivative at the boundary between the two layers, i.e.,

$$-j\omega\mu_{\text{DPS}}^{-1} \partial_z E_{x,\text{DPS}}(z = \text{Interface}) = -j\omega\mu_{\text{DNG}}^{-1} \partial_z E_{x,\text{DNG}}(z = \text{Interface})$$

with $\mu_{\text{DPS}} > 0$ and $\mu_{\text{DNG}} < 0$. A similar argument can be used for the magnetic-field behavior at this interface.

This idea has also been extended to the cases of cylindrical and spherical cavities filled with a pair of coaxial DPS–DNG layers and concentric DPS–DNG shells, respectively [73], [74]. The corresponding dispersion relations and field distributions have been obtained. As in the case of a 1-D cavity resonator, it has been found that it is possible to have these 2-D and 3-D cavity geometries with the dimension below the conventional cavity size when they are filled with a pair of DPS and DNG layers [73], [74]. An experimental confirmation of the 1-D cavity resonator concept has been recently shown by Hrabar et al. at a recent symposium [75].

It is worth noting that it is also possible to have such compact cavity resonators using SNG media, such as pairs of ENG and...
MNG layers [26], [27]. In the case of a 1-D ENG–MNG cavity resonator, the dispersion relation takes the form

\[ \sqrt{\frac{\varepsilon_{\text{ENG}}}{\varepsilon_{\text{ENG}}}} \tanh \left( \omega d_{\text{ENG}} \sqrt{\frac{\mu_{\text{ENG}}}{\varepsilon_{\text{ENG}}}} \right) \]

\[ = \sqrt{\frac{\varepsilon_{\text{MNG}}}{\varepsilon_{\text{MNG}}}} \tanh \left( \omega d_{\text{MNG}} \sqrt{\frac{\mu_{\text{MNG}}}{\varepsilon_{\text{MNG}}}} \right). \]  

(6)

Such a compact cavity of an ENG–MNG pair can support only one mode at a given frequency. Since this paper deals with the concept of DNG materials and their potential applications, here we do not include the various aspects of the SNG materials and their relevant applications. Further details for the case of ENG–MNG cavities can be found in [26] and [27].

V. SUB-WAVELENGTH GUIDED-WAVE STRUCTURES WITH LATERAL DIMENSIONS BELOW DIFFRACTION LIMITS

The concept of sub-wavelength cavity resonators using DPS–DNG or ENG–MNG layers, reviewed above, has been extended to the case of guided-wave structures that can have lateral dimensions smaller than the conventional diffraction limit \( \lambda/2 \). [26], [27] When the structure shown in Fig. 3(A) is used as a parallel-plate waveguide with the DPS–DNG pair, the dispersion relation for guided mode with longitudinal waveguide wavenumber \( \beta \) has been shown to be

\[ \tan \left( k_{\text{TE}} d_{\text{DPS}} \right) = -\mu_{\text{DNG}} k_{\text{TE}} \mu_{\text{DPS}}, \]  

TE modes  

\[ \cot \left( k_{\text{TM}} d_{\text{DPS}} \right) = -\varepsilon_{\text{DNG}} k_{\text{TM}} \varepsilon_{\text{DPS}} \]  

TM modes  

(7)

where \( k_{\text{TE}} \equiv \sqrt{k^2 - \beta^2} \) for the TE mode and a corresponding expression for the TM mode [26]. For DPS and DNG slabs, \( k^2 = \omega^2 \mu_{\text{DPS}} d_{\text{DPS}} > 0 \) and \( k^2 = \omega^2 \varepsilon_{\text{DNG}} d_{\text{DNG}} > 0 \), respectively, and the transverse wavenumber \( k_{\text{TE}} \) and \( k_{\text{TM}} \) may be real or imaginary, depending on the value of \( \beta \). In standard metallic waveguides filled with DPS materials, it is known that guided modes cannot be supported when the lateral dimensions fall below a certain limit, i.e., below the cutoff thickness. In other words, in a closed waveguide with a metallic wall, reducing the cross-sectional size of the guide results in cutting off the modes one after the other until the dominant mode is also cut off. However, in the DPS–DNG or ENG–MNG waveguides, it may be possible to overcome this limitation and to devise a waveguide capable of supporting guided modes without any cutoff thickness [26], [27]. By properly choosing the material parameters and thicknesses of the DPS and DNG layers in the waveguide, one can obtain various interesting features for such a waveguide. Some of these properties for the case of parallel-plate waveguides are summarized below.

Fig. 4(A) presents a sample of the dispersion diagram for the TE mode in the DPS–DNG parallel-plate waveguide, showing the relationship among the normalized total thickness \( d_{\text{DPS}} + d_{\text{DNG}} \), \( d_{\text{DPS}} \), and \( \beta_{\text{TE}} \). For comparison, the corresponding TE-mode dispersion diagram for the DPS–DPS parallel-plate waveguide is shown in Fig. 4(B).

Referring to Fig. 3(A) as the geometry of the waveguide and Fig. 4 for its dispersion diagram, let us first consider the case where the DPS and DNG layers are very thin, i.e., \( k_{\text{DPS}} d_{\text{DPS}} \ll 1 \) and \( k_{\text{DNG}} d_{\text{DNG}} \ll 1 \). In this case, the dispersion relations in (7) may be approximated, respectively, as

\[ \beta_{\text{TE}} \approx -\mu_{\text{DNG}} \]  

TE case  

\[ \beta_{\text{TM}} \approx \pm \omega \sqrt{\frac{1}{\varepsilon_{\text{DPS}}} + \frac{1}{\varepsilon_{\text{DNG}}}} \]  

TM case  

(8)

where \( \gamma \) is shorthand for \( d_{\text{DPS}}/d_{\text{DNG}} \) and obviously should always be a positive quantity. If instead of a pair of DPS–DNG layers, this thin waveguide were filled with a pair of DPS–DPS layers (and similarly with a pair of ENG–ENG, DPS–ENG, MNG–MNG, DNG–MNG, or DNG–DNG layers), the first equation in (8) would not be satisfied because, for these pairs, the right-hand side of that equation would not be positive and, thus, no TE mode could propagate in such a thin DPS–DPS waveguide, as expected. This can be seen from Fig. 4(B) around the region of the diagram where thickness of one of the layers (e.g., the first DPS layer) is taken to be very small, and we note that, in this region, the total thickness of the guide cannot be lower than a certain limit. This indeed would represent the diffraction limit mentioned above for standard waveguides. However, if the thin waveguide is filled with a pair of DPS–DNG slabs (or a pair of ENG–ENG, DPS–MNG, or ENG–MNG slabs), the right-hand side of the first equation in (8) would be positive and, thus, that equation may be approximately satisfied for a certain value of \( \gamma \). In this case, the exact expression for \( \beta_{\text{TE}} \) should be obtained by solving the TE dispersion relation in (7). As we can see from that equation and also from Fig. 4(A), the region where both \( k_{\text{DPS}} d_{\text{DPS}} \ll 1 \) and \( k_{\text{DNG}} d_{\text{DNG}} \ll 1 \) is allowed and, hence, the total thickness \( d_{\text{DPS}} + d_{\text{DNG}} \) can be very small, contrary to the case of the DPS–DPS waveguide. In such a limit and as long as the TE dispersion relation in (7) is satisfied, one (and only one) propagating TE mode may exist in principle, as Fig. 4(A) shows, no matter how thin these layers are. This means a parallel-plate waveguide filled with DPS–DNG layers does not have a cutoff thickness for the TE modes; thus, it can support a TE guided mode, even though the lateral dimension can be well below the diffraction limit.

As for the TM mode, the second equation in (8) provides the approximate value for \( \beta_{\text{TM}} \) of the dominant TM mode when \( \beta_{\text{TM}} \) is a real quantity for a given set of \( \gamma \) and material parameters. For a DPS–DPS or DNG–DNG thin waveguide, this TM mode exists for any ratio \( \gamma \), and its \( \beta_{\text{TM}} \) lies between the wavenumbers of the two layers. The allowable ranges of variation of \( \beta_{\text{TM}} \) in (8) in terms of \( \gamma \) have been discussed in detail in [26] and [27]. It has been shown that, for the DPS–DNG parallel-plate waveguide, the range of variation of \( \beta_{\text{TM}} \) indeed differs from the ones in the standard DPS–DPS waveguides in that \( \beta_{\text{TM}} \) may attain values only outside the interval between \( k_{\text{DPS}} \) and \( k_{\text{DNG}} \) (effectively “complementary” to the standard DPS–DPS case where \( \beta_{\text{TM}} \) is in this interval). The fact that thin waveguides loaded with complimentary pairs of MTMs (e.g., DPS–DNG or ENG–MNG) may support nonlimited \( \beta_{\text{TM}} \), may offer interesting possibilities in the design of very thin resonant cavities and very thin waveguides having guided modes with high \( \beta \). With \( \beta \gg 1 \), the waveguide wavelength \( \lambda_g = 2\pi/\beta \) will be very small, which
may give rise to compact resonators and filters. A similar observation regarding the possibility of $\beta_{TM}$ being very large has also been made by Nefedov and Tretyakov [61]. Other salient features of DPS–DNG waveguides such as unusual properties in mode excitation, backward flow of power in the DPS–DNG waveguides, and the effect of geometric discontinuity in the DPS–DNG slabs in such waveguides have been studied and reported in the literature [27], [76]. Moreover, some of the unconventional characteristics of such DPS–DNG waveguides and cavities can be explained and justified using the distributed-circuit-element approach with appropriate choice of elements [77]. This “circuit-element” approach may also be applied to ENG–MNG, or DPS–SNG waveguides [77]. It is worth noting that there are other techniques to construct subwavelength waveguides by embedding split-ring resonators in a waveguide below cutoff [117], [118]. These split-ring resonators can be considered as lumped elements within such subwavelength waveguides, whereas the structures considered above are subwavelength due to the resonant pairing of the DPS and DNG layers.

The case of cylindrical waveguide with a metallic wall filled with coaxial layers of DPS–DNG or ENG–MNG materials have also been studied by Alù and Engheta [73], and analogous results have been obtained.

Guided-wave structures involving SNG materials have also been analyzed in detail by Alù and Engheta [26], [27], and similarities and differences between the ENG–MNG and DPS–DNG parallel-plate waveguides have been discussed and reported [26]. For thin waveguides, these two sets of waveguide have many similarities. However, as the parallel-plate waveguide gets thicker, the differences between these two classes of waveguide become evident. For example, we have shown that it is possible to have a mono-modal thick parallel-plate waveguide filled with a pair of ENG and MNG layers, whereas the same size DPS–DNG waveguide may support more than one mode. Other characteristics of the SNG waveguides can be found in [26] and [27].

The case of surface-wave propagation along the open ungrounded DNG slab waveguides has also been studied [27]. The geometry of such a DNG waveguide is shown in Fig. 5(A). The dispersion relation is given as

$$\mu_{\text{DNG}} \sqrt{k_{\text{DNG}}^2 - \beta_{\text{even}}^2} \cot \left( \sqrt{k_{\text{DNG}}^2 - \beta_{\text{even}}^2} d \right) = \frac{\mu_0}{\sqrt{\beta_{\text{even}}^2 - k_n^2}}$$

$$\frac{\mu_{\text{DNG}}}{\sqrt{k_{\text{DNG}}^2 - \beta_{\text{odd}}^2}} \tan \left( \sqrt{k_{\text{DNG}}^2 - \beta_{\text{odd}}^2} d \right) = - \frac{\mu_0}{\sqrt{\beta_{\text{odd}}^2 - k_n^2}}$$

(9)

where $k_n^2 \equiv \omega^2 \mu_0 \varepsilon_n$ and $d$ is half of the slab thickness. Fig. 5(B) shows the dispersion diagrams for the odd TE mode in the open DNG slab waveguide (solid line) and the corresponding DPS slab waveguide (dashed line), where $\Delta k^2 \equiv k_{\text{DNG}}^2 - k_0^2$. One
striking difference between the two dispersion diagrams is the presence of a TE odd mode in the DNG slab as the expression $\Delta k 2d$ tends to small values below $\pi$. We also note that, for this solution of the dispersion relation (i.e., the lowest solid line in Fig. 5(B)), the value of $\beta_{\text{odd}}$ increases as $\Delta k 2d \to 0$. In fact, $\beta_{\text{odd}}$ can become even greater than $k_{\text{DNG}}$.

In order to highlight the importance of this solution, let us first consider the case of a standard DPS slab waveguide in which propagating guided modes are possible only when $k_{0} < \beta < k_{\text{DPS}}$. In particular, the first even mode has no cut off, i.e., even when $d \to 0$, a solution for $\beta_{\text{even}}$ still exists and is $\beta_{\text{even}} \to k_{0} + 0$. However, this DPS behavior also implies that the lateral distribution of the field of such a guided mode is widespread in the region surrounding the slab, and essentially the mode is only weakly guided. Therefore, when the guiding structure with the DPS material becomes very thin, the effective cross section of the guided mode becomes very large, i.e., in the limit of zero slab thickness, the guided mode is simply a uniform plane wave. Consequently, if we consider reducing the slab thickness, the guided mode will travel with a transverse section much larger than the slab lateral dimension. This issue is indeed another manifestation of the diffraction limitation, which does not traditionally allow the signal transport in a guided structure thinner than a given dimension determined by the wavelength of operation.

For the DNG slab waveguide, the situation is quite different. In this case, since the first odd mode has no cutoff thickness, the fields are more concentrated and confined near the slab surface. This is an important advantage of such DNG open-slab waveguides. It implies that the guided surface wave can be present even for a sub-wavelength guided-wave structure with lateral dimension below the diffraction limit and that it will be tightly confined to this structure since $\beta_{\text{odd}} \gg k_{0}$. Several other details about the dispersion properties of the open ungrounded DNG slab waveguides can be found in [27], among those one can mention the fact that such a waveguide supports guided modes in which the portion of the power flowing in the surrounding vacuum is antiparallel with respect to the portion flowing inside the DNG slab. This feature can offer an interesting possibility for the “backward” coupling between such DNG open waveguides and standard DPS open waveguide placed in their proximity [27], [78]. This will be briefly reviewed in Section VI. It is also important to note that the properties of the grounded DNG slab has been studied by Bacarelli et al. with an emphasis toward conditions for the absence of surface waves in such grounded structures with potential application to printed antenna systems [79].

The possibility of having guided modes with $\beta_{\text{odd}} \gg k_{0}$ can provide a possible solution for the transport of RF and optical energy in structures with small lateral dimensions, below the diffraction limit with possible applications to miniaturization of optical interconnects and nanophotonics. Ideally, in the lossless case, there is, in principle, no limitation on the compactness of such waveguides and the confinement of the guided mode. However, in practice, loss is present and may limit the performance and, thus, should be taken into consideration.

Similar characteristics have also been obtained for the thin open cylindrical waveguides formed by a DNG or a SNG cylinder or coaxial layers of DNG–DPS or DPS–SNG materials [80].

VI. BACKWARD COUPLERS USING DNG SLAB WAVEGUIDES

As mentioned above, owing to the peculiar behavior of guided modes in open DNG slab waveguides, they can exhibit backward coupling properties when they are in proximity of open DPS slab waveguides, i.e., if one of the two waveguides is excited to carry power in one direction, the second waveguide, through the coupling, might "redirect" back some of this power in the opposite direction. We should note that an analogous phenomenon for the planar circuits has been observed and studied in the negative-index transmission-line couplers by Islam et al. [45] and Caloz and Itoh [42].

The geometry of the problem is shown in Fig. 6, in which the two open-slab waveguides are separated and surrounded by a simple medium (e.g., free space). In this figure, a simple physical description of the backward coupling of the power flows in the two slabs is also given in terms of the phase and Poynting vectors. Using a rigorous modal analysis of the structure, the following dispersion relation for the supported TE modes can be obtained:

$$\text{Disp}_1 \text{Disp}_2 = c_1 c_2$$

(10)

where $\text{Disp}_2 = 0$ (with $i = 1, 2$) with

$$\text{Disp}_i = \left( \sqrt{k_i^2 - \beta^2 \cot \left( \sqrt{k_i^2 - \beta^2 \frac{d_i}{2}} \right) + \mu_i \sqrt{\beta^2 - k_{0}^2} } \right)$$

$$\times \left( \sqrt{k_i^2 - \beta^2 \tan \left( \sqrt{k_i^2 - \beta^2 \frac{d_i}{2}} \right) - \mu_i \sqrt{\beta^2 - k_{0}^2} } \right)$$

(11)

is the modal dispersion relation of each slab alone (i.e., without coupling), represented by the product of the dispersion rela-
...and further, hence, increasing the coupling coefficient, 

\[ c_i = \frac{1}{2} e^{-h\sqrt{\beta^2 - k_i^2}} \left[ \beta^2 \left( \mu_i^2 - \mu_0^2 \right) + \mu_0^2 k_i^2 - \mu_i^2 k_0^2 \right] \times \sin \left( \sqrt{k_i^2 - \beta^2} - \beta d_i \right). \]  

(12)

The TM mode dispersion relation may be straightforwardly obtained using the duality principle. When the two waveguides are far apart (i.e., \( h \) is sufficiently large), the coupling term on the right-hand side of the dispersion relation vanish and, as expected, (10) reduces into the dispersion relations for the two “decoupled” open waveguides. The modes in each waveguide are unperturbed and, thus, there is no coupling present. When \( h \) is reduced, however, the modes supported by each one of the two waveguides have field distributions that extend into the region occupied by the other waveguide. Thus, a new set of modes should be found to satisfy the exact dispersion relation with a field distribution obtainable by solving the boundary value problem. The properties of these modes may be obtained by using perturbation techniques or the exact formulation. Some of the details can be found in [27]. Here, we briefly describe an interesting distinction between a DPS–DNG waveguide coupler and a corresponding standard DPS–DPS waveguide coupler. In a standard waveguide directional coupler, when we fix the geometry of the two waveguides separately and, therefore, fix the values of \( \beta_{1\text{coupling}} \) and \( \beta_{2\text{coupling}} \) without coupling, the exact solutions for the wavenumbers \( \beta_{1\text{coupling}} \) and \( \beta_{2\text{coupling}} \) move farther from each other as \( h \) is reduced. Moreover, their interference spatial period consequently decreases. When instead we consider a DPS–DNG backward coupler, the two solutions \( \beta_{1\text{coupling}} \) and \( \beta_{2\text{coupling}} \) move closer as \( h \) is reduced, thus increasing the spatial period of their coupling. One can then get to a point at which the two supported modes have the same wavenumber, i.e., \( \beta_{1\text{coupling}} = \beta_{2\text{coupling}} \), and the interference is no longer present (i.e., its period is infinite). By decreasing the distance \( h \) further and, hence, increasing the coupling coefficient, an exponential variation for the power exchange (rather than a sinusoidal variation) results. Consequently, the power is “redirected” back into the other waveguide continuously and exponentially with a factor that increases as \( h \) decreases. In the exact approach, this behavior is due to the fact that the two modes share the same real part, but start to have two oppositely valued imaginary parts. The backward coupler with a strong coupling, therefore, acts similarly to a periodically corrugated waveguide (grating reflector) in its stopband, but with the unusual feature that the “reflected” power is effectively flowing in a separate channel and is isolated from the “incident” one. This implies that the incident and reflected power flows are spatially localized in the two different waveguides.

VII. SUB-WAVELENGTH FOCUSING WITH A FLAT LENS OR A CONCAVE LENS MADE OF DNG MATERIALS

Another one of the interesting potential applications of DNG media, which was first theoretically suggested by Pendry [64], is the idea of a “perfect lens” or focusing beyond the diffraction limit. In his analysis of the image formation process in a flat slab of lossless DNG material, Pendry showed that, in addition to the faithful reconstruction of all the propagating spatial Fourier components, the evanescent spatial Fourier components can also ideally be reconstructed. The evanescent wave reconstruction is due to the presence of a “growing exponential effect” in the DNG slab, leading to the formation of an image with a resolution higher than the conventional limit. His idea has motivated much interest in studying wave interaction with DNG media. Various theoretical and experimental works by several groups have explored this possibility; they have shown the possibility and limitations of sub-wavelength focusing using a slab of DNG or negative-index MTMs [81], [82]. The sub-wavelength focusing in the planar 2-D structures made of negative-index transmission lines has also been investigated [46]. The presence of the growing exponential in the DNG slab has also been explained and justified using the equivalent distributed circuit elements in a transmission-line model [83]. It has also been shown that “growing evanescent envelopes” for the field distributions can be achieved in a suitably designed, periodically layered stacks of frequency selective surfaces (FSSs) [84].

In Fig. 7(A), we present an FDTD simulation of the focusing effects for a planar slab of DNG materials with \( n_{\text{rell}}(\omega_0) \approx -1 \). A diverging CW-modulated Gaussian beam is assumed to be normally incident on such a planar DNG slab in order to determine whether it can focus such a diverging Gaussian beam or not. The focal plane (or waist) of the beam was taken to be in front of the slab. Since it was expected that the DNG slab would have an NIR and would focus the beam, i.e., it would bend the wave vectors of a diverging beam back toward the beam axis, a strongly divergent beam was considered in this simulation. A diffraction limited beam, whose waist was approximately \( \lambda_0/2 \), was used. The location of the waist was set at 2\( \lambda_0 \) away from the DNG interface so that there would be sufficient distance for the beam to diverge before it hit the interface. The DNG slab also had a depth of 2\( \lambda_0 \). Therefore, if the DNG slab refracts the beam, the waist of the beam at the back face of the DNG slab should be approximately the same as its initial value (the Drude medium has some small losses). A snapshot of the FDTD predicted electric-field intensity distribution is shown in Fig. 7(A). This result clearly shows that the planar DNG medium turns the...
This variance stems from the presence of additional wave processes, such as surface-wave generation, and from dispersion and loss in the actual Drude model used to define the DNG slab in the FDTD simulation.

We note that if, as shown by Ziolkowski and Heyman in [12], a point source is at a distance $d/2$ from the front face of an $n_{\text{real}}(\omega_0) \approx -1$ planar slab of thickness $d$, then the first focus of the source is found in the center of the slab a distance $d/2$ from the front face and the second focus is located beyond the slab at a distance $d/2$ from the back face. The slab effectively translates the source to the exterior focus position. If the reconstruction by the growing evanescent fields in the slab is to achieve sub-wavelength focusing at the image point and if the slab has even a small amount of loss, the slab will have to be thin. The source and its image will then have to be very near, respectively, to the front and back faces of the slab. The configuration will then essentially become a near-field one, and the “perfect lens” situation is thus lost to only near-field configurations when real media with losses are involved. Nonetheless, since there are numerous near-field imaging situations, such as breast tumor sensing, the slab translator may still provide interesting imaging possibilities. We note that if the source is moved further away from the front face of the slab, the foci inside and outside the slab will move closer to the back face of the slab. Consequently, even a normal lens configuration in which the source is far from the lens, the “perfect lens” only becomes useful in the near field of the output face of the system. The corresponding results for the Gaussian beam interacting with the matched DNG slab with $n_{\text{real}}(\omega_0) \approx -6$, shown in Fig. 7(B), reveals related, but different results. In contrast to the $n_{\text{real}}(\omega_0) \approx -1$ case, when the beam interacts with the matched DNG slab with $n_{\text{real}}(\omega_0) \approx -6$, there is little focusing observed. The negative angles of refraction dictated by Snell’s Law are shallower for this higher magnitude of the refractive index, i.e., $	heta_{\text{trans}} \approx -\sin^{-1}[-\sin(\theta_{\text{ave}})/6]$. Rather than a strong focusing, the medium channels power from the wings of the beam toward its axis, hence, maintaining its amplitude as it propagates into the DNG medium. The width of the beam at the back face is only slightly narrower, yielding only a slightly higher peak value there in comparison to its values at the front face. The strong axial compression of the beam caused by the (factor of six) decrease in the wavelength in the $\gamma_{\text{real}}(\omega_0) \approx -6$ slab also occurs. We note that, in these DNG cases, the beam appears to diverge significantly once it leaves the DNG slab. The properties of the DNG medium hold the beam together as it propagates through the slab. Once it leaves the DNG slab, the beam must begin diverging, i.e., if the DNG slab focuses the beam as it enters, the same physics will cause the beam to diverge as it exits. Moreover, there will be no focusing of the power from the wings to maintain the center portion of the beam. The rate of divergence of the exiting beam will then essentially become a near-field configuration in which the source is further from the front face and the second focus is located beyond the slab. The configuration will then essentially become a near-field one, and the “perfect lens” situation is thus lost to only near-field configurations when real media with losses are involved. Nonetheless, since there are numerous near-field imaging situations, such as breast tumor sensing, the slab translator may still provide interesting imaging possibilities. We note that if the source is moved further away from the front face of the slab, the foci inside and outside the slab will move closer to the back face of the slab. Consequently, even a normal lens configuration in which the source is far from the lens, the “perfect lens” only becomes useful in the near field of the output face of the system.

Fig. 7. (A) FDTD predicted electric-field intensity distributions illustrate the focusing of the Gaussian beam as it propagates in the $n_{\text{real}}(\omega_0) \approx -1$ DNG slab. Focusing at the back surface is observed. (B) Similar FDTD simulation for a DNG slab having $n_{\text{real}}(\omega_0) \approx -6$. Channeling of the beam in the DNG slab is observed; the wings of the beam are seen to feed the center of the beam. Diverging wave vectors toward the beam axis and, hence, acts as a lens to focus the beam. Since all angles of refraction are the negative of their angles of incidence for the $n_{\text{real}}(\omega_0) \approx -1$ slab, the initial beam distribution is essentially recovered at the back face of the slab, i.e., as designed, the focal plane of the beam in the DNG medium is located at the back face of the DNG slab. From the electric-field intensity obtained from the FDTD simulation, we note that the peak intensity is approximately 18% lower than its value at the original waist of the Gaussian beam.
This can have various applications, for instance, in a variety of near-field microwave or optical systems. Another potential application is to channel the field into a particular location, e.g., to use a large negative index DNG slab (e.g., \(n_{\text{real}}(\omega_0) \approx -6\)) as a superstrate (over-layer) on a detector so that the beam energy would be channeled efficiently onto the detector’s face. Most superstrates, being simple dielectrics, defocus the beam. Often one includes a curved DPS lens over the detector face to achieve the focusing effect. The flatness of the DNG slab has further advantages in packaging the detectors into an array or a system. Yet another potential application is to combine the negative index properties of the DNG slab with its negative refraction features to realize a low-loss phase compensator, as discussed earlier.

It should be mentioned that a planar DNG slab is unable to focus a collimated beam (i.e., flat beam) or a plane wave since the negative angle of refraction can occur only if there is oblique incidence. This is the reason why only FDTD simulations for expanding Gaussian beams have been shown up to this point. In order to focus a flat Gaussian beam (one with nearly an infinite radius of curvature), one must resort to a curved lens. However, in contrast to focusing (diverging), a plane wave with a convex (concave) lens composed of a DPS medium, here one must consider focusing (diverging) a plane wave with a concave (convex) lens composed of a DNG medium. Such a plano-concave DNG lens with \(n_{\text{real}}(\omega_0) \approx -1\) is shown in Fig. 8(A) for the FDTD simulation. It was formed by removing a parabolic section from the backside of a slab that was \(1.5\lambda_0\) deep and \(6,0\lambda_0\) wide. The focal length was chosen to be \(\lambda_0\), and the location of the focus was chosen to be at the center of the back face of the slab. The full width of the removed parabolic section at the back face was \(4\lambda_0\). A Gaussian beam with a waist of \(2\lambda_0\) was launched \(2\lambda_0\) distance away from the planar side of this lens and was normally incident on it.

It is known that a DPS plano-convex lens of index \(n_{\text{DPS}}\) with a similar radius of curvature \(R = 2\lambda_0\) (the dark gray region in Fig. 8(A)) would have a focus located \(f_{\text{DPS}} = R/(n_{\text{DPS}} - 1) = 2\lambda_0/(n_{\text{DPS}} - 1)\) from its back face. Thus, to have the focal point within the near field, as it is in the DNG case, the index of refraction would have to be very large. In fact, to have it located at the back face would require \(n_{\text{DPS}} \rightarrow \infty\). This would also mean that very little of the incident beam would be transmitted through such a high index lens because the magnitude of the reflection coefficient would approach one. In contrast, the DNG lens achieves a greater bending of the incident waves with only moderate absolute values of the refractive index and is impedance matched to the incident medium. Moreover, since the incident beam waist occurs at the lens, the expected waist of the focused beam would be \(w_{\text{focuss}} \approx (\lambda_0 f_{\text{DPS}})/(\pi n_0) = \lambda_0/([\pi(n_{\text{DPS}} - 1)] [123]. Hence, for a normal glass lens \(n_{\text{DPS}} \approx 1.5\), the transverse waist at the focus would be \(w_{\text{focuss}} \approx \lambda_0/1.57\), and the corresponding intensity half-max waist would be \(0.589 w_{\text{focuss}}\). The longitudinal size of the focus is the depth of focus, which, for the normal glass lens would be \(2(\pi n_{\text{DPS}}/\lambda_0)\). Again, to achieve a focus that is significantly sub-wavelength using a DPS lens, a very large index value would be required and would lead to similar disadvantages in comparison to the DNG lens. However, for the DNG plano-concave lens, one obtains more favorable results.

![Fig. 8](image-url)

Fig. 8(B) shows a snapshot of the FDTD-predicted electric-field intensity distribution when the intensity is peaked at the focal point. The radius of the focus along the beam axis (half intensity radius) is measured to be approximately \(\lambda_0/5\) and along the transverse direction it is approximately \(\lambda_0/6\). This sub-wavelength focal region is significantly smaller than would be expected from the corresponding traditional DPS lens. Moreover, even though the focal point is in the extreme near field of the lens, the focal region is nearly symmetrical and has a resolution that is much smaller than a wavelength. Such a sub-wavelength source has a variety of desirable features that may have applications for high-resolution imaging in near-field scanning optical microscopy (NSOM) systems. In particular, the field intensity has been concentrated into a sub-wavelength region without a
Fig. 9. Spherical scatterer composed of two concentric shells of DPS and DNG isotropic materials.

guiding structure. It could thus act as a much smaller aperture NSOM source than is available with a typical tapered optical fiber probe and without the associated aperture effects.

VIII. SUB-WAVELENGTH SPHERICAL AND CYLINDRICAL RESONANT STRUCTURES CONTAINING DNG METAMATERIALS

Earlier we reviewed the possibility of designing a sub-wavelength 1-D cavity resonator by pairing DPS and DNG layers. This resonance phenomenon can be intuitively explained by noting that if the DPS layer acts as an equivalent reactive impedance, the corresponding DNG layer may be considered as another reactive impedance, but with an opposite sign (since the permittivity and permeability of the DNG layer have opposite sign to those of the DPS layer) [54]. Therefore, pairing these two reactive “impedances” with opposite signs may produce the conditions for a resonance. Furthermore, reducing the thicknesses of both layers can affect the values of these equivalent impedances, but their signs stay opposite. As a result, the DPS–DNG pair can still remain resonant, as we reduce their thickness while maintaining a certain ratio of thicknesses (although the bandwidth of this resonance is affected as the size is reduced). This feature is not present for a pair of conventional DPS–DPS thin layers, and it is due to juxtaposing DPS and DNG layers (and, similarly, also for ENG and MNG layers). Such pairing of complementary materials can provide us with the possibility of having sub-wavelength “compact resonant structures” in the form of sub-wavelength cavities, waveguides, and scatterers. This can be extended to the cylindrical and spherical geometries formed by pairs of complementary MTMs, as studied by Alù and Engheta [73], [74], [85], who have theoretically shown how suitable pairs of two concentric spherical shells made of DPS–DNG, ENG–MNG, or even of ENG–DPS or MNG–DPS materials may lead to significant enhancement of wave scattering when compared with scattering from structures with the same shape and dimensions, but made of standard DPS media only. In other words, these structures are indeed electrically tiny scatterers with much larger scattering cross section than ordinary scatterers of the same size. With no loss, this enhancement can be of several orders of magnitude when compared with scatterers of comparable dimensions made by standard dielectrics. This result is consistent with the phenomenon of surface plasmon resonance in nanoparticles made of noble metals [124]. These resonant structures are briefly reviewed here.

Consider a spherical structure composed of two concentric shells made of DPS and DNG materials with radii \(a_1, a_2\) surrounded by free space (with permittivity \(\varepsilon_0\) and permeability \(\mu_0\)) (Fig. 9). A monochromatic incident plane wave illuminates this structure. As is well known, the peaks in the scattering coefficients for such a structure are due to the excitation of the natural modes (i.e., material polaritons) supported by the structure. In other words, if at a given frequency the scatterer supports a natural mode, its scattering cross section will show a resonant peak. At a fixed frequency, this can be explored by varying the total dimension of the scatterer until we achieve the case for which a natural mode may be excited. For spherical structures made of conventional media, the presence of such modes has a cutoff dimension for the outer radius \(a\) (usually comparable with the wavelength of operation) below which no natural mode is supported and, thus, the scattering coefficients are low. On the other hand, when DNG or SNG MTMs are combined with complementary materials, this “cutoff” limitation may be removed. Specifically, the dispersion relation for the material natural modes supported by the concentric-shell structure in Fig. 9 has been obtained in general [85], and in the limit of small radii, it can be simplified as

\[
\left\{ \begin{array}{l}
\left( \frac{a_1}{a} \right)^{2n+1} \\
- \frac{[(n+1)\mu_0+\eta\mu_{\text{DNG}}][(n+1)\mu_{\text{DNG}}+\eta\mu_{\text{DPS}}]}{n(n+1)(\mu_{\text{DNG}}-\mu_0)(\mu_{\text{DNG}}-\mu_{\text{DPS}})} \\
\times \left\{ \begin{array}{l}
\left( \frac{a_1}{a} \right)^{2n+1} \\
- \frac{[(n+1)\varepsilon_0+\eta\varepsilon_{\text{DNG}}][(n+1)\varepsilon_{\text{DNG}}+\eta\varepsilon_{\text{DPS}}]}{n(n+1)(\varepsilon_{\text{DNG}}-\varepsilon_0)(\varepsilon_{\text{DNG}}-\varepsilon_{\text{DPS}})}
\end{array} \right\} = 0
\end{array} \right.
\]

(13)

where \(n\) is the spherical modal order of the natural mode (referring to the variation along \(\theta\)). In order to have a physical solution for \(a_1/a\) satisfying the above equation, one or both of the expressions above containing the material permittivities or permeabilities should attain a value between zero and unity. This cannot be achieved if the concentric shells are all made of conventional DPS materials, implying that no natural mode is supported for electrically tiny spherical shells with conventional materials. However, if we use a DNG or SNG layer combined with a DPS or another properly chosen complementary MTM concentric layer, it will become possible to have a solution for \(a_1/a\). As a result, for a specific ratio of radii \(a_1/a\) fulfilling the above equation, the condition for the presence of a natural mode for the tiny DPS–DNG (or ENG–MNG, DPS–ENG, or DPS–MNG) concentric shells exists, which depends only on the ratio of shell radii without any direct constraint on the outer dimension of the scatterer. This behavior gives rise to the possibility of having a very high scattered field from a very tiny concentric shell particle [73], [74], [85].

Fig. 10 shows, as an example, the behavior of the scattering coefficient \(c_{11}\), for the \(n = 1\) mode, i.e., the dipolar scattered spherical TM wave, for a case where a DPS material is covered with an ENG layer. Comparison with the DPS–DPS case is also shown in Fig. 10, which reveals a major enhancement of the scattering phenomenon. We note from Fig. 10(A) that the
scattering coefficient can reach its maximum, even though the outer radius \( q \) is much smaller than the wavelength. As the outer radius gets smaller, the maximum scattering can still occur, although it becomes much more sensitive to the ratio \( a_1/a \). When the loss is included, the peak of the scattering coefficient is decreased as expected; however, it may still be greater than the scattering from the corresponding DPS case, as shown in Fig. 10(B).

One can speculate that by embedding these highly polarizable DPS–DNG spherical particles in a host medium, a bulk composite material with effective permittivities and/or permeabilities exhibiting resonances can be formed [85]. The resulting effective material parameters can be strongly affected by the choice of the ratio \( a_1/a \) and can attain negative values for a certain range of that ratio [85].

There are two other interesting features about the scattering from these resonant structures worth noting. First, the large scattering amplitude from the spherical DPS–DNG shells shown above in Fig. 10 was for the dipolar term. However, as studied by Alù and Engheta [86], (13) can be satisfied for different ratios of the radii for cases with \( n > 1 \), e.g., \( n = 2 \) for quadrupolar or \( n = 3 \) for octupolar scattering. This implies that one can obtain a strong resonant scattering amplitude for a higher order multipole (e.g., quadrupole or octupole) while keeping the electrical size of the object small and the scattering amplitudes of the lower and higher order multipoles weak. Therefore, if the ratio of the radii is chosen judiciously, a very small spherical object made from a combination of ENG, MNG, DNG, and/or DPS layers can, in principle, strongly scatter quadrupolar or octupolar fields. It is interesting to notice that ordinarily electrically small scatterers re-emit like small dipoles because the phase retardation within them is negligible. However, these electrically and physically small DPS–DNG two-shell spheres may scatter like a quadrupole. This can offer interesting potential applications for realizing optical nanotransmission lines by arranging these nanoshells into linear arrays to transport optical energy below diffraction limits and to act as nanoantennas with quadrupole and higher order multipole radiation patterns.

The second interesting feature for such DNG–DPS scatterers involves the opposite effect, the possibility of reducing the total scattering cross section of a structure. It has been suggested by Alù and Engheta [87] that, for a different ratio of radii, a “transparency” condition may be achieved, which results in the reduction of the total scattering cross section of these scatterers. In the case of thin spherical scatterers, their total cross section is generally dominated by the dipolar term in the multipole expansion. This dipolar scattering may vanish with a proper choice of the two-shell radii, and the total scattering cross section can thus be reduced. When larger scatterers are considered, this overall reduction is less effective because the multiple contributions from different multipole terms contribute more to the overall scattering cross section and cannot all be reduced simultaneously. Nonetheless, a noticeable effect is still present even in this scenario for certain proposed geometries.

Similar features have been obtained for the case of thin cylindrical structures formed by coaxial DPS and DNG (or ENG–MNG) layers [73]. For the small radii approximation, the dispersion relation for the natural modes in such cylindrical DPS–DNG structures can be expressed as

\[
\begin{align*}
\left( \frac{a_1}{a} \right)^{2n} - \frac{\mu_{\text{DNG}} + \mu_0 \mu_{\text{DNG}} + \mu_{\text{DPS}}}{\mu_{\text{DNG}} - \mu_0 \mu_{\text{DNG}} - \mu_{\text{DPS}}} \\
\times \left( \frac{a_1}{a} \right)^{2n} - \frac{\varepsilon_{\text{DNG}} + \varepsilon_0 \varepsilon_{\text{DNG}} + \varepsilon_{\text{DPS}}}{\varepsilon_{\text{DNG}} - \varepsilon_0 \varepsilon_{\text{DNG}} - \varepsilon_{\text{DPS}}} = 0.
\end{align*}
\]

Again, when the ratio of radii \( a_1/a \) satisfies this equation, the scattering amplitude reaches its maximum. Other characteristics of these cylindrical structures are discussed in [73].

IX. DNG METAMATERIALS AND ANTENNA APPLICATIONS

We mentioned that pairing DNG and DPS materials (or pairing complementary SNG materials) can be regarded as joining two reactive impedances with opposite signs, resulting in a resonance phenomenon. One can then ask the following question: Can a DNG (or an SNG) layer be used to modify
the input impedance of an antenna, providing the possibility to improve the antenna performance? This problem has been studied analytically and numerically by Ziolkowski and Kipple [68]. They have considered the possibility of matching an electrically small electric dipole to free space by surrounding it with a DNG shell, as shown in Fig. 11(A), and have successfully demonstrated that the dipole-DNG shell system produces large radiated power for an electrically small antenna [68].

The complex power generated by an electrically small electric dipole with current moment $I_0\ell$ centered in a spherical region of radius $a$ filled with a homogeneous DPS medium is well known [125]

$$P_{\text{Dipole}} = \eta \frac{\pi}{3} \left[ \frac{I_0 \ell^2}{\lambda} \right] \left[ 1 - \frac{j}{(k\alpha)^3} \right].$$

When it is compared to those generated by that antenna when it is embedded in a DNG medium, it is observed that, while the radiated power in both cases was equal, the reactive power in the DNG case was equal in magnitude, but opposite in sign to the free space (DPS) case, i.e., the complex powers $P_{\text{Dipole},\text{DPS}} = P_{\text{Dipole},\text{DNG}}$. This property stimulated the investigation into the effect of placing a DNG shell around an electrically small electric dipole in an attempt to “match” the dipole to free space.

An approximate lumped-element circuit model of the dipole-DNG shell system confirmed that it was possible to treat the presence of the DNG shell as a matching network. This model is shown in Fig. 11(B). The fundamental TM$_{10}$ spatial mode radiated by the dipole into free space sees a high-pass filter and, thus, is basically in a cutoff situation. Normally, this mode sees a potential barrier and tunnels through it to the receiver, leaving a large amount of reactive power behind. The DNG shell produces a low-pass system that can compensate for the high-pass behavior. The DNG shell provides a way to match the corresponding CL and LC resonances to produce a system that is impedance matched to free space, i.e., by joining two regions with reactive impedances of opposite signs (capacitive for the DPS sphere and inductive for the DNG shell), the total reactance can be reduced to zero. The potential barrier and, consequently, the reactive power near the antenna are reduced to zero allowing the TM$_{10}$ to propagate freely into free space. This matched-resonance source-DNG shell description is reciprocal to Alù and Engheta’s resonant scattering arguments and is consistent with the 2-D planar MTM realizations considered by Eleftheriades et al. [43] and Caloz and Itoh [40]. The problem of an infinitesimal electric dipole enclosed within a DNG shell was solved analytically, and numerical evaluations of a variety of DNG cases were provided [68]. These results confirmed that the dipole-DNG shell system caused the radiated power to be increased by orders of magnitude with a simultaneous decrease in the reactance and a corresponding decrease in the radiation $Q$ to values below the Chu limit. Moreover, this behavior does not disappear in the presence of losses. Rather, since it is a resonance-based effect, losses broaden the resonance and decrease the peak of the response. The results for the “super-gain” case in [68] for which the DNG shell has $(\varepsilon_{\text{DNG}}, \mu_{\text{DNG}}) = (-3\varepsilon_0, -3\mu_0)$ and an inner radius $a_1 = 100 \mu m$ are shown in Fig. 12. The dipole length was assumed to be 100 $\mu m$. The radiated power gain, the power radiated by the dipole-DNG shell system relative to the power radiated in free space by a dipole whose half-length equals the outer radius of the DNG shell, is plotted against the outer radius of the shell. The peak of this radiated power gain occurs for an outer radius of $a = 185.8 \mu m$. The lossless case is compared to the lossy cases with the loss tangent $\tan\theta = \varepsilon_{\text{imag}}/\varepsilon_{\text{real}} = \mu_{\text{imag}}/\mu_{\text{real}}$ of the DNG MTM being 0.0001 and 0.001. It illustrates the expected behavior. Despite the presence of losses, the radiated power gain is substantial.

The natural question arose as to the relationship between the enhanced source and scattering results. If reciprocity holds, there should be a one-to-one correspondence between a particular enhanced DPS–DNG scattering configuration and the corresponding enhanced DNG dipole-shell radiating system. To
verify that the reciprocity holds for these DNG and ENG–MNG systems, Kipple and Ziolkowski [88] have also considered several very general sphere scattering problems both analytically and numerically. In particular, plane-wave scattering from a sphere that was coated with two concentric spherical shells, which could be DPS, DNG, ENG or MNG materials, was analyzed. The coated spheres were considered to be located in a DPS medium, i.e., free space. This allowed a direct comparison with the concentric ENG–MNG and DPS–DNG sphere results [85], a direct comparison of the free-space sphere embedded in a DNG shell with the reciprocal DNG dipole-shell system, and other interesting combinations of DPS, DNG, ENG, and MNG shells. It was verified that reciprocity holds for all of the configurations studied. To demonstrate this behavior, consider the “manufacturable” case of [68] in which an electrically small (1.2-mm length) electric dipole is embedded in a small sphere of free space with a radius of 1.0 mm, that is, in turn, surrounded by a DNG shell having permittivity and permeability values \((\varepsilon_{\text{DNG}}, \mu_{\text{DNG}}) = (-3\varepsilon_0, -3\mu_0)\). The external region is assumed to be free space, and the radiation frequency is 10 GHz. The radiated power gain, here, the ratio of the power radiated by the dipole in the presence of the DNG shell in free space, is plotted in Fig. 13 as a function of the DNG shell’s outer radius. The peak of this radiated power gain occurs for an outer radius of \(a = 1.966\) mm. The energy stored gain, when a \(TM_n^1\) \((n = 1, m = 1)\) wave is incident on these nested spheres, is also shown in Fig. 13. The gain is the ratio of the energy stored in the inner DPS (free space) sphere in the presence of the DNG shell and in the same sphere when all the regions are free space. The peak in the stored energy gain occurs at the same outer DNG shell radius, as does the peak in the radiated power gain.

A strong correlation is observed between all of the corresponding radiation and scattering results. It has also been demonstrated that the scattering resonance occurs where the stored energy in the inner sphere associated with the real part of the electric field goes to zero and with the magnetic field goes to a maximum. This behavior is correlated to an inductive reactive power; it cancels the capacitive reactive electric power associated with the dipole by forming the scattering from the electrically small shell. As a consequence of the demonstrated reciprocity between a pair of DPS–DNG and ENG–MNG shells, Kipple and Ziolkowski have also considered using only an ENG shell to produce the necessary inductive reactive power needed to cancel the capacitive reactive power of the electrically small dipole. This dipole-ENG shell system has been shown to produce a radiated power gain similar to the dipole-DNG shell system. It may be much simpler to realize physically than a dipole-DNG system.

X. Dispersion Compensation in a Transmission Line Using DNG MTMs

Another interesting potential application of DNG MTM is in its possible use for dispersion compensation. Cheng and Ziolkowski have considered the use of volumetric DNG MTMs for the modification of the propagation of signals along a microstrip transmission line [89]. If one could compensate for the dispersion along such transmission lines, signals propagating along them would not become distorted. This could lead to a simplification of the components in many systems. Microstrip dispersion can be eliminated by correcting for the frequency dependence of the effective permittivity associated with this type of transmission line. As shown in [126] and [127], for a microstrip transmission line of width \(w\) and a conventional dielectric substrate height \(h\), one has the approximate result for the effective relative permittivity of the air–substrate–microstrip system

\[
\varepsilon_{\text{eff}}(f) = \frac{\varepsilon_r - \varepsilon_{\text{ex}}}{1 + G\left(\frac{f}{f_d}\right)^2}
\]

(16)

where the constants \(f_d = (Z_c/2\mu_0 h)\) \(G = 0.6 + 0.0009 Z_c\) the characteristic impedance \(Z_c \approx (1/2\pi)\sqrt{\mu_0 \varepsilon_{\text{ex}} \varepsilon_0} \log\left[F_1(h/w) + \sqrt{1 + (2(h/w))^2}\right]\) with \(F_1 = 6 + (2\pi - 6)\exp[\{-30(600h/w)^{0.7528}\}]\) and the electrostatic relative permittivity \(\varepsilon_{\text{ex}} \approx (\varepsilon_r + 1)/2 + ((\varepsilon_r - 1)/2)[1 + 10(h/w)^{-a/b}]\) with \(a = 1 + (1/49)\log[(w/h)^4 + (w/52h)^2(w/h)^4 + 0.432)] + (1/18.7)\log[1 + ((1/18.1)(w/h)^2)], \) and \(b = 0.564(\varepsilon_r - 0.9/\varepsilon_r + 3.0)^{0.435}\).

The goal is to design an MTM with relative permittivity \(\varepsilon_{\text{MTM}}\) and permeability \(\mu_{\text{MTM}}\) so that the overall relative permittivity and permeability of the system is

\[
\frac{\varepsilon(f)}{\varepsilon_0} = \frac{\varepsilon_{\text{eff}}(f) + \varepsilon_{\text{MTM}}(f)}{1 + \mu_{\text{MTM}}(f)}
\]

(17)
in such a manner that the wave impedance in the MTM remains the same as it is in the original substrate, i.e.,

$$Z = \sqrt{\frac{\mu(f)}{\varepsilon(f)}} = Z_0 \sqrt{\frac{1 + \mu_{\text{MTM}}(f)}{\varepsilon_{\text{MTM}}(f) + \varepsilon_{\text{eff}}(f)}} = Z_0 \sqrt{\frac{1}{\varepsilon_{\text{eff}}(f)}}$$

(18)

and the index of refraction in the medium compensates for the dispersion effects associated with the microstrip geometry itself, i.e., the effective index becomes that of free space

$$n_{\text{eff}}(f) = \sqrt{\varepsilon_{\text{eff}}(f)} + \frac{\varepsilon(f)}{\varepsilon_0} \sqrt{\frac{\mu(f)}{\mu_0}} = \sqrt{\varepsilon_{\text{eff}}(f)} + \varepsilon_{\text{MTM}}(f) \times \sqrt{1 + \mu_{\text{MTM}}(f)}$$

$$= 1.$$  (19)

These conditions are satisfied if $\varepsilon_{\text{eff}}(f)[1 + \mu_{\text{MTM}}(f)] = \varepsilon_{\text{MTM}}(f) + \varepsilon_{\text{eff}}(f)$ so that

$$\mu_{\text{MTM}}(f) = \frac{1}{\varepsilon_{\text{eff}}(f)} - 1$$

$$\varepsilon_{\text{MTM}}(f) = \varepsilon_{\text{eff}}(f)\mu_{\text{MTM}}(f).$$  (20)

We note that the effective permittivity and permeability of such an MTM should be negative, implying that a DNG material must be utilized for this purpose. [The range of validity of condition (20) should be consistent with that of the effective medium approximation (16).] A plot of the index of refraction of the uncompensated line, of the MTM compensator, and of the dispersion-compensated line is shown in Fig. 14 for a microstrip transmission line at 10 GHz using Roger’s Duroid 5880 substrate. The substrate had the relative permittivity $\varepsilon_r = 2.2$ and its height was $h = 31$ mil $= 0.7874$ mm The width of the transmission line was $w = 2.428$ mm $= 95.6$ mil to achieve a $50$-ÎΩ impedance. As shown in Fig. 14, in principle, complete dispersion compensation is theoretically possible.

XI. MTMs Other Than DNG Media

Although the focus of this paper is on the DNG MTMs, there are other classes of MTMs that can exhibit equally exciting and interesting features. Here, we briefly mention some of these media.

A. MTMs With Near-Zero Refractive Index

MTMs, in which the permittivity and/or permeability are near zero and, thus, the refractive index is much smaller than unity, can offer exciting potential applications. Planar MTMs that exhibit both positive and negative values of the index of refraction near zero have been realized experimentally by several research groups [39]–[48]. Within these studies, there have also been several demonstrations, both theoretically and experimentally, of planar MTMs that exhibit a zero index of refraction within a specified frequency band. In particular, by matching the resonances in a series-parallel lumped-element circuit realization of a DNG MTM at a specified frequency, the propagation constant as a function of frequency continuously passes through zero (giving a zero index) with a nonzero slope (giving a nonzero group speed) in its transition from a DNG region of its operational behavior to a DPS region [40], [43], [115]. Several applications of these series-parallel MTMs have been proposed and realized, e.g., phase shifters, couplers, and compact resonators.

Several investigations have also presented volumetric MTMs that exhibit near-zero-index medium properties, e.g., [49]–[53]. These zero-index EBG structure studies include working in a passband. By introducing a source into a zero-index EBG with an excitation frequency that lies within the EBG’s passband, Enoch et al. [51], [52] and Tayeb et al. [53] produced an extremely narrow antenna pattern.

Alù et al. have also shown theoretically that by covering a sub-wavelength tiny aperture in a flat perfectly conducting screen with a slab of materials with $\mu \ll \mu_0$, one can significantly increase the power transmitted through such a hole due to the coupling of the incident wave into the “leaky” wave supported by such a layer [90]. By covering both sides of the hole, not only can one increase the transmitted power through the hole, but this power can be directed as a sharp beam in a given direction [90], [91].

These results stimulated a study by Ziolkowski [92] that details the propagation and scattering properties of a passive dispersive MTM that is matched to free space and has an index of refraction equal to zero. 1-D, 2-D, and 3-D problems corresponding to source and scattering configurations have been treated analytically. The 1-D and 2-D results have been confirmed numerically with FDTD simulations. It has been shown that the electromagnetic fields in a matched zero-index medium (i.e., $\varepsilon_{\text{rm}}(\omega_l) \equiv 0$, $\mu_{\text{rm}}(\omega_l) \equiv 0$) so that $Z(\omega_l) = Z_0$ and $n_{\text{real}}(\omega_l) \equiv 0$ take on a static character in space, yet remain dynamic in time in such a manner that the underlying physics remains associated with propagating fields. Zero phase variation at various points in the zero-index medium has been demon-
stratized once steady-state conditions are obtained. These behaviors have been used to illustrate why a zero-index MTM, such as a zero-index electromagnetic bandgap structured medium, significantly narrows the far-field pattern associated with an antenna located within it. The geometry and FDTD results for a line source centered in a square matched zero-index cylinder of side length $1.2\lambda_0$ and driven at $30\,\text{GHz}$ are shown in Fig. 15. The uniformity of the constant electric field over the entire interior of the square cylinder is clearly seen. Moreover, one can see that the fields radiated into free space arise locally as though they are driven by uniform fields across apertures corresponding to the sides of the square.

There may be a variety of potential applications for matched zero-index media beyond their already demonstrated use for compact resonators and highly directive sources and apertures. These include delay lines with no phase differences between their inputs and outputs and wavefront transformers, i.e., a transformer that converts wavefronts with small curvature into output beams with large curvature (planar) wavefronts. Other MTMs could be designed by engineering the permittivity and permeability models to yield a matched zero-index medium with a tailored wave speed. Complete spatio-temporal wavefront engineering could then be realized. Many of these issues are currently being investigated.

**B. MTMs as Artificial Magnetic Conductors**

If an MTM can be engineered to possess a large permeability, it will behave as a “magnetic conductor.” Several planar and volumetric MTM structures have been investigated that act as AMCs, i.e., slabs that produce reflection coefficient with zero phase, i.e., an in-phase reflection [93]–[99]. It has been shown by Erentok et al. [100] that a volumetric MTM constructed from a periodic arrangement of capacitively loaded loops (CLLs) acts as an AMC when the incident wave first interacts with the capacitor side of the CLLs and as a perfect electric conductor (PEC) from the opposite direction. The CLL MTM has effective material properties that exhibit a two-time-derivative Lorentz material (2TDLM) behavior for the permeability and a Drude behavior for the permittivity. The resonance of the real part of the 2TDLM model and the zero crossing of the real part of the Drude model occur at the same frequency at which the in-phase reflection occurs. This concurrence of the critical frequencies of both models produces an MTM slab with a high-impedance section at that frequency, i.e., $\lim_{\omega \rightarrow \omega_0} \sqrt{\mu(\omega) / \varepsilon(\omega)} \rightarrow \infty$. Numerical simulation and experimental results for the CLL-based MTM slab have shown good agreement.

The use of the two-CLL-deep MTM AMC block for antennas was also considered [100]. Numerical simulations of the interaction of a dipole antenna with such an MTM block have shown the expected AMC enhancements of the radiated fields. The dipole–AMC block configuration is shown in Fig. 16(A). The behavior of this system as a function of the antenna length $\ell$ and the distance of the antenna from the block $h$ have been studied. As shown in Fig. 16(B), it was found that resonant responses are obtained when the distance between the dipole and MTM block was optimized. Significantly enhanced electric-field values in the reflected field region and front-to-back ratios have been demonstrated. The $E$- and $H$-plane patterns of the dipole–AMC block system and of the free-space dipole are compared in Fig. 17 for the optimized case of a $\ell = 0.325\lambda_0$ antenna driven at $10\,\text{GHz}$ ($\lambda_0 = 30\,\text{mm}$) near a CLL-based AMC block with dimensions $7.1\,\text{mm} \times 6.6\,\text{mm} \times 25.4\,\text{mm}$. The broadside power is more than double in the presence of the AMC block. The realized front-to-back ratio, as shown in Fig. 16(B), for this case, is 164.25.

**C. Single-Negative MTMs and Plasmonic Media**

We mentioned earlier that some of the exciting features and interesting potential applications of DNG MTMs may also be developed using SNG materials such as plasmonic media. This is particularly the case where the electrical and physical dimensions of devices and components involving these materials are small. Furthermore, as shown above, when complementary SNG materials are paired, e.g., when an ENG layer (e.g., a plasmonic layer such as silver or gold in the visible or IR regimes) is juxtaposed with an MNG one, some interesting features, which are specific to pairing of these layers and which are not present for each single layer alone, may appear [25]–[27]. One of these features, a counterpart to the lensing effect of...
DNG slabs, is the virtual image formation, wave tunneling, growing evanescent fields, and evanescent wave displacement in a pair of ENG–MNG slabs [25]. Consider a pair of lossless ENG–MNG slabs, in front of which a point (or a line) source of monochromatic wave is placed (Fig. 18). As is usually done, the field distribution at the object plane can, in general, be expanded in terms of all spatial Fourier components (propagating and evanescent parts). Alù and Engheta have theoretically found that by judiciously selecting the ENG and MNG material parameters $\epsilon_{ENG}$, $\mu_{ENG}$, $\epsilon_{MNG}$, and $\mu_{MNG}$, and the thicknesses $d_{ENG}$ and $d_{MNG}$, one can achieve a situation in which all spatial Fourier components can “tunnel” through this paired ENG–MNG structure and, thus, the pair effectively becomes “transparent” [25]. In other words, the propagating, as well as evanescent waves at the “entrance” face of this pair of slabs, can, under certain conditions, tunnel through the pair, and show up at the exit face with the same corresponding values (in both magnitude and phase) as their values at the entrance face. As a result, an observer on the other side of this “conjugate” matched pair of ENG–MNG slabs will see a “virtual” image of the point (or line) source as though it were seated closer to the observer by the amount $d_{ENG} + d_{MNG}$ providing near-field observation of the objects with ideally all spatial Fourier components present [25]. This effect may conceptually provide an interesting future application in image reconstruction, resolution enhancement, near-field subwavelength imaging, and NSOM. It is important to point out that an analogous matched pairing of DNG and DPS slabs would also “preserve” and allow “tunneling” of the evanescent waves, analogous to what Pendry has found for his DNG lens surrounded by a conventional medium. However, Pendry’s lens ideally forms a “real” image of the
object, whereas this ENG–MNG bilayer may conceptually displace a “virtual” image [25]. The field distributions inside such an ENG–MNG bilayer have been thoroughly analyzed, and using equivalent transmission-line models with appropriate distributed series and shunt reactive elements, various effects such as growing evanescent fields at the ENG–MNG interface, tunneling and transparency have been explained and physically justified [25]. Numerical simulations for some of these features are currently being conducted [101].

XII. EPILOGUE

We have tried to share with you a wide variety of physical effects associated with DNG and SNG MTMs and their potential applications. While the physics of MTMs appears to be much better understood now through analysis and numerical simulations, there are significant challenges ahead in the areas of fabrication and measurements. There have been several successful microwave realizations of the volumetric MTMs that have demonstrated the unusual properties discussed here. However, since the required inclusion size is much smaller than a wavelength for these MTMs, the move to millimeter, terahertz, IR, and visible frequencies will require the development of a host of innovative structures and fabrication processes. Nonetheless, the ability to tailor material properties to achieve physical effects not thought to be possible only a few years ago is motivating a large number of activities in these directions. The future is indeed very positive for DNG MTMs.
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