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Abstract
We study theoretically magnetohydrodynamic (MHD) motion of a binary electrolyte in a concentric annulus subjected to a uniform, axial magnetic field. The annulus’ cylindrical surfaces serve as electrodes. When a potential difference is imposed across the cylindrical electrodes, radial electric current flows in the solution and interacts with the axial magnetic field to induce a Lorentz body force that drives azimuthal fluid flow. When the annulus is infinitely long, a purely azimuthal flow (analogous to the classical Dean flow) is possible. We determine the velocity profile, ion concentration fields, and current density as functions of the electrodes’ potential difference and study the linear stability of the azimuthal flow. Of particular interest is the effect of the ions’ concentration fields on the centrifugal Dean instability. When the current is directed outwardly, electrochemical effects destabilize the flow, and the MHD flow loses stability at a Dean number much lower than its analogous, pressure driven flow. The supercritical flow consists of convective cells in the transverse plane. In contrast, when the current is directed inwardly, electrochemical effects stabilize the flow and the azimuthal flow is linearly stable for all Dean numbers. When the annulus is capped, purely azimuthal flow is no longer possible, and the flow in the annulus is always three-dimensional. In this case, the secondary flow is mostly driven by pressure gradients induced by the no-slip floor and ceiling. The intensity of the transverse convection depends then only weakly on the current’s direction.
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We study theoretically magnetohydrodynamic (MHD) motion of a binary electrolyte in a concentric annulus subjected to a uniform, axial magnetic field. The annulus’ cylindrical surfaces serve as electrodes. When a potential difference is imposed across the cylindrical electrodes, radial electric current flows in the solution and interacts with the axial magnetic field to induce a Lorentz body force that drives azimuthal fluid flow. When the annulus is infinitely long, a purely azimuthal flow (analogous to the classical Dean flow) is possible. We determine the velocity profile, ion concentration fields, and current density as functions of the electrodes’ potential difference and study the linear stability of the azimuthal flow. Of particular interest is the effect of the ions’ concentration fields on the centrifugal Dean instability. When the current is directed outwardly, electrochemical effects destabilize the flow, and the MHD flow loses stability at a Dean number much lower than its analogous, pressure driven flow. The supercritical flow consists of convective cells in the transverse plane. In contrast, when the current is directed inwardly, electrochemical effects stabilize the flow and the azimuthal flow is linearly stable for all Dean numbers. When the annulus is capped, purely azimuthal flow is no longer possible, and the flow in the annulus is always three-dimensional. In this case, the secondary flow is mostly driven by pressure gradients induced by the no-slip floor and ceiling. The intensity of the transverse convection depends then only weakly on the current’s direction.

I. INTRODUCTION

Magnetohydrodynamic (MHD) driven flow is of interest in many applications since one can induce fluid motion without a need for mechanical pumps and the flow velocity can be readily controlled by adjusting the current or the potential applied to electrodes. Here, we consider MHD flow of a binary electrolyte confined in a conduit bent into a donut with an inner radius \( R_1 \) and an outer radius \( R_2 \). We use the cylindrical coordinate system \( (R, \Theta, Z) \), where \( R, \Theta, \) and \( Z \) are, respectively, the radial, azimuthal, and axial coordinates. The inner \( (R = R_1) \) and outer \( (R = R_2) \) surfaces of the annulus double-up as electrodes. The electrolyte is subjected to a uniform magnetic field directed parallel to the annulus’ axis \( (Z) \). When a potential difference is applied across the electrodes, radial current flows in the solution. The current interacts with the axial magnetic field to produce an azimuthal, Lorentz body force, which, in turn, induces azimuthal flow. When the cylindrical annulus is infinitely long (or when the annulus is finite and has slip floor and ceiling), purely azimuthal flow is possible. The hydrodynamic stability of the analogous, pressure–driven flow in a concentric, infinitely long annulus was originally studied by Dean and is referred to in the fluid mechanics literature [i.e., Ref. 4] and in this paper as the Dean problem. The flow stability can be characterized with the Dean number \( Dn = Re(d/R_1)^{1/2} \). Here, \( Re = |\nabla| d/\nu \) is the Reynolds number; \( \nabla \) is the average azimuthal velocity; \( \nu \) is the kinematic viscosity; and \( d \) is...
\[ R_2 - R_1 \] is the width of the gap between the two cylinders. When the Dean number is smaller than a critical value, the azimuthal flow is stable. When the Dean number exceeds its critical value, the purely azimuthal flow loses stability and gives rise to convective rolls in the transverse \( R - Z \) plane. As the Dean number increases above a critical value so does the complexity of the flow. When the height of the annulus is finite, purely azimuthal flows are not possible and transverse circulation exists for all Dean numbers.

Various researchers have studied pressure-driven flows in curved tubes with different cross sections such as circular, elliptical, square, and rectangular. Since the annular geometry has applications in heat exchangers, the associated convective heat transfer has also been studied. Since pressure-driven flow in a perfectly closed loop cannot be generated in practice, by necessity, the closed loop approximates spiral geometry.

In contrast, MHD flow provides a practical means of propelling fluids in a closed loop. Various researchers have studied the stability of annular MHD flow of liquid metals and have found that the magnetic field provides a stabilizing effect and suppresses the evolution of secondary flows.

Henceforth, the problem of MHD flow of electrolyte solutions in a concentric annulus and its stability has not been addressed. The case of electrolyte solutions is significantly different than that of liquid metals as the flow patterns affect the ion concentration fields, which, in turn, affect the local electric conductivity. These types of problems are of interest among other things, in electroplating, where it is desirable to maintain unidirectional (azimuthal) flow to assure plating uniformity and avoid secondary flows that may cause non-uniform material deposition, and in liquid gyroscopes for navigation systems.

More generally, in recent years, there has been a growing interest in studying the interplay between hydrodynamic stability and electrochemistry. Volgin and Davydov have reviewed the literature pertaining to the electrochemical Rayleigh-Benard problem. In this paper, we study for the first time the MHD motion of a binary electrolyte in an annulus and its stability characteristics. The paper is organized as follows. Section II introduces the mathematical model. Section III derives a closed-form solution for the current flux, concentration distributions, and velocity fields in an infinitely long annulus. Section IV examines the linear stability of the azimuthal flow derived in Sec. III and delineates why electrochemical effects destabilize the azimuthal flow when the current is directed outwardly and stabilize the azimuthal flow when the current is directed inwardly. Section V describes the MHD flow in a finite-height, annular conduit. Section VI concludes.

### II. MATHEMATICAL MODEL

Consider a binary electrolyte \( M^{z_1}_1 A^{z_2}_2 \) confined between two concentric cylinders of radii \( R_1 \) and \( R_2 \) \( (R_2 > R_1) \). \( M^{z_1} \) is the metal ion and \( A^{z_2} \) is the anion. \( d = R_2 - R_1 \) is the gap between the cylinders. We consider both the case when the annulus is infinitely long and when it has a finite length \( L \). The cylinders’ surfaces in contact with the liquid are coated with metal \( M \) (same material as the cations) and serve as electrodes. We use the cylindrical coordinate system \( (R, \Theta, Z) \) with its origin at the cylinders’ center. The symbols \( e_R \), \( e_\Theta \), and \( e_Z \) denote, respectively, unit vectors in the radial \( (R) \), azimuthal \( (\Theta) \), and axial \( (Z) \) directions (Figure 1). The electrolyte is subjected to a uniform magnetic field \( \mathbf{B} = -Be_Z \). When a potential difference is imposed between the pair of electrodes, electric current flux \( \mathbf{J} \) is transmitted in the solution. The electric current interacts with the magnetic field to produce a Lorentz body force, which, in turn, induces fluid motion. The electrolyte undergoes the backward reaction of \( M^{z_1} + z_1 e^- \leftrightarrow M(s) \) at the anode and the forward reaction at the cathode. Due to Faradaic reactions at the electrodes’ surfaces, the anode continuously dissolves and the cathode is electroplated. We consider sufficiently short times so that the geometry of the electrodes does not change appreciably during the process.

The ion concentrations satisfy the Nernst-Planck equation:

\[
\frac{\partial C_i}{\partial T^*} = -\nabla \cdot \mathbf{H}_i, \quad (i = 1, 2),
\] (1)

\[
\mathbf{H}_i = \mathbf{H}_i^0 + \mathbf{H}_i^1,
\]
where $C_1$ and $C_2$ are, respectively, the concentrations of $M_1^+$ and $A_2^-$; $T^*$ is time;

$$\mathbf{H}_i = U C_i - D_i^* \nabla C_i - z_i \mu_i F C_i (\nabla \Phi - U \times \mathbf{B})$$  \hspace{1cm} (2)

is the ionic flux of species $i$; $U = U e R + V e \theta + W e Z$ is the velocity vector; $D_i^*$, $z_i$, and $\mu_i$ are, respectively, the diffusion coefficient, valence, and mobility of species $i$; $F$ is the Faraday constant; $T$ is the absolute temperature; $R_a$ is the ideal gas constant; and $\Phi$ is the electric potential. We adopt here the convention that regular fonts denote scalar quantities while bold letters represent vectors.

With the exception of very thin electric double layers next to the electrodes and other solid surfaces, the electro-neutrality condition requires that

$$\sum_{i=1}^2 z_i C_i = 0. \hspace{1cm} (3)$$

The fluid motion satisfies the Navier-Stokes equation

$$\rho \left( \frac{\partial \mathbf{U}}{\partial T^*} + \mathbf{U} \cdot \nabla \mathbf{U} \right) = -\nabla P + \mu \nabla^2 \mathbf{U} + \mathbf{J} \times \mathbf{B} - \tilde{\rho} \mathbf{g} \hat{e}_g.$$  \hspace{1cm} (4)

The fluid is incompressible:

$$\nabla \cdot \mathbf{U} = 0. \hspace{1cm} (5)$$

In the Navier-Stokes equation, $\rho$ is the uniform density in the absence of current. $\tilde{\rho} = \beta_1 (C_1 - \bar{C}_1) + \beta_2 (C_2 - \bar{C}_2)$ is the electrolyte’s density deviation from $\rho$ due to concentration variations. $\bar{C}_1$ and $\bar{C}_2$ are the uniform concentrations of ion 1 and ion 2 prior to the application of current. These quantities also represent volume averages of $C_1$ and $C_2$. Taking advantage of electroneutrality, (3) we can rewrite the density deviation as $\tilde{\rho} = \beta (C_1 - \bar{C}_1)$, where $\beta = \beta_1 - \frac{z_1}{z_2} \beta_2$. $P$ is the hydrodynamic pressure that includes the hydrostatic term. $\mu$ is the dynamic viscosity. The term $\mathbf{J} \times \mathbf{B}$ in Eq. (4) is the Lorentz body force. $-\mathbf{g} \hat{e}_g$ is a unit vector parallel to the gravity vector. $g$ is the gravitational acceleration. In Eqs. (4) and (5), we invoked the Boussinesq’s approximation and assume that the solution is dilute and its properties (except for the density in the body force) are independent of the ion concentrations and are uniform throughout the solution.

The electron exchange reactions at the surface of the electrodes are described by the Butler-Volmer kinetics, \cite{butter1926}

$$\mathbf{n} \cdot \mathbf{H}_i \bigg|_{R=R_1, R_2} = \frac{J_e}{F} \left[ \frac{C_1}{C_{\bar{1}}} \exp \left( \frac{-\alpha z_1 F}{R_g T} (V_{ext}^* - \Phi) \right) - \exp \left( \frac{(1-\alpha) z_1 F}{R_g T} (V_{ext}^* - \Phi) \right) \right]. \hspace{1cm} (6)$$

Additionally, when the annulus is of a finite length,

$$\mathbf{n} \cdot \mathbf{H}_i \bigg|_{Z=0, L} = 0. \hspace{1cm} (7)$$

In the above, $V_{ext}^*$ is the external potential difference imposed across the electrodes, $\bar{C}_1$ is the uniform cation bulk concentration before the current was applied, $J_e$ is the exchange current flux, $\alpha$ is the
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transfer coefficient, \( n \) is an outward unit vector, and \( \Phi \) is the potential in the solution next to the electrode.

Mass conservation requires that

\[
\int_{R_1}^{R_2} \int_{0}^{L} C_1 R dR dZ = \tilde{C}_1 \frac{(R_2^2 - R_1^2)}{2} L.
\]

(8)

All solid surfaces are impermeable to the inert species \( A^{2+} \):

\[
\mathbf{n} \cdot \mathbf{H}_2|_{R=R_1; R_2; Z=0, L} = 0.
\]

(9)

The fluid velocity satisfies non-slip conditions at all solid surfaces,

\[
\mathbf{U}|_{R=R_1; R_2; Z=0, L} = 0.
\]

(10)

The electric current flux

\[
\mathbf{J} = F \sum_{i=1}^{2} z_i \mathbf{H}_i.
\]

(11)

Taking advantage of electro-neutrality, we eliminate the potential from Eq. (1) to obtain the advection-diffusion equation

\[
\frac{\partial C_i}{\partial T^*} = D^* \nabla^2 C_i - \mathbf{U} \cdot \nabla C_i,
\]

(12)

where \( D^* = (z_1 - z_2) D_1^* D_2^*/(z_1 D_1^* - z_2 D_2^*) \) and

\[
\nabla \cdot (C_i \nabla \Phi) = - \frac{R_0 T}{F} \tilde{z}^* \nabla^2 C_i,
\]

(13)

where \( \tilde{z}^* = (D_1^* - D_2^*)/(z_1 D_1^* - z_2 D_2^*) \).

Next, we convert the equations to a dimensionless form. To this end, we use the distance between the electrodes \( d = R_2 - R_1 \) as the length scale; \( U_0 = \mu / \rho d \) as the velocity scale; the viscous shear \( \mu U_0 / d \) as the stress/pressure scale; \( d / U_0 = \rho d^2 / \mu \) as the time scale; the diffusive flux \( H_0 = \tilde{C}_1 D_1^*/d \) as the ion flux scale; \( J_0 = F H_0 \) as the electric current density scale; the thermal potential \( R_0 T / F \) as the electric potential scale; and the average concentration \( \tilde{C}_1 \) of the species \( M^{z_1} \) as the concentration scale. Furthermore, we define the mean radius \( R_0 = (R_1 + R_2) / 2 \). Below, with the exceptions of \( V_{ext} \) and \( D_i \), the differential operators in the lower case version of their dimensional, upper case counterparts. The dimensionless applied potential is denoted as \( V_{ext} = V_{ext}^* F / R_0 T \) and the dimensionless diffusion coefficient \( D_i = D_i^* / D_i^* \). The dimensionless time is denoted by \( t \).

The dimensionless equations are

\[
\frac{\partial c_i}{\partial T} = - \frac{1}{S_c} \nabla \cdot \mathbf{h}_i,
\]

(14)

\[
\mathbf{h}_i = S_c \cdot \mathbf{u} c_i - D_i [\nabla c_i + z_i c_i (\nabla \phi - \chi \mathbf{u} \times \mathbf{e}_z)],
\]

(15)

and

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nabla^2 \mathbf{u} + \kappa (j_i e_0 - j_0 e_r) - G_r (c_1 - 1) \hat{e}_g.
\]

(16)

In the above, \( S_c = v / D_i^* \) is the Schmidt number and \( \chi = v B F / R_0 T \) is the Lorentz number. \( \kappa = J_0 B d^2 / \mu U_0 = \rho F d^2 \tilde{C}_1 D_1^*/\mu \) is the ratio of the Lorentz force and the viscous shear. \( Gr = \kappa \rho \tilde{C}_1 d^3 \) is the Grashof number. We estimate the magnitudes of the dimensionless parameters using a few typical values for solution properties. When \( \rho = 10^3 \) kg/m\(^3\), \( \beta = 0.1 \) kg/m\(^3\), \( \tilde{C}_1 = 10^3 \) mol/m\(^3\), \( d = 10^{-3} \) m, \( \mu = 10^{-3} \) Pa \cdot s, \( B = 0.4 \) T, and \( D_i^* = 10^{-9} \) m\(^2\)/s, the Lorentz number \( \chi \sim 10^{-4} \) and one can neglect the induced electromagnetic force in Eq. (15); \( \kappa \sim 1000 \); and the
Grashof number $Gr \sim 10^4$. When $j_r \sim 0.1$ (i.e., Figs. 13(a) and 13(b)), the concentration deviation $c_1 - 1 \sim 0.01$ and the magnitudes of the buoyancy force and the Lorentz force are comparable. Thus, as in many other electrochemical processes,\textsuperscript{37, 40} buoyancy effects may be significant. We do not consider buoyancy effects in this paper because we wanted to focus on centrifugal instabilities and because the inclusion of buoyancy would have required us to treat separately different orientations of the annulus with respect to the direction of the gravity vector. Strictly speaking, our analysis is valid for low gravity conditions. We also focus on the axisymmetric problem ($\partial/\partial \theta = 0$) and $j_\theta = 0$.

The boundary conditions for the ion fluxes $h_i$ are

\begin{equation}
\mathbf{n} \cdot \mathbf{h}_1|_{r=r_1,r_2} = j_r \left( c_1 \exp \left[ -\alpha z_1 (V_{ext} - \phi) \right] - \exp \left[ (1 - \alpha) z_1 (V_{ext} - \phi) \right] \right)
\end{equation}

(17) and

\begin{equation}
\mathbf{n} \cdot \mathbf{h}_2|_{r=r_1,r_2} = 0.
\end{equation}

The electro-neutrality condition requires that

\begin{equation}
\sum_{i=1}^{2} z_i c_i = 0.
\end{equation}

The electric current density is

\begin{equation}
\mathbf{j} = F \sum_{i=1}^{2} z_i \mathbf{h}_i.
\end{equation}

Mass conservation requires that

\begin{equation}
\int_{r_1}^{r_2} \int_{0}^{l} c_1 r dr dz = r_0 l.
\end{equation}

The dimensionless form of Eqs. (12)–(13) becomes

\begin{equation}
\frac{\partial c_i}{\partial t} = -\frac{1}{Sc} \nabla \cdot (Sc \cdot \mathbf{u} c_i - D \nabla c_i),
\end{equation}

where $D = D^*/D_i^*$ and

\begin{equation}
\nabla \cdot (c_i \nabla \phi) = -z^* \nabla^2 c_i.
\end{equation}

III. STEADY FLOW OF BINARY ELECTROLYTE IN AN INFINITELY LONG ANNULUS ($l \rightarrow +\infty$)

The Dean problem of pressure-driven flow between two concentric cylinders has been studied extensively. Here, we consider the analogous MHD flow. While the Dean problem cannot be realized in a concentric annulus, the MHD flow can. When the flow is one-dimensional, the MHD flow is equivalent to pressure-driven flow\textsuperscript{34} and we can adopt the classical solution for Dean flow.\textsuperscript{41} We use the subscript “b” to denote the various dependent variables associated with the purely azimuthal flow.

Since the electric current is divergence-free, the electrical current flux

\begin{equation}
j_{r,b}(r) = \frac{j^* r_0}{r}.
\end{equation}

In the above, $j^* = j_{r,b}(r_0)$ is the current flux at the mid-distance ($r_0 = r_1 + 1/2$) between the electrodes. The azimuthal velocity is

\begin{equation}
v_b(r) = \frac{\kappa j^* r_0}{2} \left[ \frac{1 - (r_2/r)^2}{1 - (r_2/r_1)^2} \ln \frac{r_2}{r_1} - \ln \frac{r_2}{r} \right].
\end{equation}
FIG. 2. The azimuthal velocity $v_b$ (normalized with its maximum value) as a function of $x$ when $r_1 = 0, 0.2, 0.5, 1, 2, \text{ and } \infty$. The vertical lines at $x = 1/e$ and $x = 1/2$ correspond, respectively, to the positions of the velocity maximum when the curvature is large and small.

Figure 2 depicts $v_b$ as a function of $x = r - r_1$ ($0 \leq x \leq 1$) for various values of $r_1$. Digilov\textsuperscript{42} derived Eq. (25) for MHD flow of liquid metals in the limit of a small Hartmann number. Since the magnitude of the current flux and thus the body force decreases as $r$ increases, the velocity attains its maximum value in the interval $r_1 < r < r_0$ ($0 \leq x \leq 0.5$). When $r_1 \ll 1$, the velocity maximum is attained at $x \to 1/e$, and Eq. (25) simplifies to

$$v_b(x) = \frac{\kappa j^*}{4} x \ln x.$$  

(26)

As $r_1$ increases, the position of the velocity maximum shifts towards $r_0$ ($x = 0.5$). When $r_1 \gg 1$ (small curvature), the velocity profile can be approximated as

$$v_b(x) = \frac{\kappa j^*}{2} x (1 - x).$$  

(27)

Expression (27) is identical to the velocity profile of pressure-driven (Poiseuille) flow between two long, parallel plates. The Reynolds number $Re = |\bar{v}_b|$.

Next, we compute the concentration distribution. To this end, from Eqs. (14) and (15), we obtain

$$\frac{d}{dr} \left( \frac{c_{1b}}{c_{2b}} \right) + \left( \frac{z_1 c_{1b}}{z_2 c_{2b}} \right) \frac{d \phi_b}{d \eta} = \left( -\frac{r_0 j^*}{z_1} \frac{1}{r} \right).$$  

(28)

By introducing the scaled coordinate $\eta = \ln r$ ($\eta_1 = \ln r_1 < \eta < \ln r_2 = \eta_2$), we convert Eq. (28) into a form similar to the one encountered in a planar geometry

$$\frac{d}{d \eta} \left( \frac{c_{1b}}{c_{2b}} \right) + \left( \frac{z_1 c_{1b}}{z_2 c_{2b}} \right) \frac{d \phi_b}{d \eta} = \left( -\frac{r_0 j^*}{z_1} \right) = \left( \frac{A}{0} \right).$$  

(29)

In the above, the definition of the new variable $A$ is apparent from the context. The solution of Eq. (29) together with the electroneutrality condition (19) and mass conservation (21) is

$$c_{1b} = 1 - \frac{Az_2}{(z_1 - z_2)} \left[ \eta + \frac{1}{2} + \frac{r_1^2 \eta_1 - r_2^2 \eta_2}{2r_0} \right],$$  

(30)

$$c_{2b} = -\frac{z_1 z_2}{z_2} c_{1b},$$  

(31)

and

$$\phi_b = G - \frac{1}{z_2} \ln \left[ 4r_0 z_1 (z_1 - z_2) c_{1b} \right].$$  

(32)
The constant $G$ in Eq. (32) is determined by one of the electrodes’ potentials.

When an electric potential difference is applied across the electrode pair, one needs to use the Butler-Volmer boundary conditions (17). Solving Eqs. (17) and (30)–(32) provide the current-voltage relation.

Figure 3 depicts the current flux as a function of the potential difference ($\Delta V_{\text{ext}}$) across the electrode pair when $z_1 = -z_2 = 1$, $r_1/r_2 = 2/3$, $D_1 = D_2 = 1$, and the exchange current density $j_e = 10^3$. The symbols (squares) and the line correspond, respectively, to the analytical solution and the finite element solution of the Nernst-Planck equations. The excellent agreement between the numerical and analytical results partially verifies the numerical code that we will use later in the paper.

The positive (outward) $j^+_e = 4z_1(z_1 - z_2)(1 - \delta^2)/z_2/\left(\delta^2 - 1 - 2 \ln \delta \right)$ and the negative (inward) $j^-_e = 4z_1(z_1 - z_2)(1 - \delta^2)/z_2/\left(\delta^2 - 1 - 2 \delta^2 \ln \delta \right)$ diffusion-limited electric current fluxes are, respectively, obtained by setting $c_{ib}(\eta = \eta_1) = 0$ and $c_{ib}(\eta = \eta_2) = 0$ in Eq. (30). In the above, $\delta = r_2/r_1 > 1$ is the radii ratio, $r_1 = 1/(\delta - 1)$, $r_2 = \delta/(\delta - 1)$, and $r_0 = (\delta + 1)/(2(\delta - 1))$. The forward and backward limiting current fluxes differ in magnitude ($|j^+_e| > |j^-_e|$). For example, for the conditions of Figure 3, $-3.48 \leq j^* \leq 4.56$. Figure 4 depicts the ratio of the outward and inward limiting current fluxes $|j^+_e|/|j^-_e|$ as a function of the radii ratio $\delta$. When $\delta \sim O(1)$, $|j^+_e|/|j^-_e| \sim (2\delta + 1)/3$ (dotted line in Figure 4). When $\delta \gg 1$, $|j^+_e|/|j^-_e| \sim (2 \ln \delta - 1)$ (dashed line in Figure 4).

Figure 5 depicts the concentration $c_{ib}$ as a function of the radial coordinate $r$ under conditions of outward (dashed line) and inward (solid line) limiting current fluxes. In the inward current case, the concentration $c_{ib}$ builds up next to the surface of the outer electrode and depletes next to the surface of the inner electrode. In the outward current case, the opposite is true. Since the surface area of the outer electrode is $\delta$ times larger than that of the inner electrode, the maximum concentration in the case of the outer directed current is larger than that in the case of the inward directed current. Accordingly, the concentration gradient in the inward current case is smaller than in the outward current case, providing less diffusive flux, and thus less net current flux.

Next, we consider the case of a small gap size ($r_1 \gg 1$), i.e., small curvature and nearly planar geometry. In this case, the electric current flux $j_e \sim j^*$ is independent of radial position. Equations (30)–(32) reduce, respectively, to

$$c_{ib} = 1 - \frac{j^*}{j_1} (2x - 1),$$

(33)
FIG. 4. The ratio between the outward and the inward limiting current fluxes \( \left| \frac{j^+}{j^-} \right| \) as a function of the radii ratio \( \delta \). \( D_1 = D_2 = 1, z_1 = -z_2 = 1, \) and \( j_e = 10^3 \). The dashed line \( (2\ln \delta - 1) \) corresponds to the large \( \delta \) asymptote. The dotted line is the small \( \delta \) asymptote \( (2\delta + 1)/3 \).

\[
c_{2b} = -\frac{z_1}{z_2}c_{1b}, \quad (34)
\]

and

\[
\phi_b = G - \frac{1}{z_2} \ln (j_1 c_{1b}). \quad (35)
\]

The potential difference across the gap

\[
\Delta \phi = \phi_b (x = 0) - \phi_b (x = 1) = -\frac{1}{z_2} \ln \frac{j_1 + j^*}{j_1 - j^*}, \quad (36)
\]

where \( j_1 = 2z_1 (z_2 - z_1)/z_2 \) is the dimensionless limiting diffusion-migration current.

With the aid of the Butler-Volmer boundary condition, we obtain the current-voltage relation. Figure 6 depicts the electric current flux as a function of the potential difference \( \Delta V_{ext} = V_{ext}(x = 0) - V_{ext}(x = 1) \) when the exchange current density \( j_e = 10^{-3}, 10^{-2}, 10^{-1}, 1, 10, 10^2, \) and \( 10^3, \) \( z_1 = -z_2 = 1, D_1 = D_2 = 1, \) and \( \alpha = 0.5. \)

FIG. 5. The concentrations \( c_{1b} \) as functions of the radius \( r \) under limiting current conditions when the current is directed outwardly (dashed line) and inwardly (solid line). All other conditions are the same as in Figure 3.
FIG. 6. The current flux as a function of the potential difference between the electrodes when the exchange current density $j_e = 10^{-3}, 10^{-2}, 10^{-1}, 1, 10^2$, and $10^3$. The curvature is neglected. Binary, symmetric electrolyte, $z_1 = -z_2 = 1$, and $D_1 = D_2 = 1$. Butler-Volmer electrode kinetics are used with $\alpha = 0.5$. The solid line corresponds to predictions obtained with the Nernst equation.

At large values of the exchange current density $j_e$, the Butler-Volmer relation (17) reduces to the Nernst equation. Then, we have at both boundaries ($x = 0$ and $x = 1$):

$$\phi_b = V_{ext} - \frac{1}{z_1} \ln c_{ib}.$$  (37)

With the aid of Eq. (36), the current-potential relation can be expressed as

$$j^* = j_1 \tanh \frac{z_2 \Delta V_{ext}}{2(z_2 - 1)}.$$  (38)

Figure 6 compares the predictions of the Nernst model (solid line) with the Butler-Volmer model when $j_e = 10^3$ (stars). Witness that both models provide nearly identical results when the exchange current is large.

IV. THE STABILITY OF THE AZIMUTHAL FLOW

In this section, we study for the first time, the linear stability of the MHD azimuthal flow in an infinitely long annulus. In the classical Dean problem, at sufficiently high azimuthal velocities, centrifugal accelerations destabilize the purely azimuthal flow and give rise to convective rolls in the transverse $r-z$ plane. In the electrochemical problem, the secondary flows modify the concentration distribution and, thus, the current flux, which, in turn, affects the Lorentz body force. Hence, we expect the stability characteristics of the electrochemical problem to significantly differ from those of the classical, pressure-driven Dean problem.

We restrict our analysis to an annulus with small curvature (small gap approximation). Following Dean’s original treatment, we neglect the effect of centrifugal accelerations on the base flow. Centrifugal effects are, however, accounted for in the perturbation equations.

We perturb the base flow variables (Eqs. (14)–(16)) with small disturbances, which we denote with the superscript tilde. For example, the concentration field assumes the form $c_i = c_{ib} + \varepsilon \tilde{c}_i$, where $\varepsilon \ll 1$, $c_{ib}$ is the base solution (obtained in Sec. III), and $\tilde{c}_i$ is the first order perturbation. All other dependent variables are similarly perturbed. The perturbed variables are introduced into the equations and only terms of $O(\varepsilon)$ are retained. Furthermore, we decompose the perturbations into the normal modes

$$\tilde{c}_i = \hat{c}_i(x) \exp(\sigma t + ikz),$$  (39)
where $\sigma$ is the growth rate; $k$ is the wave number, and $\hat{e}_i$ is a function of $x$ only. In the above, we assume that two-dimensional disturbances are less stable than three-dimensional ones. This assumption is consistent with Squire’s theorem.\(^5\)\(^,\)\(^27\) Accordingly, we consider only two-dimensional disturbances, and all the perturbation variables are independent of $\theta$ (i.e., $\partial / \partial \theta = 0$).

Invoking the small curvature approximation, $\partial / \partial \theta = 0$, and omitting the superscript tilde ($\tilde{\cdot}$), we obtain the $O(\varepsilon)$ linearized momentum equations,

$$
\left(E^2 - k^2 - \sigma\right) \left(E^2 - k^2\right) g = v x (1 - x),
$$

and the continuity equation

$$
Eu + i k w = 0.
$$

The impermeability and no-slip boundary conditions at $x = 0$ and $x = 1$ are

$$
g = E g = v = 0.
$$

For convenience, we introduced in the above the rescaled, radial velocity $g = u \cdot r_1 / (k^* k^2)$.

The operator $E = d/dx$. $\Lambda = 72 b_0^2 / r_1 = 72 D n^2$, where $D n$ is the Dean number $D n = |u_b| \sqrt{1 / r_1}$. Equations (40)–(43) with $\kappa = 0$ are identical to the ones associated with the classical Dean problem.\(^5\)

The term $\kappa j_x$ is due to the Lorentz body force. This term couples the hydrodynamic problem with the electrochemical problem.

From Eqs. (22) and (23), we obtain, respectively, the linearized mass conservation equations for species 1:

$$
E^2 c_1 = \left(\frac{Sc}{D} \cdot \sigma + k^2\right) c_1 + \frac{Sc}{D} \cdot u E c_{1b}.
$$

The equation for the potential $\phi$ is

$$
c_{1b} E^2 \phi = -z^* \left(E^2 - k^2\right) c_1 + k^2 c_{1b} \phi - c_1 E^2 \phi_b - E c_1 E \phi_b - E c_{1b} E \phi_b.
$$

The linearized flux of species $i$ is

$$
h_{ix} = Sc \cdot u c_{ib} - D_i E c_i - z_i D_i (c_{ib} E \phi + c_i E \phi_b).
$$

The perturbation in the electric flux is

$$
\rho_k = \sum_{i=1}^{2} z_i h_{ix} = -\sum_{i=1}^{2} z_i D_i [E c_i + z_i (c_{ib} E \phi + c_i E \phi_b)]
$$

$$
= (D_2 - 1) z_1 E c_1 + (z_2 D_2 - z_1) (z_1 c_{1b} E \phi + z_1 c_1 E \phi_b).
$$

The perturbed concentrations satisfy the electro-neutrality condition

$$
\sum_{i=1}^{2} z_i c_i = 0.
$$

Below, we consider two types of boundary conditions. In the first instance, we assume that the current flux is specified at the electrodes’ surfaces. This problem is mostly of theoretical interest as, in practice, it is difficult to control the local current flux. In the second instance, we specify the electrodes’ potentials.

In each case, we solve the eigenvalue problem (40)–(48) and the appropriate electrochemical boundary conditions (to be specified later) with finite elements. Briefly, we select a wave number $k$ and either the base current $j^*$ or the applied potential $\Delta V_{ext}$. In the first instance, we specify the perturbed current to be zero at the electrodes. In the second instance, the perturbed potential is zero at the electrodes’ surfaces. The growth rate $\sigma (D n, k)$ is then calculated as a function of the Dean number $D n$ and the wave number $k$. The Dean number at marginal stability $D n_0 (k)$ nullifies the real part of the growth rate, i.e., real $\sigma (D n_0, k) = 0$. We seek the most dangerous wave number $k_0$ that
FIG. 7. The disturbance growth rate $\sigma$ as a function of the Dean number when $k = 1$ (dashed line), 2.39 (solid line), and 4 (dashed-dotted line). Binary electrolyte, $z_1 = -z_2 = 1$, $D^*_1 = D^*_2 = 10^{-9} \text{ m}^2/\text{s}$, $\bar{C}_1 = 10^4 \text{ mol/m}^3$, $R_1 = 0.5 \text{ m}$, $R_2 = 0.505 \text{ m}$, $B = 0.4 \text{ T}$, $\rho = 10^3 \text{ kg/m}^3$, and $\mu = 10^{-3} \text{ Pa} \cdot \text{s}$.

minimizes $D_{n0}(k)$. In all our calculations, we find the growth rate $\sigma$ to be real, i.e., the principle of exchange of stability holds.

To check our algorithm, we consider the hypothetical case of non-zero base velocity and $j_x = 0$. In this case, the $\kappa j_x$ term in Eq. (41) vanishes and the stability problem reduces to the classical Dean problem. Our finite element solution reproduces the well-known, classical results of $D_{n0} = 35.92$ and $k_0 = 3.95$. The bifurcating solution consists of convective rolls in the $r - z$ plane.

A. The case of controlled current

When the current flux is specified, the perturbation in the current is zero. The corresponding boundary conditions at $x = 0, 1$ are

$$E c_1 = 0$$

and

$$E \phi = -\frac{c_1 E \phi_b}{c_{1b}}.$$  \hspace{1cm} (50)

To determine the marginal stability curve, we calculate the growth rate $\sigma$ as a function of the Dean number $D_n$ for a given $k$. Figure 7 depicts $\sigma$ as functions of $D_n$ when $k = 1$ (solid line), and 4 (dashed-dotted line). In all cases, $\sigma$ is real. At criticality, $\sigma = 0$. This calculation was done for a binary and symmetric electrolyte, $z_1 = -z_2 = 1$, diffusion coefficients $D^*_1 = D^*_2 = 10^{-9} \text{ m}^2/\text{s}$, $\bar{C}_1 = 10^4 \text{ mol/m}^3$, $R_1 = 0.5 \text{ m}$, $R_2 = 0.505 \text{ m}$, $B = 0.4 \text{ T}$, $\rho = 10^3 \text{ kg/m}^3$, and $\mu = 10^{-3} \text{ Pa} \cdot \text{s}$, and $j^* > 0$.

Figure 8 depicts the Dean number at marginal stability ($D_{n0}$) as a function of the wave number $k$ for the same conditions as in Figure 7. The white and gray regions correspond, respectively, to stable ($\sigma < 0$) and unstable ($\sigma > 0$) states. Both the critical Dean number $D_{n_c} = 5.7$ and the critical wave number $k_c = 2.39$ are smaller than their counterparts in the classical Dean problem. Interestingly, when $j^* < 0$, the base state is linearly stable for all values of the Dean number.

The linear stability results were compared with the results of numerical solutions of the full nonlinear equations. The computational domain consisted of a segment of the annulus with height of $0 < z < 2\pi/k$. Periodic boundary conditions are imposed in the $z$ direction, i.e., all the dependent variables satisfy the condition: $a(x, z, t) = a(x, z + 2\pi/k, t)$. In the calculations, we used $k = 2.39, 3.77, 5.05$, and $7.12$. When the calculations converged to the azimuthal base flow, the state was designated
FIG. 8. The critical Dean number $Dn_0$ at the onset of instability, predicted by linear stability analysis, as a function of the wave number $k$. The electrodes’ current is controlled. The white and gray regions correspond, respectively, to stable ($\sigma < 0$) and unstable ($\sigma > 0$) states. The symbols correspond to finite element solutions of the nonlinear equations. The solid and hollow symbols correspond, respectively, to subcritical ($Dn^-$) and supercritical ($Dn^+$) cases. The symbols are located at \{\(k, Dn^-, Dn^+\)\} = \{2.39, 4.0, 8.0\}, \{3.77, 5.6, 7.2\}, \{5.05, 6.4, 9.7\}, and \{7.12, 10.5, 14.5\}. The other conditions are the same as in Figure 7.

as stable. When the calculation converged to a state that consisted of convective cells in the $x - z$ plane, the state was designated as unstable. In all the cases considered here, the calculations eventually converged to a steady-state. The numerically identified stable and unstable states are denoted, respectively, with solid and hollow squares in Figure 8. The finite element solutions of the nonlinear equations are consistent with the predictions of the linear stability theory.

In all cases, consistent with the principle of exchange of stability, the transients were monotonic and no oscillations were observed. The finite element simulations suggest that the bifurcation from the azimuthal base flow to the three-dimensional flow is supercritical.

Figure 9 depicts a sample of the finite element solution of the nonlinear problem. The colors correspond to the concentration $c_1$. The lines are the streamlines of the secondary flow in the $r - z$ plane.
plane. Figure 9(a) describes the case of inwardly directed current of magnitude $j^* = -0.1$ and $Dn \approx 8$. Figure 9(b) depicts the case when the outward current $j^* = 0.05$ and $Dn \approx 4$. This corresponds to a subcritical state ($Dn < Dn_0$). Consistent with the predictions of the linear stability theory, there are no secondary flows in these cases, and the concentration distribution is uniform in the $z$ direction.

Figure 9(c) depicts the concentration and flow fields when the outward current $j^* = 0.1$ and $Dn \approx 8$ are supercritical ($Dn > Dn_0$). Consistent with the predictions of the linear stability analysis, convective rolls appear in the $r-z$ plane. The center of rotation is at $r \sim r_C$, where $r_C$ is slightly larger than $r_0$. Figure 9(d) depicts the magnitude of the current flux under the same conditions as in Figure 9(c).

Figure 9(c) should be contrasted with Fig. 9(a). Although both cases correspond to the same Dean number, there are no secondary rolls present in the case of the inward current flow (a) while secondary flow is present in the case of the outward current flow (c). Consistent with the results of the linear stability theory, the nonlinear simulations predict an absence of secondary flows in the case of inward (negative) current.

In conclusion, when the base current is directed outwardly, the magnetohydrodynamic Dean problem is less stable than the pressure-driven one; but when the base current is directed outwardly, the opposite is true. So, what are the mechanisms that modify the stability characteristics of the classical Dean problem? To answer this question, we need to consider the ion concentration field in the annulus. When the current is directed outwardly, the ion concentration next to the inner surface (electrode) is larger than in the bulk of the solution. See Figs. 9(b) and 5. When due to the Dean (centrifugal) instability, fluid motion is induced away from the inner surface, the fluid advects ions into the bulk of the solution. This increases the local electric conductivity and the current flux. Witness the concentration “plumes” next to the bottom and top boundaries on the left-hand side of Figure 9(c). These plumes, in turn, enhance the Lorentz body force and increase the local azimuthal velocity and the resulting centrifugal acceleration, thereby enhancing the instability. For this reason, the magnetohydrodynamic Dean problem is less stable than the pressure-driven one.

When the base current is directed inwardly, the ion concentration next to the inner surface is smaller than in the bulk of the solution. See Figures 9(a) and 5. When centrifugal effects (Dean instability) cause a radial, outward convective disturbance, the advection reduces the local ion concentration and the corresponding electric conductivity away from the surface, which, in turn, causes a reduction in the Lorentz body force, the azimuthal velocity, and the centrifugal acceleration. Thus, the disturbance is suppressed. When the current is directed inwardly, electrochemical effects stabilize the azimuthal flow.

B. The case of controlled potential and Butler-Volmer boundary conditions

In this section, we consider the case when the potential difference between the electrodes is controlled. The injected current, as a function of the overpotential and the concentration, is given by the Butler-Volmer equation. The perturbed (linearized) Butler-Volmer boundary conditions at the electrodes’ surfaces are

$$\mathbf{n} \cdot \mathbf{h}_{1x} = j_e \left[(c_{1b} \alpha z_1 \phi + c_1) \exp[-\alpha z_1 (V_{ext} - \phi_b)] \right] + (1 - \alpha) z_1 \exp[(1 - \alpha) z_1 (V_{ext} - \phi_b)]$$

(51)

and

$$\mathbf{n} \cdot \mathbf{h}_{2x} = 0.$$  

(52)

Together with Eq. (46), we obtain the boundary conditions

$$E\phi = -\frac{h_{1x}}{(z_1 - z_2) c_{1b}} - \frac{c_1 E\phi_b}{c_{1b}}$$

(53)

and

$$Ec_1 = \frac{h_{1x} z_2}{z_1 - z_2}.$$  

(54)
FIG. 10. The critical Dean number $D_{n0}$ at the onset of instability as a function of the wave number. The annular conduit is infinitely long and electric potential is applied across the electrodes. The white and gray areas correspond, respectively, to stable ($\sigma < 0$) and unstable ($\sigma > 0$) cases. The hollow ($D_{n^-}$) and solid ($D_{n^+}$) symbols correspond, respectively to subcritical and supercritical cases. The symbols are located at $\{k, D_{n^-}, D_{n^+}\} = \{1, 3.93, 4.69\}, \{2.5, 4.46, 5.45\}$ and $\{4, 5.73, 7.34\}$.

We solve the linear stability problem in a similar way to what we have done in Sec. IV A. Briefly, we specify the wave number and the Dean number and compute the eigenvalue $\sigma = \sigma(Dn, k)$. As in the controlled current case, $\sigma$ is always real and the principle of exchange of stability prevails. We then determine the value of $D_{n0}(k)$ that corresponds to $\sigma = 0$.

Figure 10 depicts the critical Dean number $D_{n0}$ as a function of the wave number. The white and gray areas correspond to stable ($\sigma < 0$) and unstable ($\sigma > 0$) cases. When using the same electrolyte and conditions as specified in Figure 7 (outwardly directed base current), an exchange current density of $j_e = 6 \times 10^{-3}$, $\alpha = 0.5$, $D_1^e = D_2^e = 10^{-9}$ m$^2$/s, $C_1 = 10^4$ mol/m$^3$, $R_1 = 0.5$ m, $R_2 = 0.505$ m, $B = 0.4$ T, $\rho = 10^3$ kg/m$^3$, and $\mu = 10^{-3}$ Pa$\cdot$s. As expected, since the potential boundary condition is less restrictive than the current flux condition (Sec. IV A), the critical Dean number in the potential-controlled case is smaller than in the current-controlled case. When the base current is directed inwardly, the azimuthal flow is stable for all Dean numbers.

The predictions of linear stability theory were compared with the results of the nonlinear, finite element simulations of Eqs. (14)–(16) with Butler-Volmer boundary conditions. The simulations were carried out for an annulus with height $l = 2\pi/k$, where $k = 1, 2.5, 4$, and periodic boundary conditions at the top and bottom boundaries. The results of the numerical simulations are summarized with symbols in the stability diagram (Figure 10). The solid and hollow squares correspond, respectively to subcritical ($Dn = 3.93, 4.46$, and 5.73) and supercritical ($Dn = 4.69, 5.45$, and 7.34) flows. The finite elements, nonlinear solutions are consistent with the predictions of the linear stability analysis.

C. The case of controlled potential with Nernst boundary conditions

When the electrode kinetics is rapid (large exchange current), the Butler-Volmer equations can be simplified to the Nernst boundary conditions (Eq. (37)). The perturbed boundary conditions are then

$$\phi = \frac{c_1}{c_{1b}}$$

(55)

and

$$Ec_1 = c_{1b}E\phi + c_1E\phi_b.$$  

(56)
FIG. 11. The critical Dean number at the onset of instability as a function of the wave number. Controlled potential case. The white and gray areas correspond, respectively, to stable ($\sigma < 0$) and unstable ($\sigma > 0$) states. The dotted line with solid squares corresponds to the solution of the linear stability problem with Nernst boundary conditions. The solid line corresponds to the Butler-Volmer boundary conditions with $j_e = 10^3$ and $\alpha = 0.5$. All the electrolyte properties are the same as used for Figure 10.

To verify the linear stability analysis presented in Sec. IV B, we repeated the linear stability calculations using the simpler boundary conditions (55) and (56). All other parameters are the same as in Figure 10. Figure 11 depicts $Dn_0$ as a function of $k$ as obtained using Butler-Volmer electrode kinetics when $j_e = 10^3$ (solid line) and the Nernst conditions (symbols). The agreement between calculations based on the Butler-Volmer kinetics and the Nernst kinetics is nearly perfect in the case of large exchange current density.

V. AN ANNULUS WITH A FINITE HEIGHT ($l < \infty$)

When the annulus has a finite height, purely azimuthal flow is not possible and secondary flows will always be present in the $r - z$ plane. We first examine the range of validity of the small gap approximation, which we have employed in Sec. IV. Then, we compare the intensity of the secondary flows between the cases of the outward and inward currents.

A. The range of validity of the small gap approximation

When the conduit’s curvature is small, often the quasi-two-dimensional model (the Dean’s approximation) is employed (Dean$^2$) as we have done in Sec. IV. To assess the validity of the Dean approximation in our case, we compare the predictions of the two-dimensional model with the predictions of the axisymmetric model. The corresponding axisymmetric momentum equations are

\[
\begin{align*}
\frac{u}{r} \frac{\partial u}{\partial r} + w \frac{\partial u}{\partial z} &= - \frac{\partial p}{\partial r} + \frac{\partial^2 u}{\partial r^2} + \frac{\partial^2 u}{\partial z^2} + \frac{v^2}{r}, \\
\frac{u}{r} \frac{\partial v}{\partial r} + w \frac{\partial v}{\partial z} &= \kappa j_r + \frac{\partial^2 v}{\partial r^2} + \frac{\partial^2 v}{\partial z^2},
\end{align*}
\]

and

\[
\frac{u}{r} \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} = - \frac{\partial p}{\partial z} + \frac{\partial^2 w}{\partial r^2} + \frac{\partial^2 w}{\partial z^2}.
\]
FIG. 12. The kinetic energy of the secondary flow $\|u_\perp\|^2$ as a function of $r_1$. $D_1 = D_2 = 1, j^* = 0.15, l = 2$. The dotted line with circles corresponds to results of the simplified, two-dimensional model. The dashed line with crosses shows results of the axisymmetric model. The inset depicts the relative difference between the approximate model and exact model predictions as a function of $r_1$.

The continuity equation is
\[
\frac{\partial u}{\partial r} + \frac{\partial w}{\partial z} = 0. \tag{60}
\]
Additionally, one needs to solve the Nernst-Planck equations (14) and (15) for the concentration field.

We characterize the intensity of the secondary flow in the $r - z$ plane with its kinetic energy
\[
\|u_\perp\|^2 = \iint (u^2 + w^2) \, dx \, dz. \tag{61}
\]
Figure 12 depicts $\|u_\perp\|^2$ as a function of the curvature $r_1$ when $l = 2$. Non-slip boundary conditions are imposed at $z = 0$ and $z = l$. The crosses and circles correspond, respectively, to axisymmetric and two-dimensional predictions. The inset depicts the relative difference (%) between the axisymmetric and two-dimensional simulations as a function of $r_1$. When $r_1 > 40$ (curvature of 0.025), the difference between the two models’ predictions is smaller than 1%. The two-dimensional model overestimates the kinetic energy of the secondary flow. This is consistent with results previously obtained for pressure-driven Dean flow. Finlay and Nandakumar43 and Yanase et al.44 argued, respectively, that the Dean approximation is applicable when the curvature is smaller than 0.1 and 0.01.

B. The effect of current direction on secondary convection

A somewhat unexpected result of our linear stability analysis is the strong dependence of the stability characteristics on the direction of the current flow. Outwardly directed current destabilizes the azimuthal flow and leads to early evolution of secondary flows, while inwardly directed current suppresses secondary convection. While in the infinitely long annulus secondary flows evolve only when the current is directed outwardly, the situation is quite different in the case of the finite-height annulus. As we have noted earlier, when the annulus is of finite height, secondary flows will always be present, regardless of the current’s direction. These secondary flows are due to pressure gradients caused by the non-slip floor and ceiling.

Figure 13 depicts the flow patterns and the concentration distributions (a and b) and the current flux intensities (c and d) when the current is controlled and directed inwardly (a and c) and when the current is directed outwardly (b and d). The streamlines are shown with solid lines and the...
FIG. 13. (Color online) MHD flow in an annulus of height \( l = 2\pi/2.39 \). (a) Concentration distribution \( c_1 \) and the \((u, w)\) streamlines (solid lines) when \( j^* = -0.1 \). (b) Concentration distribution \( c_1 \) and the \((u, w)\) streamlines (solid lines) when \( j^* = 0.1 \). (c) Intensity of electric current flux distribution in case (a). (d) Intensity of electric current flux distribution in case (b). All the other parameters are the same as used in Figure 7.

concentration and current flux intensities are color coded with light color and dark color indicating, respectively, low and high magnitudes. See keys to the right of the figures. The annulus height \( l = 2\pi/2.39 \). No-slip conditions are specified at \( z = 0 \) and \( z = l \). All other conditions are the same as in Figure 7. In both cases, the secondary flow is such that the velocity at the mid-height plane is directed towards the outer cylinder. The fluid returns towards the inner cylinder next to the top and bottom boundaries. When the current is directed outwardly, the ion concentrations are higher close to the inner cylinder’s surface. These ions are advected outwardly, forming a higher concentration/higher electric conductivity “plume” at the annulus’ mid-height plane, which results in a higher current density, a larger Lorentz force, and enhanced azimuthal velocity (Figure 13(a)). In contrast, when the current is directed inwardly, the mid-height plane contains fewer ions than in the absence of secondary flows (Figure 13(b)) and the driving force is slightly reduced. As a result, the azimuthal velocity in the case of the outwardly directed current is slightly larger than in the case of the inwardly directed current.

Similar behavior is observed when the electrodes’ potential difference is controlled. To characterize the intensity of the secondary flow, we use the two-dimensional kinetic energy \( \|u_\perp\|^2 \) (Eq. (61)). Figure 14 depicts \( \|u_\perp\|^2 \) as a function of the applied external potential difference \( \Delta V_{\text{ext}} \) when the electrodes’ potential difference is controlled. The solid line with crosses denotes an infinite annulus with \( k = 4 \). The dashed lines with squares, circles, and triangles correspond to finite annuli with \( l = \pi, \pi/2, \) and \( \pi/4 \). For conditions similar to the ones specified in Figure 10, \( \Delta V_{\text{ext}} = 11.32 \), and the resulting average current flux \( |j^*| = 0.1 \). When the current is positive (negative), the intensity of the secondary flows \( \|u_\perp\|^2 = 0.2850 (0.2832) \). In the equivalent pressure-driven flow (with the same average azimuthal velocity), \( \|u_\perp\|^2 = 0.2843 \). Witness that \( \|u_\perp\|^2_{\text{positive}} > \|u_\perp\|^2_{\text{pressure driven}} > \|u_\perp\|^2_{\text{negative}} \Delta V_{\text{ext}} \text{ and } \|u_\perp\|^2_{\text{Finite Annulus}} > \|u_\perp\|^2_{\text{Infinite Annulus}} \).

Figures 15(a)–15(c) depict, respectively, the secondary flow’s intensity \( \|u_\perp\|^2 \), the average azimuthal velocity \( \bar{v} \), and the average current density \( \bar{j} \) as functions of the aspect ratio \( l \). The dashed lines and the hollow circles correspond, respectively, to the case of \( \Delta V_{\text{ext}} = 15 \) and the case of \( \Delta V_{\text{ext}} = -15 \). Figure 15(d) depicts the relative differences (%) between secondary flow intensity (dashed line), average azimuthal velocity (solid line), and average current flux (dashed line) when the current is positive and when the current is negative as functions of the annulus aspect ratio \( l \).

In contrast to the case of the infinitely tall annulus, when the annulus’ height is finite, the differences between the outwardly and inwardly directed currents are relatively small. This is
FIG. 14. The intensity of the secondary flow $\|u_\perp\|^2$ (Eq. (61)) as a function of the potential difference between the electrodes ($\Delta V_{\text{ext}}$). The dashed line with squares, the dashed line with circles, and the dashed line with triangles correspond, respectively, to capped conduits with heights $\pi$, $\pi/2$, and $\pi/4$. The solid line with crosses corresponds to an infinitely long, annular conduit with periodic boundary conditions in the axial ($z$) direction and wave number $k = 4$. All the other parameters are the same as in Figure 10.

FIG. 15. The intensity of the secondary flow $\|u_\perp\|^2$ (a), the average azimuthal velocity $|\bar{v}|$ (b), and the average current flux (c) as functions of the aspect ratio $l$ when the potential is controlled. The dashed line and the hollow circles correspond, respectively, to positive ($\Delta V_{\text{ext}} = 15$) and negative ($\Delta V_{\text{ext}} = -15$) currents. (d) The relative difference between the intensity of the secondary flow $\|u_\perp\|^2$ (dashed line), average azimuthal velocity (solid line), and average current flux as functions of the aspect ratio $l$. 
because the secondary flow is primarily driven by the pressure gradients induced by the floor and ceiling and only weakly modified by the Dean instability.

VI. CONCLUSIONS

In this study, we provided base solutions of concentration distributions, velocity profiles, and current flux fields of MHD flow in an annular conduit when the cylinders are infinitely long. The azimuthal flow is similar to the celebrated Dean flow. In contrast to the Dean flow, the MHD flow described here can actually be attained in practice.

We examined, for the first time, the linear stability of the azimuthal flow in the infinitely long annulus. The disturbance growth rate at loss of stability was always real and the principle of exchange of stability holds. We delineated the effect of electrochemistry on the Dean instability. When the current flow was directed outwardly (positive), electrochemical effects destabilized the azimuthal flow. The bifurcation into secondary, cellular convection (in the radial plane) occurred at a much smaller Dean number than in the pressure-driven case. When the current was directed inwardly (negative), the azimuthal flow was linearly stable for all Dean numbers. In other words, when the current was directed inwardly, electrochemical effects stabilized the flow.

The predictions of the linear stability analysis were compared and favorably agreed with finite element solutions of the nonlinear problem. Consistent with linear stability theory, the nonlinear simulations indicate that the disturbances grow/decay monotonically and that the bifurcation in the case of outwardly directed current is supercritical.

Finite element analysis was also carried out to study the magnetohydrodynamic flow in the capped (finite length) annulus. When the annulus is of finite height, pure azimuthal flows are inadmissible and the flow is always three-dimensional, regardless of the direction of the current. The secondary flow is primarily caused by pressure gradients induced by the presence of the floor and ceiling (due to the non-slip boundary condition at these boundaries) and the Dean instability plays a relatively minor role in modifying the flow field. As a result, the differences in the intensity of the secondary convection between the outwardly directed current and inwardly directed current are relatively small, albeit the intensity of the secondary convection is always greater in the case of the outwardly directed current.
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