
12 Katherine J. Kuchenbecker, Joseph Romano, and William McMahan

(a) Haptography handle in use (b) Handle interior

mc

ks bs

yc

yhmh

ku bu
yu

f a

f o

Actuator
Coil

Spring &
Bearing

Handle &
Magnet

User's
Hand

(c) Dynamic model

Fig. 6 A prototype haptography handle for use with the SensAble Phantom Omni. The voice coil

actuator applies a high frequency force fa between the coil and the magnet to accelerate the handle.

tionally, we place compression springs at both ends of the coil to center it within the

actuator’s travel limits. The actuator is driven with a high bandwidth linear current

amplifier, and it can output a peak force of 6.6 N. For more details on this actua-

tor and our experimental procedures, please consult (McMahan and Kuchenbecker,

2009b), which describes an earlier prototype. Mounting this haptography handle to

an Omni allows for measurement of the position and velocity of the handle, as well

as the exertion of low-frequency forces, via the Omni’s base-mounted encoders and

DC motors. The addition of a dedicated voice coil actuator gives this low cost haptic

device the capability of providing the high frequency contact accelerations that are

essential to haptography.

System Dynamics In order to accurately control the handle accelerations felt by

the user, we must characterize the dynamics of our system. We use the lumped-

parameter model shown in Fig 6 to represent our system: mc is the mass of the

actuator coil, ks is the combined stiffness of the centering springs, bs represents

viscous friction in the linear bearings, fa is the electromagnetic force exerted by the

actuator, mh is the effective mass of the handle and magnet, and fo represents the

forces provided by the Omni. The user is modeled as a parallel spring and damper

(ku and bu) that connect the handle mass to the hand’s set-point position, yu. We can

then derive the transfer function from actuator force to handle acceleration:

Ah(s)

Fa(s)
=

mcs4

(mcs2 +bss+ ks)(mhs2 +(bs +bu)s+(ks + ku)) � (bss+ ks)2
(8)

Note that the Omni force fo and the hand set-point yu are both low frequency and

thus will not affect the high frequency accelerations felt by the user.

We empirically validate and tune this transfer function by sending a repeating 10–

200 Hz swept sinusoid force command to the linear voice coil actuator and recording

the resulting accelerations at the handle with an accelerometer. We performed three

trials of this test with five different users, each lightly holding the stylus with their

right hand in a three-fingered pinch grip. Frequency-domain analysis of these tests

guides the selection of model parameters. Fig. 7 shows the empirical transfer func-
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Experimental Grip Data

Full Dynamic Model

Approximate Model

Full Dynamic Model

Parameter Value

mc 0.018 kg

ks 399 N/m

bs 1.2 N/(m/s)

mh 0.145 kg

ku 1000 N/m

bu 20 N/(m/s)

Fig. 7 Frequency-domain system identification validates the structure of our dynamic model and

enables the selection of appropriate values for parameters that cannot be directly measured.

tion estimates from the grip experiments, as well as the parameters chosen for the

full dynamic model and its frequency-domain response.

This model enables us to design a dynamically compensated controller targeted

at good acceleration tracking; our present controller consists of a feedforward term

that inverts our estimate of the transfer function Ah(s)/Fa(s) in order to determine

the proper actuator force needed to achieve a desired handle acceleration. A careful

look at (8) shows that naively inverting this transfer function will result the place-

ment of four poles at the origin, which corresponds with a quadruple integrator in the

controller. A controller with a quadruple integrator has infinite gain at steady-state

and very high gain at low frequencies. These large gains pose a problem because

they will immediately saturate the maximum force and deflection capabilities of

our linear actuator. As a result, we approximate this transfer function with one that

has finite DC gain, but still manages to capture the magnitude response of the full

dynamic model in the important frequency range of 20-1000 Hz. The frequency-

domain response of this approximate model is also shown in Fig. 7.

Teleoperation Testing We tested our handle’s performance at recreating realistic

contact accelerations by conducting master-slave teleoperation experiments; the op-

erator (grasping the haptography handle) uses a master Omni to command a slave

Omni to perform exploratory tapping and dragging motions on a remote piece of un-

finished plywood through a position-position controller. This configuration allows

us to obtain real contact accelerations from an accelerometer mounted to the slave

Omni’s end effector and to render these accelerations to the user in real-time via the

haptography handle. This experiment also serves as a proof-of-concept demonstra-

tion for haptography’s potential use in teleoperation applications.

Attempting to recreate only the high frequency accelerations measured along the

longitudinal axis of the slave’s tool tip, we ran the experiment twice: once without

using the voice coil actuator and once driving it with our dynamically compensated

controller. In both cases, the operator tapped twice on the surface and then laterally

dragged the tool tip five times. Fig. 8 shows time domain plots of the slave (de-

sired) and master (actual) accelerations recorded during these experiments, as well

as spectrograms of these signals. Visual inspection of these plots shows that the
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Fig. 8 Time- and frequency-domain results for the teleoperation experiments.

Omni’s native motors and the implemented position-position controller do a poor

job of transmitting high frequency accelerations to the user. However, augmenting

the system with our dedicated vibration actuator and dynamically compensated con-

troller provides a substantial improvement. Without this actuation, the normalized

RMS error between actual and desired acceleration spectrograms is 100%, while

auxiliary actuation brings this strict error metric down to 48%. Still, there is room

for further refinement of the controller, as one can observe a general trend of under-

actuation and also some phase lag at lower frequencies.

Hands-On Demonstration To obtain qualitative feedback about the feel of this sys-

tem, we demonstrated the haptography handle in bilateral teleoperation at the 2009

IEEE World Haptics Conference (McMahan and Kuchenbecker, 2009a). Confer-

ence attendees were invited to use the master–slave Omni system to remotely ex-

plore textured samples both with and without acceleration feedback from the ded-

icated actuator. The demonstration was well received and participants provided a

great deal of positive feedback, especially that the accelerations allowed them to feel

small details and surface textures that were not detectable with only the position-

position controller. Several participants thus commented that their hand felt “numb”

when they explored the samples without haptographic feedback. The contact accel-

erations were also noted to make the surfaces feel “harder” even though the normal

force provided by the Omni remained constant. This demonstration was honored to

be selected by a panel of experts for the conference’s Best Demonstration award.

Future Work As we continue this research, we hope to improve the fidelity of

our haptographic rendering by investigating more sophisticated acceleration con-

trollers. We are also working to determine the perceptually correct mapping of three-

dimensional accelerations to a one-dimensional actuator. Lastly, we are preparing to

run human subject experiments to study the perceptual requirements for discrimina-

tion of realistic contact accelerations, as well as the potential benefits the approach

of haptography may have on common applications for haptic interfaces.
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