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Figure 10: Stimuli examples from the offset condition. Original
poses appear in the first column. Modified poses appear in the sec-
ond column.

qof fset which is then applied to all frames.

qof fset = ( q(t̂ )) � 1quser

qnew
i (t) = qof fset qi (t)

For our offset condition, we added offsets for each of our twelve
clips (two per emotion). We created three motions with changed
elbows, three motions with altered shoulders, three motions which
modified the neck and spine upwards, and three motions where the
neck and spine went downwards.

We apply these four posture and velocity conditions — BB25,
BB50, DTW, and OFF — to the two clips with the best recognition
rates for each emotion (and keeping the original motion OR) to
obtain 6 Emotions x 2 Clips x 5 Alterations = 60 different clips.

5.2 Method

We used the same fast paced method as experiment 2 (see Sec-
tion 4.2). Seventeen naı̈ve participants, who were not involved in
any of the previous experiments, took part in experiment 3, which
took less than 30 minutes to perform. As before, they were re-
warded with $5.

5.3 Results and Discussion

One participant with unclear answers had to be excluded, leaving
16 participants in the analysis. Similarly to the previous experi-
ment, we computed the averages for each participant, emotion, and
Alteration type (OR, BB25, BB50, DTW, and OFF) over the two
clips and two repetitions, performed a repeated measures ANOVA
with the within-subject factors Alteration and Emotion, and used
Newman-Keuls post-hoc tests to determine the origin of the signif-
icant effects.

5.3.1 Emotion recognition

As expected, we found a main effect of Alteration with F (4; 60) =
5:1; p < 0:01 (see Figure 11, left). The error rates for the motions

Figure 11: Error rates for each alteration (left) and for all emo-
tions and alterations (right). Emotions were recognized signifi-
cantly less often when blended to 50% with a neutral motion or
when an offset was added. Error bars represent one standard error
of the mean in all graphs.

blended to 50% with the neutral motion (BB50) and the ones with
offsets (OFF) were recognized significantly less well than the un-
modified ones (OR). There were no significant differences between
the recognition rates of BB25, the time-warped motion (DTW), and
the original condition. However, the difference between the condi-
tions OFF and DTW was significant. We also found a main effect of
Emotion (F (5; 75) = 6 :1; p < 0:001) due to the sadness motion
being recognized at a significantly lower rate than all of the other
emotions, which restates a result we found throughout the whole
study.

Finally, there is an interaction effect between Alteration and Emo-
tion with (F (20; 300) = 3:8; p < 0:001), mainly due to the offset
and 50% neutral blended sadness clips (OFF and BB50) having sig-
nificantly higher error rates than any other combination of Emotion
and Alteration (see Figure 11, right). We found that those two com-
binations (sadness OFF, and sadness BB50) are also the origin for
the main effects of Emotion and Alteration. The differences be-
tween the alterations of the other emotions were not significant.

5.3.2 Intensities

As expected, alterations changed the perceived intensities of our
clips. The perceived intensities of the clips with the alterations
BB50 and DTW were significantly reduced with a main effect of
Alteration (F (4; 60) = 5 :1; p < 0:01, see Figure 12, left). As
before, the clips with different emotions were also rated as hav-
ing different intensities (main effect of Emotion with F (5:75) =
13:2; p < 0:001), with anger and fear having the highest intensi-
ties, and sadness the lowest.

Finally, the interaction effect between Emotion and Alteration with
F (20; 300) = 2:5; p < 0:001 showed that our modifications had a
different effect depending on the emotion. For anger, time warping
(DTW) significantly reduced the perceived intensity, whereas for
sadness, blending (BB50) and adding an offset (OFF) reduced the
intensity significantly (see Figure 12, right).

Figure 12: Intensity for each alteration (left) and for all emotions
and alterations (right). Emotions were rated to have a lower in-
tensity on a scale from 1 to 5 when blended to 50% with a neutral
motion or when time warped.



5.4 Discussion

We found that motion editing techniques can affect the recogni-
tion of emotions and its perceived intensity. The conditions BB50
and OFF, which both modify the posture, influenced the emotion
recognition. The conditions BB50 and DTW, which both modify
the timing, lead to a lower perceived intensity. From these results,
we might infer that posture is a strong indicator of the type of emo-
tion while timing and dynamics contribute to its perceived inten-
sity. However based on the interaction effects, these effects are not
equally strong for all emotions. The decreasing intensity for OR,
BB25, and BB50 in Figure 12, left, suggests that the average inten-
sity of a motion can be decreased by blending that motion with a
neutral motion.

Participants were not able to determine the emotion sadness in the
alterations OFF and BB50 as well as for the other emotions and al-
terations. This could be due to one of the OFF clips and both BB50
clips changing the orientation of the head, which was shown to be
crucial in Experiment 2. Not surprisingly, the perceived intensity
also decreased for those two cases where the emotion was not well
recognized.

6 Conclusion

We investigated how changes to captured motion clips, such as
those which commonly occur through motion editing, might al-
ter the recognition and perceived intensity of an emotional per-
formance. Rather than look at categories of motion, such as gait,
we study a varied set of emotion clips. From these, we learn that
the upper body motion is most crucial for the recognition of emo-
tions, that changes to posture can change the perceived motion type
whereas changes to dynamics can change the perceived intensity,
and that the perceived intensity of an emotion can be reduced by
blending with a neutral motion. However, these results do not ap-
ply equally well to all motions and emotions, and future work will
try to understand these differences.

These findings might motivate one to take care when splicing and
using IK to control the upper body, since such changes can af-
fect emotion recognition and reduce the motion’s perceived inten-
sity. When blending major joints, such as the head, one might use
smaller blend weights so that emotional content is not diluted. Fu-
ture work will try to verify these hypotheses as well as determine
whether such heuristics can be used to enhance automated algo-
rithms for motion style.
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