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Abstract
We study three-dimensional generalizations of the quantum spin Hall (QSH) effect. Unlike two dimensions, where a single $Z_2$ topological invariant governs the effect, in three dimensions there are 4 invariants distinguishing 16 phases with two general classes: weak (WTI) and strong (STI) topological insulators. The WTI are like layered 2D QSH states, but are destroyed by disorder. The STI are robust and lead to novel “topological metal” surface states. We introduce a tight binding model which realizes the WTI and STI phases, and we discuss its relevance to real materials, including bismuth.
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We study three-dimensional generalizations of the quantum spin Hall (QSH) effect. Unlike two dimensions, where a single $Z_2$ topological invariant governs the effect, in three dimensions there are 4 invariants distinguishing 16 phases with two general classes: weak (WTI) and strong (STI) topological insulators. The WTI are like layered 2D QSH states, but are destroyed by disorder. The STI are robust and lead to novel “topological metal” surface states. We introduce a tight binding model which realizes the WTI and STI phases, and we discuss its relevance to real materials, including bismuth.
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The advent of spintronics has motivated the study of the effects of spin orbit interactions (SOI) on the electronic structure of solids. SOI leads to the spin Hall effect [1,2], which has been observed in GaAs [3,4]. We proposed [5] that in graphene the SOI leads to the quantum spin Hall (QSH) effect. The QSH phase has a bulk excitation gap and gapless spin-filtered edge states. It is distinguished from a band insulator by a $Z_2$ topological invariant [6], analogous to the TKNN invariant of the integer quantum Hall effect [7]. Because of the weak SOI in carbon, the SOI induced energy gap in graphene is likely to be small [8]. However, Murakami has recently suggested that bismuth bilayers may provide an alternative venue for the QSH effect [9], providing a new direction for the experimental observation of this phase.

In this Letter we consider the generalization of the QSH effect to three dimensions. Recent work has shown that time reversal invariant energy bands in 3D are characterized by four $Z_2$ invariants, leading to 16 classes of “topological insulators”[10,11]. Here, we will explain the physical meaning of these invariants and characterize the phases they distinguish. One of the invariants distinguishes what we will refer to as weak (WTI) and strong (STI) topological insulators. With disorder, the WTI is equivalent to a band insulator, while the STI remains robust. We show WTI and STI have surface states with an even and odd number of Dirac points, respectively. The latter case leads to a new “topological metal” surface phase, which we characterize. We introduce a tight binding model on a distorted diamond lattice, which realizes both the WTI and STI phases, allowing the surface states to be studied explicitly.

In Ref. [12] we established the connection between the $Z_2$ invariant for the bulk QSH phase and the spin-filtered edge states. We begin by reviewing that argument in a way which makes the generalization to three dimensions transparent. The 2D invariant can be understood using a Laughlin type construction [13] on a cylinder threaded by magnetic flux $\Phi = 0$ or $\pi$ (in units of $h/e$). The invariant characterizes the change in the time reversal polarization (TRP), which signals the presence of a Kramers degeneracy at the ends, when $\Phi$ is changed from 0 to $\pi$. If the cylinder consists of a single unit cell in the circumferential ($x$) direction, then the magnetic flux threading the cylinder plays the role of the crystal momentum $k_x$ in band theory. The spectrum of the discrete end states of the cylinder as a function of flux then reflects the edge state spectrum as a function of momentum. The change in the TRP as a function of flux determines the way the Kramers degenerate end states at the edge time reversal invariant momenta (TRIM) $k_x = \Lambda_1 = 0$ and $k_x = \Lambda_2 = \pi$ are connected to each other. In the QSH phase the Kramers pairs “switch partners” [Fig. 1(a)], reflecting the change in the TRP, while in the conventional insulator [Fig. 1(b)] they do not. It follows that in the QSH phase edge states traverse the bulk energy gap, crossing the Fermi energy $E_F$ an odd number of times between $\Lambda_a$ and $\Lambda_b$. In the insulating phase, the edge states are not topologically protected and cross $E_F$ an even number of times if at all.

The change in the TRP between $\Lambda_1$ and $\Lambda_2$ is related to the bulk band structure, defined for a 2D system with periodic boundary conditions in both directions. The 2D Brillouin zone has four TRIM, $\Gamma_i$, which are related to $-\Gamma_i$ by a reciprocal lattice vector. For an edge perpendicular to $G$ the 1D edge TRIM $\Lambda_{a1,2}$ are projections of pairs $\Gamma_{i=a1,k}$, $\Gamma_{i=a2,k}$, which satisfy $\Gamma_{a1} - \Gamma_{a2} = G/2$, onto the line perpendicular to $G$.

FIG. 1. Schematic surface (or edge) state spectra as a function of momentum along a line connecting $\Lambda_a$ to $\Lambda_b$ for (a) $\pi_a \pi_b = -1$ and (b) $\pi_a \pi_b = +1$. The shaded region shows the bulk states. In (a) the TRP changes between $\Lambda_a$ and $\Lambda_b$, while in (b) it does not.
The TRP associated with $\Lambda_a$ can be expressed as $\pi_a = \delta_{i=a1} \delta_{i=a2}$, where [12]

$$\delta_i = \sqrt{\text{det}[w(\Gamma_i)]/\text{Pf}[w(\Gamma_i)]} = \pm 1. \quad (1)$$

Here the unitary matrix $w_{ij}(k) = \langle u_i(-k)|\Theta|u_j(k)\rangle$. At $k = \Gamma_i$, $w_{ij} = -w_{ji}$, so the Pfaffian $\text{Pf}[w]$ is defined. $\pi_a$ is free of the ambiguity of the square root in (1), provided the square root is chosen continuously as a function of $k$. However, $\pi_a$ is not gauge invariant. A $k$ dependent gauge transformation can change the sign of any pair of $\delta_i$'s. This reflects the physical fact that the end Kramers degeneracy depends on how the crystal is terminated. It is similar to the ambiguity of the charge polarization [12]. The product, $\pi_1 \pi_2 = \delta_1 \delta_2 \delta_3 \delta_4$, is gauge invariant, and characterizes the change in TRP due to changing the flux from $\Lambda_1 = 0$ to $\Lambda_2 = \pi$. This defines the single $Z_2$ invariant in 2D, and using the above argument, determines the connectivity of the edge state spectrum.

In three dimensions there are 8 distinct TRIM, which are expressed in terms of primitive reciprocal lattice vectors as $\Gamma_{i=(n_1,n_2,n_3)} = (n_1 b_1 + n_2 b_2 + n_3 b_3)/2$, with $n_j = 0, 1$. They can be visualized as the vertices of a cube as in Fig. 2. A gauge transformation can change the signs of $\delta_i$ associated with any four $\Gamma_i$ that lie in the same plane. Modulo these gauge transformations, there are 16 invariant configurations of $\delta_i$. These can be distinguished by 4 $Z_2$ indices $\nu_0; (\nu_1 \nu_2 \nu_3)$, which we define as

$$(-1)^{\nu_0} = \prod_{n=0,1} \delta_{n_1 n_2 n_3},$$

$$(-1)^{\nu_{i=1,2,3}} = \prod_{n_{j=0,1}} \delta_{n_1 n_2 n_3}. \quad (3)$$

$\nu_0$ is independent of the choice of $b_i$. $\nu_i (\nu_1 \nu_2 \nu_3)$ are not, but they can be identified with $G_{\nu} = \sum \nu_i b_i$, which belongs to the 8 element mod 2 reciprocal lattice, in which vectors that differ by $2G_{\nu}$ are identified. $(\nu_1 \nu_2 \nu_3)$ can be interpreted as Miller indices for $G_{\nu}$.

$\nu_{0-4}$ are equivalent to the four invariants introduced by Moore and Balents [10] using general homotopy arguments. The power of the present approach is that it allows us to characterize the surface states on an arbitrary crystal face. Generalizing the Laughlin argument to three dimensions, consider a system with open ends in one direction and periodic boundary conditions in the other two directions. This can be visualized as a torus with a finite thickness (a “Corbino donut”), which has an inside and an outside surface. Viewed as a 1D system, we then seek to classify the changes in the Kramers degeneracy associated with the surfaces as a function of two fluxes threading the torus (or equivalently as a function of the two components of the surface crystal momentum).

For a surface perpendicular to $G$, the surface Brillouin zone has four distinct TRIM $\Lambda_{G}$ which are the projections of pairs $\Gamma_{a1}/\Gamma_{a2}$, that differ by $G/2$, into the plane perpendicular to $G$. Because of Kramers’ degeneracy, the surface spectrum has two dimensional Dirac points at $\Lambda_a$. The relative values of $\pi_a = \delta_{a1} \delta_{a2}$ determine how these Dirac points are connected to one another, as illustrated in Fig. 1. For any path connecting $\Lambda_a$ to $\Lambda_b$, the surface band structure will resemble Fig. 1(a) and 1(b) for $\pi_a \pi_b = -1(1)$, and the surface bands will intersect $E_F$ an odd (even) number of times. It follows that the surface Fermi arc divides the surface Brillouin zone into two regions. The Dirac points at the TRIM $\Lambda_a$ with $\pi_a = +1$ are on one side, while those with $\pi_a = -1$ are on the other side.

In Fig. 2 we depict $\delta_i$ for four different topological classes, along with the predictions for the edge state spectrum for a 001 face. The surface Fermi arc encloses either 0(4), 1(3), or 2 Dirac points. When the number of Dirac points is not 0(4), there must be surface states which connect the bulk conduction and valence bands.

There are two classes of phases depending on the parity of $\nu_0$. For $\nu_0 = 0$ each face has either 0(4) or 2 enclosed Dirac points. For a face $G = \sum m_i b_i$, there are 0(4) Dirac points for $m_i = \nu_i \text{mod}(2i = 1, 2, 3)$ and 2 Dirac points otherwise. These phases can be interpreted as layers of 2D QSH states stacked along the $G_{\nu}$ direction. They resemble 3D quantum Hall phases [14], which are indexed by a triad of Chern integers that define a reciprocal lattice vector $G$ perpendicular to the layers and give the conductivity $\sigma_{ij} = (e^2/h)\epsilon_{ijk} G_k/(2\pi)$. In the present case, $G_{\nu}$ is defined modulo 2$G$, so that layered QSH phases stacked along $G_{\nu}$ and $G_{\nu} + 2G$ are equivalent.

The presence or absence of surface states in the $\nu_0 = 0$ phases is delicate. For the 0(001) phase in Fig. 2, the 100 face has two Dirac points, while the 801 face has 0(4). This sensitivity is a symptom of the fact that the topological distinction of these phases relies on the translational symmetry of the lattice. Indeed, if the unit cell is doubled, the
two Dirac points fold back on one another. A weak periodic potential then opens a gap. It is thus likely that disorder will eliminate the topological distinction between these phases and simple insulators. Surface states will generically be localized. For this reason, we refer to the $\nu_0 = 0$ phases as "weak" topological insulators. Nonetheless, the weak invariants have important implications for clean surfaces.

The $\nu_0 = 1$ phases are more robust, and we refer to them as "strong" topological insulators. In this case the surface Fermi arc encloses 1(3) Dirac points on all faces. If the Fermi energy is exactly at the Dirac point this provides a time reversal invariant realization of the $2 + 1$-dimensional parity anomaly [15–18] without fermion doubling. This can occur because the Dirac point partners reside on opposite surfaces. For a generic Fermi energy inside the bulk gap the surface Fermi arc will enclose a single Dirac point. This defines a two-dimensional "topological metal" that is topologically protected because a quantized Berry’s phase of $\pi$ is acquired by an electron circling the Fermi arc. This Berry’s phase implies that with disorder the surface is in the symplectic universality class [19,20], which is not localized by weak disorder.

To develop an explicit model of these phases we consider a 4 band tight binding model of $s$ states on a diamond lattice with SOI, that generalizes the 2D honeycomb lattice model [5,16,18].

$$H = \sum_{\langle ij \rangle} c_i^\dagger c_j + i(8\lambda_{SO}/a^2) \sum_{\langle \langle ij \rangle \rangle} s_i \cdot \mathbf{d}_{ij} \times \mathbf{d}_{ij}^2 c_j.$$  

The first term is a nearest neighbor hopping term. The second term connects second neighbors with a spin dependent amplitude. $\mathbf{d}_{ij}^1, \mathbf{d}_{ij}^2$ are the two nearest neighbor bond vectors traversed between sites $i$ and $j$. $a$ is the cubic cell size. The energy bands are shown in Fig. 3(a). Because of inversion symmetry, each band is doubly degenerate. The conduction and valence bands meet at 3D Dirac points at the three inequivalent $X$ points $X' = 2\pi \hat{r}/a$, where $r = x, y, z$. This degeneracy is lifted by symmetry lowering modulations of the four nearest neighbor bonds $t \to t + \delta t_p$, with $p = 1, \ldots, 4$.

Near $X'$ the low energy effective mass model has the form of a 3 + 1-dimensional Dirac equation,

$$\mathcal{H}_{\text{eff}} = ta \sigma^i q_i + 4\lambda_{SO} a r(s^i q_x - s^i q_y) + m^i \sigma^i. \quad (6)$$

Here $\mathbf{q} = \mathbf{k} - X'$ and $m^i = \sum_p \delta t_p \text{sgn}(\mathbf{d}_p \cdot \hat{z})$. $\mathbf{d}_p$ is the bond vector associated with the $p$th nearest neighbor bond. The Pauli matrices $\sigma^i$ are associated with the sublattice degree of freedom, while $s^i$ describe the spin. $\mathcal{H}_{\text{eff}}^0$ are the same with $x, y, z$ permuted in $q_i$ and $s^i$, but not $\sigma^i$. Transitions between different phases occur when the masses at any of the $X'$ vanish. $\delta t_p = 0$ is thus a multicritical point separating 8 different phases.

Determining $\nu_i$ for these phases using (1–3) requires eigenvectors that are defined continuously throughout the Brillouin zone [12]. Since the Chern integers vanish, this is always possible. Determining the appropriate phases numerically, however, is nontrivial. An alternative numerical approach would be to characterize the Pfaffian function introduced in Ref. [6]. Generalizing the results of Ref. [12] it can be shown that the product of 4 $\delta_i$ in any plane is related to the zeros of the Pfaffian in that plane, which can be identified without choosing phases. For the present problem, however, we are fortunate because $\delta_i$ can be determined analytically. We find

$$\delta_i = \text{sgn} \left[ \sum_p (t + \delta t_p) \cos \Gamma_i \cdot (\mathbf{d}_p - \mathbf{d}_1) \right]. \quad (7)$$

For small $\delta t_p$, $\delta = 1$ at $\mathbf{k} = 0$ and at 3 of the $L$ points. $\delta = -1$ at the 4th $L$ point. At $X'$, $\delta = \text{sgn}(m^r)$. When one of the four bonds is weaker than the others ($\delta t_{p'} < 0$, $\delta t_{p''} = 0$ for instance) the system is in a WTI phase, which may be interpreted as a QSH state layered in the $\mathbf{d}_p$ direction. There are 4 such states, depending on $p$, of which two are shown in Fig. 3(b). We labeled the phases with the conventional cubic Miller indices for $\mathbf{G}_p$. 111 and 111 are distinct elements of the fcc mod 2 reciprocal lattice. When one of the bonds is stronger than the others the system is in one of four STI phases. The band insulator 0000 is not perturbatively accessible from this critical point. However, in the tight binding model it occurs when one bond is turned up so that $\delta t_1 > 2t$. A staggered sublattice potential also leads to a band insulator, but the strength must exceed a finite value (set by $\lambda_{SO}$) before that transition occurs.

To study the surface states, we solve (4) in a slab geometry. Figure 4 shows the 2D band structures of the four phases in Fig. 3 for a slab parallel to the 111 surface along lines that visit each of the four TRIM. The plots with the same $\nu_0$ can be viewed as different faces of the same
FIG. 4. 2D band structures for a slab with a 111 face for the four phases in Fig. 3. The states crossing the bulk energy gap are localized at the surface. In the WTI (STI) phases there are an even (odd) number of Dirac points in the surface spectrum. The inset shows the surface Brillouin zone.

layers bismuth is in the 0;(111) WTI phase. While this agrees with the simple model presented above, a realistic description of bismuth requires a theory which incorporates bismuth’s five valence bands [21].

It will be interesting to search for materials in the STI phase, which occur on the “other side of diamond” in our sequence. We hope that the exotic surface properties predicted for this phase will stimulate further experimental and theoretical efforts.
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Note added.—In subsequent work we have predicted that a number of specific materials are STI’s [22]. These include the semiconducting alloy Bi_{1-x}Sb_x as well as α-Sn and HgTe under uniaxial strain.

[22] L. Fu and C. L. Kane, cond-mat/0611341.