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Abstract

IP networks have seen tremendous growth in not only their size and speed, but also in the volume of traffic they carry. Over-provisioning is commonly used to protect network performance against traffic variations, be they caused by failures or transient surges. This paper investigates the influence that increasing network size has on the efficacy of over-provisioning in absorbing a certain range of traffic variations and preserving performance guarantees. For that purpose, we develop a general model that accounts for network topology, base offered traffic, and traffic variations, and allows us to explore how their combination behaves as the network and the traffic it carries grow. The model’s generality enables us to investigate several representative scenarios and to identify critical thresholds in the relation between network and traffic growth, which delineate regions where a given amount of over-provisioning provides increasingly better protection against traffic variations. The results offer insight into how to grow IP networks in order to enhance their robustness.

1 Introduction

Over-provisioning is commonly used to protect network performance against traffic variations. It typically involves dimensioning links so that their bandwidth exceeds the expected traffic load by a certain margin, which is selected to ensure that the link can absorb both expected and unexpected traffic fluctuations. In other words, the bandwidth $B_l$ of link $l$ is chosen such that $B_l \geq (1 + \beta) \hat{p}_l$, where $\hat{p}_l$ is the expected base offered traffic on link $l$, and $\beta > 0$ denotes the over-provisioning factor. The challenge is in determining what $\beta$ is needed to offer a desired level of protection against a given range of traffic surges. As a result, and because of the need to accommodate the relatively large traffic fluctuations caused by link failures, values of $\beta \approx 5$ or even higher are not uncommon in large IP backbones [1, 18]. However, the emergence of high-speed applications and access links, and the ever greater heterogeneity of user traffic profiles, e.g., machine-to-machine, mean that there is considerable uncertainty regarding whether even such conservative over-provisioning factors can remain adequate as networks and the user population they serve continue growing.

It is, therefore, of interest to develop a better understanding of if and when the efficiency of over-provisioning in protecting network performance against traffic variations changes as networks grow larger. We define efficiency more precisely later, but it essentially amounts to identifying the minimum over-provisioning factor, which ensures that even in the presence of traffic variations, the network still maintains good performance, namely, the actual link load remains below link capacity with a certain (high) target probability. In other words, efficiency is a measure of the network’s robustness against such traffic variations.

Focusing on the impact of network size is relatively natural, as the increased efficiency of large scale systems is a well documented phenomenon. For example, a property of the Erlang formula known as “trunking efficiency” tells us that as the number of circuits (trunks) grows large, the call blocking probability goes down to zero even as the system load approaches $\lambda/\mu$. Similarly, the statistical multiplexing gain achievable on data links is known to increase (under certain assumptions) with the link bandwidth and the number of flows. The situation is, however, much less clear when it comes to networks, because of the many parameters involved, e.g., topology, routing, traffic model, etc., and their complex interactions. For example, as we shall see later, some related works that investigated the likely evolution of maximum link loads with network size, reached somewhat different conclusions simply because of their use of different models for routing and network traffic.

As a result, and because there is considerable uncer-
tainty regarding appropriate models for capturing network and traffic growth, the approach we take is centered around the development of a parametric model that enables us to investigate the efficiency of over-provisioning across a reasonable range of operating conditions and assumptions. As described in Section 5, using such a model we are able to identify the presence of thresholds in the relative growth of traffic volume compared to network size (measured in number of network nodes), which play a critical role in determining how the efficiency of over-provisioning changes with network size. The results provide insight into how to possibly grow backbone networks to improve their robustness against traffic variations.

The paper’s contributions are two-fold. It formulates a number of scenarios that capture possible evolutions of network size and traffic volume, and for each assesses the efficiency of over-provisioning in absorbing traffic variations. However, the paper goes beyond investigating specific scenarios, it also develops a flexible model that can serve as a basis for further investigations using different traffic models. This is of interest, as the continued evolution of the network and its usage is expected to yield new and potentially different traffic patterns, whose impact will need to be assessed anew.

The rest of the paper is organized as follows. Section 2 introduces and motivates our models for both network topology and traffic. Section 3 discusses related works and reflects on the differences between these works and the present paper. Our main analytical results are presented in Section 4. In Section 5, we explore if and when over-provisioning becomes more efficient in larger networks by applying the tools of Section 4 to a number of representative traffic scenarios. Section 6 concludes the paper.

2 Network and Traffic Models

The ability to absorb traffic variations through over-provisioning depends on both the amount of spare bandwidth set aside for traffic surges, and the magnitude of these surges. The main parameters that influence these two quantities include the network topology, the routing in use in the network, the “base” traffic matrix, i.e., the anticipated “average” volume of traffic between different source-destination (SD) pairs, and the sources and destinations of traffic surges as well as their intensities. Specifically, network topology, routing, and the base traffic matrix together generate the expected load a link is designed to carry. The expected load and the over-provisioning factor $\beta$ in turn determine the resulting link capacity, i.e., if the expected load on link $l$ is $f_l$, the corresponding link bandwidth is $(1 + \beta)f_l$ and the spare capacity available to absorb traffic surges is $\beta f_l$. Similarly, network topology, routing, and the traffic surge matrix that captures the intensity and distribution of traffic surges across SD pairs, determine which links will be affected and to what extent. As a result, exploring how network size influences the efficiency of over-provisioning calls for a model that incorporates all of the above parameters, and provides as much flexibility as possible in their specification. In this section, we describe the approach we take for developing such a model and the choices we make.

Let us first consider what is involved in selecting a network model that is both representative of the network structure, and can be scaled to account for its growth. Developing models that reflect the key characteristics of today’s IP networks, and can track their evolution has been an active research area over the past few years. Large IP networks, such as the Internet, have been observed to obey a power-law degree distribution [4, 8, 9]. However, Li et al. [13] observed that while a power-law degree distribution indeed matches observations, it is by itself not sufficient as networks of totally different topological structure can obey the same power-law degree distribution. In particular, most methods that are used to generate power-law networks, e.g., the preferential attachment method [4], can fail to capture other structural properties of IP topologies such as mesh-connected backbones and tree-connected access networks. Li et al. argued that more realistic topologies should reflect the different topological structures of each network level, while preserving an overall power-law degree distribution.

In this paper, we focus on the backbone component of networks where over-provisioning is most common, and therefore only model the topology of that component. Note that the topological properties of the backbone can be quite different from that of access layers as pointed out in [13]. A typical network topology [13], as shown in Fig. 1, consists of a backbone network (the red nodes and red links), which often exhibits a mesh-like topology, and several layers of access networks that exhibit tree-like structures. The backbone itself is usually comprised of one, possibly two, levels of hierarchy, especially when dealing with either very large backbones or the interconnection of multiple backbones. The number of backbone nodes (routers) is typically much smaller than the total number of nodes in the network, so that the degree distribution of backbone nodes

\[\text{(1)}\] See [1] for the topology of the Abilene network.
routinely collected by service providers, e.g., using SNMP. It is, therefore, designed. Statistics on carried traffic are of the factors that contribute to variations in the base traffic matrix, which because of the inherent degree distribution of the overall network is reflected in the distribution of the traffic intensities of backbone nodes. In Section 5, we investigate a gravity traffic pattern that is accounted for by incorporating the traffic they source and sink into the traffic associated with the backbone node to which they are attached. In other words, the power-law degree distribution of the overall network is reflected in the choice of the expected traffic offered to the network. Some of the factors that contribute to variations in the base traffic are well understood, so that their magnitude can be estimated and their impact incorporated in the dimensioning of the network, i.e., reflected in the choice of \( \beta \). In our analysis, we account for possible variations in the base traffic by allowing the specification of an arbitrary general traffic matrix \( X \), whose entries are allowed to be random variables. The mean values of the traffic matrix entries together with routing are used to compute average link loads, and therefore determine the resulting link capacities.

Traffic surges on the other hand, represent unexpected variations in offered traffic in terms of either their location or magnitude. Such fluctuations have many causes and come in different forms. One major source is link failures, which result in traffic being rerouted from one path to another. Traffic variations can also arise because of Denial-of-Service (DoS) attacks, the sudden popularity of a web site, or as a result of external (BGP) routing changes. In order to provide as much flexibility as possible in specifying traffic surges, we model them through an independent general traffic surge matrix \( \Delta X \). As with \( X \), the elements of \( \Delta X \) are random variables, and represent traffic surges between pairs of backbone routers\(^2\). The generality of both \( X \) and \( \Delta X \) allows experimentation with a broad range of base and surge traffic models.

### Related Works

Several previous works have studied the scaling properties of IP networks. Their focus has been on understanding how maximum link loads grow with network size, but they share some motivations and methodologies with our work. In this section, we briefly discuss two of the most relevant works, and comment on differences with our work.

Gkantsidis et al. [11] showed that there exists an optimal routing policy such that the maximum link load is at most \( O(n \log^2 n) \) (\( n \) is the number of nodes). The result is

\(^2\)The impact of link failures can, for example, be captured by identifying the set of links over which traffic is re-routed after each failure and the corresponding load increases these link see, and then create an equivalent surge matrix with matching entries for the routers associated with the links experiencing those increases. Simulations of all single-link failure scenarios on a 500-node network indicate that failures could be modelled by a surge matrix with traffic loads between adjacent node pairs that are less than 10% of the original link loads. Large-scale failure events can be investigated similarly through simulations.
established assuming that for each pair of nodes with degree \(d_u\) and \(d_v\), there are \(O(d_u d_v)\) units of traffic demand.

Akkella et al. [2, 3] showed that when shortest path routing is used, the expected value of the maximum link load in a power law graph with exponent \(\alpha\) grows as \(\Omega(n^{1+1/\alpha})\) with \(n\). This result is established under the assumption that there is a unit traffic demand between all pairs of nodes.

Although both works investigated how the maximum link load grows with the network size, their different choices in routing and traffic models led them to different conclusions. Specifically, the upper bound derived in [11] is asymptotically smaller than the lower bound of [2, 3]. This realization together with a different focus, namely, the investigation of the impact of network size on the efficiency of over-provisioning, is what led us to develop a parametric model that can accommodate different operating conditions and assumptions, especially when it comes to how traffic grows. As a result, both the approach used in this paper and our model that can accommodate different operating conditions are chosen in proportion to the expected base traffic variations. In addition, we allow the specification of both a base traffic matrix and a separate surge traffic matrix, where the base traffic matrix is assumed known and used to dimension the network, while the surge traffic matrix accounts for the unexpected traffic variations that the over-provisioning of link bandwidth is meant to absorb. Finally, using this model we derive a closed-form expression for the traffic load on a link, as opposed to a bound on the expected link load, and use this expression to estimate the probability that traffic variations result in a link load that exceeds the link capacity. This then allows us to explore, as a function of network size, the level of over-provisioning needed to ensure a certain robustness against traffic surges. As we shall see, we find that this is critically dependent on the assumed underlying traffic model, and in particular how traffic grows in relation to network size.

4 \(\mathcal{G}(n, p)\) networks with general traffic matrices

This section introduces the main analytical results we rely on to evaluate the influence of network growth on the efficiency of over-provisioning. Due to space constraints, proofs and derivations are omitted and can be found in [12].

As mentioned earlier, the network model is a two-level random network based on the \(\mathcal{G}(n, p)\) model. Links are bidirectional, so that an edge between nodes \(i\) and \(j\) represents two directed links, namely, link \(i \rightarrow j\) and link \(j \rightarrow i\). Nodes correspond to backbone routers that can generate (source nodes), receive (destination nodes), and forward (transit nodes) traffic. Traffic consists of a base traffic matrix \(\mathbf{X}\) and a surge matrix \(\Delta \mathbf{X}\), defined as follows:

**Definition 1** In a network with node set \(V\) of cardinality \(n\), let random variable \(X_{st}\) (\(\Delta X_{st}\)) be the base traffic (surge) generated by source \(s\) to destination \(t\) \((s, t \in V, s \neq t)\). Let \(\mathbf{X}\) (\(\Delta \mathbf{X}\)) be the \(n \times n\) base (surge) traffic matrix, in which the elements are \(X_{st}\) (\(\Delta X_{st}\)), for \(s \neq t\), and \(0\)s on the diagonal.

We first consider a single-level \(\mathcal{G}(n, p)\) network with base traffic matrix \(\mathbf{X}\), and derive the base traffic load \(F_{ij}(\mathbf{X})\) on link \(i \rightarrow j\). We then extend the result to a two-level \(\mathcal{G}(n, p)\) network, and obtain the actual traffic load \(F_{ij}(\mathbf{X} + \Delta \mathbf{X})\) on link \(i \rightarrow j\), where the actual network traffic accounts for the contributions of both base and surge traffic.

4.1 Link traffic load in single-level \(\mathcal{G}(n, p)\) random networks

Consider a single-level \(\mathcal{G}(n, p)\) network with minimum hop count routing, i.e. shortest path routing with equal weight links. In case of multiple shortest paths, traffic is either evenly split among the shortest paths or sent on a randomly chosen path among them. In this setting, we introduce the following notation:

**Definition 2** For a given graph \(g\), let \(f_{ij}(g, s, t)\) be the amount of traffic on link \(i \rightarrow j\) when there is one unit of traffic from source \(s\) to destination \(t\) \((s \neq t)\). If there is no link \(i \rightarrow j\) in graph \(g\), then \(f_{ij}(g, s, t) = 0\).

**Definition 3** For a given graph \(g\), let \(f_{ij}(g, \mathbf{X})\) be the amount of traffic on link \(i \rightarrow j\) when the traffic generated by SD pairs are represented by traffic matrix \(\mathbf{X}\). If there is no link \(i \rightarrow j\) in graph \(g\), then \(f_{ij}(g, \mathbf{X}) = 0\).

**Definition 4** For a random graph \(G\) with a traffic matrix \(\mathbf{X}\), let the unconditional mean traffic load on link \(i \rightarrow j\) be \(f_{ij} \stackrel{\Delta}{=} E f_{ij}(G, \mathbf{X}) = E_{\mathbf{X}} E_G f_{ij}(G, \mathbf{X})\). Let \(F_{ij}(\mathbf{X}) \stackrel{\Delta}{=} E_G \{f_{ij}(G, \mathbf{X}) \mid \text{link } i \rightarrow j \text{ exists}\}\), namely the conditional expected traffic on link \(i \rightarrow j\) with regard to the random graph and conditioned on the event that link \(i \rightarrow j\) exists.

**Definition 5** For any given graph \(g\), \(\forall s, t \in V\) \((s \neq t)\), we
define the path length from node $s$ to node $t$ as
\[
d(g, s, t) \triangleq \begin{cases} 
\text{hop counts of the shortest path from } s \text{ to } t & \text{if } s, t \text{ are connected;} \\
0 & \text{if } s, t \text{ are not connected.}
\end{cases}
\]

In the $G(n, p)$ model, we denote the expected path length from $s$ to $t$ by $d(s, t) \triangleq \mathbb{E}_{G \sim G(n, p)}[d(G, s, t)]$, and the average expected path length over all SD pairs in the $G(n, p)$ model by $d \triangleq \mathbb{E}_{G \sim G(n, p)} d(s, t) / n(n - 1)$.

To obtain our first result (see Theorem 1) on $F_{ij}(X)$, we introduce the following three lemmas.

**Lemma 1** For any given graph $G$ and $\forall s, t \in V, (s \neq t)$, we have $d(g, s, t) = \sum_{i \neq j} f_{ij}(g, s, t)$. That is, the path length from $s$ to $t$ is equal to the sum of the traffic carried on all links when $s$ sends one unit of traffic to $t$.

**Lemma 2** In the $G(n, p)$ model, we have $d(s, t) = d$, $\forall s, t \in V, (s \neq t)$. That is, in the $G(n, p)$ model, the expected path length between any two nodes is the same, and thus equal to the average expected path length $d$.

**Lemma 3** In the $G(n, p)$ model, if every source node sends one unit of traffic to every other node, then $f_{ij} = d$. That is, the unconditional mean traffic load on link $i \rightarrow j$ is equal to the average expected path length $d$.

The result of Lemma 3 assumed a simple, deterministic traffic matrix $X$ with unit traffic exchanged between all SD pairs. Our goal is to allow the specification of arbitrary traffic matrices with different (and possibly random) traffic entries for different SD pairs. For that purpose, it is necessary to understand for a link $i \rightarrow j$, how much of the traffic exchanged between any given SD pair $(s, t)$ actually traverses link $i \rightarrow j$. This depends on the position of $s$ and $t$ relative to $i$ and $j$. For example, it is easy to see that if $s = i$ and $t = j$, then all of the traffic from $s$ to $t$ traverses link $i \rightarrow j$ as long as link $i \rightarrow j$ exists. Conversely, no traffic from $s$ to $t$ traverses link $i \rightarrow j$ if $s = j$ and $t = i$. In fact, for any given link $i \rightarrow j$, we can partition SD pairs into five subsets based on their relative position with respect to $i$ and $j$, such that their expected contribution to the link load depends only on which subset they belong to.

**Definition 6** For any two node $i, j \in V, (i \neq j)$, we partition all source and destination pairs $(s, t), (\forall s, t \in V, s \neq t)$, with regard to their relative position to $i, j$ as follows:

\[
S_{ij}^{(1)} = \{(s, t) : s \neq i, j \text{ and } t \neq i, j\}
\]
\[
S_{ij}^{(2)} = \{(s, t) : s = i, t \neq j \text{ or } s \neq i, t = j\}
\]
\[
S_{ij}^{(3)} = \{(s, t) : s = i, t = j\}
\]
\[
S_{ij}^{(4)} = \{(s, t) : s = j, t \neq i \text{ or } s \neq j, t = i\}
\]
\[
S_{ij}^{(5)} = \{(s, t) : s = j, t = i\}
\]

We are now ready to state our first main result.

**Theorem 1** In single-level $G(n, p)$ networks with a traffic matrix $X$, $\forall i, j \in V, (i \neq j)$, the conditional expected traffic on link $i \rightarrow j$, given the existence of link $i \rightarrow j$ is:

\[
F_{ij}(X) = \sum_{(s, t) \in S_{ij}^{(1)}} \frac{d + p - 2\theta}{p(n - 2)(n - 3)} + \sum_{(s, t) \in S_{ij}^{(2)}} \frac{\theta - p}{p(n - 2)} + \sum_{(s, t) \in S_{ij}^{(3)}} X_{st} (1)
\]

in which $\theta = \text{Pr}\{\text{there is a path from } s \text{ to } t\}$, and $c \leq \theta \leq 1$, $c$ is a constant related to the average node degree $np$.

Figure 2. Histogram of link loads with uniform traffic matrix.

Theorem 1 gives the conditional (given that the link exists) expected (over all graphs) traffic on a link, as a weighted sum of the traffic generated by all SD pairs based on their locations relative to the link. The weight associated with the traffic from a particular SD pair depends only on which of the five subsets of SD pairs it belongs to.

$F_{ij}(X)$ is essentially the link load averaged over all graphs in $G(n, p)$ that contain this link. We illustrate by simulation that such an averaged value is representative of the actual link load in a graph randomly generated by the $G(n, p)$ model. Fig. 2 shows the histogram of link loads for link $0 \rightarrow 1$ with data samples collected from 5000 random graph generations of a 1000-node network. A uniform traffic matrix with 1 unit of traffic between every SD pairs is used in the simulation. The histogram has a reasonably narrow bell shape with mean 131.84 and standard deviation 14.16. The $F_{ij}(X)$ in this case can be calculated from Eq. (1) with $X_{st} = 1$ for all $s \neq t$. The resulting value $F_{ij}(X) = \frac{d}{p} = 131.96$ (the average path length from the 5000 randomly generated graphs is 2.639), is very close to the sampled mean of 131.84. Extensive simulations with different topology parameters show similar results.

n = 1000, p = 0.02, 5000 samples of load on link 0 -> 1.
4.2 Link traffic load in two-level $\mathcal{G}(n, p)$ random networks

We now consider a two-level hierarchical random network, which consists of a base level, i.e., the router-level; and a top level or “domain-level.” We generate the two-level network as described in Section 2. There are, therefore, $n_1$ domains, and each inter-domain edge is chosen independently with probability $p_1$; each domain contains $n_2$ nodes, and each intra-domain edge is chosen independently with probability $p_2$. Connected node pairs are randomly chosen within domains to serve as gateways, and inter-domain edges are anchored to these end nodes. In total, the network consists of $n_1 n_2$ nodes and $n_1 n_2 (n_1 n_2 - 1)$ SD pairs.

Routing is as described earlier, namely, inter-domain routing is determined by considering only inter-domain links and choosing the path(s) with the smallest domain hop count. In case of multiple shortest paths, traffic is evenly split among them or sent on a randomly selected one. For every domain in an inter-domain path, the path(s) from the entry gateway to the exit gateway is a minimum hop count path(s) between the two nodes, considering only intra-domain links. Again, when multiple equal cost paths exist, traffic is evenly split among them or sent on a randomly selected one. This amounts to shortest path routing where all intra-domain links have the same weight, and all inter-domain links have the same but a much higher weight.

$\forall u \in V$, $A(u)$ denotes the domain that node $u$ belongs to, and we extend Definition 6 as follows:

Definition 7 Given any two domains $A_i, A_j, (i \neq j)$, we partition all $n_1 (n_1 - 1)$ domain pairs (with regard to $A_i$ and $A_j$) into sets $S_{A_i, A_j}(k), k = 1, \ldots, 5$, as in Definition 6, except that domains are considered instead of nodes.

For any two node $i$ and $j$ in the same domain (i.e. $A(i) = A(j)$), we partition all nodes in $A(i)$ (with regard to $i$ and $j$) into sets $S_{i, j}(k), k = 1, \ldots, 5$, as in Definition 6, except that only nodes in domain $A(i)$ are considered.

The next theorem is a natural extension of the single-level result of Theorem 1:

Theorem 2 In two-level hierarchical $\mathcal{G}(n, p)$ networks with a general traffic matrix $\mathbf{X}$, the conditional expected traffic on inter-domain link $i \rightarrow j$ between domains $A_i$ and $A_j (i \neq j)$ is given by

$$
\bar{F}_{i,j}(\mathbf{X}) = \sum_{(A(s), A(t)) \in S_{A_i, A_j}^{(1)}} X_{st} \frac{d_i + p_i - 2 \theta_2}{p_i (n_i - 2) (n_i - 3)} + \sum_{(A(s), A(t)) \in S_{A_i, A_j}^{(2)}} X_{st} \frac{\theta_1 - p_i}{p_i (n_i - 2)} + \sum_{(A(s), A(t)) \in S_{A_i, A_j}^{(3)}} X_{st} \frac{\theta_2}{p_i (n_i - 2)} \tag{2}
$$

Similarly, the conditional expected traffic on intra-domain link $i \rightarrow j$ between nodes $i$ and $j (i \neq j)$ is given by

$$
\bar{F}_{i,j}(\mathbf{X}) = \sum_{(A(s), A(t)) \in S_{i, j}^{(1)}} X_{st} \frac{d_i + p_i - 2 \theta_2}{p_i (n_i - 2) (n_i - 3)} \tag{3}
$$

in which $d_1$ and $d_2$ are the average expected path length in $\mathcal{G}(n_1, p_1)$ and $\mathcal{G}(n_2, p_2)$, respectively.

$\theta_1, \theta_2$ are $\Pr \{ \text{there is a path from } s \text{ to } t \} \text{ in } \mathcal{G}(n_1, p_1)$ and $\mathcal{G}(n_2, p_2)$, respectively. $\theta_3 = \frac{1}{n_2} + 1 - \frac{1}{n_2} \theta_2$. $c \leq \theta_1, \theta_2, \theta_3 \leq 1$, $c$ is a constant related to $n_1 p_1$ and $n_2 p_2$.

Theorem 2 gives the conditional expected traffic on any link in a two-level $\mathcal{G}(n, p)$ random network as a function of network topology and traffic. We investigate next the robustness of such a network, i.e., measure the likelihood that the total (base + surge) traffic on a link is below its capacity, assuming that the link capacity is $(1 + \beta)E\bar{F}_{i,j}(\mathbf{X})$, where $E\bar{F}_{i,j}(\mathbf{X})$ is computed using Eqs. (2) and (3).

4.3 Robustness in $\mathcal{G}(n, p)$ networks with general surges

Theorem 2 allows us to derive an explicit expression for the probability that the link capacity is larger than the actual load, as a function of the statistical properties of both the base and surge traffic. For simplicity, we rely on Chebyshev’s inequality to express this probability as a function of just the mean and variance of the total offered traffic. This yields the following relationship between link bandwidth and the actual offered traffic:

Proposition 1 Let $B_{i,j}$ be the bandwidth on link $i \rightarrow j$. For any $\varepsilon > 0$, if $B_{i,j}$ satisfies $B_{i,j} \geq E\bar{F}_{i,j}(\mathbf{X} + \Delta \mathbf{X}) + \varepsilon$, then

$$
\Pr \{ B_{i,j} > E\bar{F}_{i,j}(\mathbf{X} + \Delta \mathbf{X}) \} \geq 1 - \frac{\text{Var} \bar{F}_{i,j}(\mathbf{X} + \Delta \mathbf{X})}{\varepsilon^2}
$$

Proposition 1 gives a lower bound on the probability, $\psi \triangleq \Pr \{ B_{i,j} \geq E\bar{F}_{i,j}(\mathbf{X} + \Delta \mathbf{X}) \}$ that a link can accommodate its actual load. We refer to $\psi$ as the target network tolerance probability. As mentioned before, link bandwidth is provisioned proportionally to the expected base offered.
load \( f_{ij}^b = E F_{ij}(X) \), i.e., \( B_{ij} = (1 + \beta) f_{ij}^b \). Using Proposition 1, we can find the appropriate \( \beta \) for any target value of \( \psi \) by setting \( \epsilon \) to be \( \sqrt{Var F_{ij}(X + \Delta X)/(1 - \psi)} \).

**Definition 8** For any constant \( 0 < \psi < 1 \), we define the minimum over-provisioning factor \( \beta^* \) as

\[
\beta^*(\psi) = \min_{\beta > 0} \left\{ (1 + \beta)E F_{ij}(X) \geq E F_{ij}(X + \Delta X) + \sqrt{Var F_{ij}(X + \Delta X)/(1 - \psi)} \right\}
\]

\( \beta^* \) determines the lowest over-provisioning factor that meets a required tolerance probability of \( \psi \). Using Theorem 2, we can express \( B_{ij}, E F_{ij}(X + \Delta X) \), and \( Var F_{ij}(X + \Delta X) \) as functions of \( n_1, p_1, d_1, n_2, p_2, d_2, X \) and \( \Delta X \) for both inter-domain and intra-domain links. Therefore, for a given target \( \psi \), we can identify the required over-provisioning factor \( \beta^* \), as a function of those parameters.

### 4.4 Average expected path length \( d \) in \( G(n, p) \)

From Theorem 2, \( F_{ij}(X) \) depends on \( n, p \), and \( d, n \) and \( p \) are input parameters to the model, but \( d \) still needs to be determined. The next proposition provides an expression for the order of \( d \) as a function of \( n \) and \( p \).

**Proposition 2** In the \( G(n, p) \) model, if \( np \geq c \) for some constant \( c > 1 \), but \( np = O(\log^\alpha n) \) for some constant \( \alpha > 0 \), then \( d = \Theta(\log n / \log np) \).

Combining Propositions 1 and 2, we can now identify \( \beta^* \) as an explicit function of the base and surge matrices, and the size of the network, namely, \( n \).

### 5 Representative results

In this section, we assume a given tolerance probability \( \psi \) and use the analytical results of the previous section to evaluate for a selected set of base and surge traffic models, how network growth affects the minimum over-provisioning factor \( \beta^* \).

Network growth is obviously driven to a large extent by traffic growth. However, there is considerable uncertainty regarding what are appropriate models not only for the rate of traffic growth, but also for how it is to be distributed between SD pairs. This uncertainty applies to the base traffic, and possibly even more so to traffic surges. The models we have developed so far are capable of handling this generality, as they can accommodate any type of base and surge patterns. However, exploring how network growth might affect the minimum over-provisioning factor \( \beta^* \) calls for introducing some structure into how one expects the network and the traffic to grow. As more data points become available to better characterize how network and traffic are growing, specific models will likely emerge and can then be “plugged” into the equations of Theorem 2, but in the absence of such definite answers, it is useful to introduce strawman traffic scenarios in order to explore possible trends in the evolution of \( \beta^* \). For that purpose, we rely on three types of traffic patterns, which we believe are not only representative of possible evolutions of traffic patterns, but also have enough structure that we can use them to develop meaningful insight. In the remainder of this section, we use these three patterns to produce three distinct combinations of base and surge traffic for which we explore the evolution of \( \beta^* \) as the network grows. Investigations of additional traffic combinations can be found in [12].

The first pattern we consider corresponds to a traffic matrix where each entry (except for the diagonal terms that are zero) is an i.i.d. random variable. The use of random variables allows us to incorporate temporal fluctuations in the traffic exchanged between pairs of nodes. The main limitation of this model is obviously the i.i.d. constraint, which in particular assumes that every node sends traffic to all other nodes in the network, irrespective of the network size. However, an i.i.d. pattern, in spite of its limitations, is a good first step in capturing the variable nature of network traffic and allows us control this variability in a systematic manner.

The second traffic pattern we consider is a random destination selection pattern. It consists of a traffic matrix where each row is limited to having only \( k (0 \leq k < n) \) non-zero entries, where the locations of those entries (columns) are randomly chosen. This allows us to account for scenarios where at any point in time a node sends traffic to only a subset of possible destinations, rather than to all of them. For simplicity, we assume that the amount of traffic sent to each selected destination is constant and equal to \( a \) units of traffic. We use this traffic pattern to explore the impact of having a node distribute its traffic across a variable set of possible destinations, which does induce traffic variations.

The third traffic pattern we consider is one that allows us to incorporate the impact of access networks on the traffic exchanged between backbone nodes. For this purpose, we use a gravity traffic pattern in which the base traffic between two backbone nodes, is a function of the nodes’ rank, where the rank of a backbone node is a function of the number of access networks attached to it, and therefore of its aggregate traffic generating (or receiving) capacity. Specifically, the traffic between nodes \( s \) and \( t \), \( X_{st} \), is proportional to \( r_s r_t \), where \( r_s \) and \( r_t \) are the “ranks” of \( s \) and \( t \) respectively. In other words, traffic from a given source node is “fanned out” to destination nodes in proportion to their ranks. In [5], it was observed that backbone nodes could be ranked roughly into three categories (large, medium and small), where the “large” category contributes the majority of POP-level traf-
Table 1. Efficiency of over-provisioning in two-level $\mathcal{G}(n, p)$-based random networks

<table>
<thead>
<tr>
<th>Traffic combination</th>
<th>Inter-domain links</th>
<th>Intra-domain links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sce 1: i.i.d base traffic, i.i.d surges</td>
<td>$f^\lambda_{A_1 A_2} = \Theta(y_1 N^{1-\lambda} \log N)$</td>
<td>$f^\lambda_{A_1 A_2} = \Theta((y_1 \log N + y_2) \log N)$</td>
</tr>
<tr>
<td></td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_2}{y_1} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 N^{1-\lambda} \log N \sqrt{N}}/y_1 N^{1-\lambda} \log N \sqrt{N}}\right)$</td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_1 \log N + \Delta y_2}{y_1 \log N + y_2} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 \log N + y_2}}\right)$</td>
</tr>
<tr>
<td>Sce 2: i.i.d base traffic, Random dest surges</td>
<td>$f^\lambda_{A_1 A_2} = \Theta(y_1 N^{1-\lambda} \log N)$</td>
<td>$f^\lambda_{A_1 A_2} = \Theta((y_1 \log N + y_2) \log N)$</td>
</tr>
<tr>
<td></td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_1}{y_1} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 N^{1-\lambda} \log N \sqrt{N}}/y_1 N^{1-\lambda} \log N \sqrt{N}}\right)$</td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_1 \log N + \Delta y_2}{y_1 \log N + y_2} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 \log N + y_2}}\right)$</td>
</tr>
<tr>
<td>Sce 3: Gravity base traffic, i.i.d surges</td>
<td>minimum loaded link: $f^\lambda_{A_1 A_2} = \Theta(y_1 N^{1-\lambda} \log N)$</td>
<td>minimum loaded link: $f^\lambda_{A_1 A_2} = \Theta((y_1 \log N + y_2) \log N)$</td>
</tr>
<tr>
<td></td>
<td>maximum loaded link: $f^\lambda_{A_1 A_2} = \Theta(y_8 N^{1-\lambda} + \log N + T^{-1}) \log N$</td>
<td>maximum loaded link: $f^\lambda_{A_1 A_2} = \Theta((y_1 \log N + y_2) \log N)$</td>
</tr>
<tr>
<td></td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_1 \log N + \Delta y_2}{y_1 \log N + y_2} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 \log N + y_2}}\right)$</td>
<td>$\beta^* = \Theta\left(\frac{\Delta y_1 \log N + \Delta y_2}{y_1 \log N + y_2} + \sqrt{\frac{\Delta^2 y_1 + \Delta^2 y_2}{y_1 \log N + y_2}}\right)$</td>
</tr>
</tbody>
</table>

expected total base intra-domain and inter-domain traffic sourced by a single node, denoted by $y_1$ and $y_2$, respectively, are non-decreasing functions of $N$. We believe this to be a reasonable assumption that is consistent with current observations and predictions of future traffic growth, e.g., as in [14]. Note from Table 1 that although $y_1$ and $y_2$ may differ in each scenario, the expressions for $f^\lambda_{A_1 A_2}$ as functions of $y_1$ and $y_2$, are similar in all three. They all point to increasing link bandwidth as the network grows under the assumption that $y_1$ and $y_2$ are non-decreasing. Our second assumption is that the ratio of the average intensity of traffic surges and the base traffic remains approximately constant, namely $\frac{\Delta y_0}{\Delta y_0} = \frac{\Delta y_0}{\Delta y_0}$, and is not a function of $N$. We also believe this to be a reasonable assumption, since both types of traffic are influenced by the same parameters such as link and host speeds, application characteristics, etc.

5.1 i.i.d normal traffic and i.i.d surges

In this scenario, the base traffic between any two nodes in different domains (inter-domain traffic) is i.i.d. with mean $x_1$ and variance $\sigma^2_1$, and the base traffic between any two nodes in the same domain (intra-domain traffic) is i.i.d. with mean $x_2$ and variance $\sigma^2_2$. We also assume i.i.d. inter-domain traffic surges with mean $\Delta x_1$ and variance $\Delta^2 x_1$, and i.i.d. intra-domain traffic surges with mean $\Delta x_2$ and variance $\Delta^2 x_2$. This yields $y_1 = \Theta(x_1 N)$, $y_2 = \Theta(x_2 N^{1-\lambda})$, $\Delta y_1 = \Theta(\Delta x_1 N)$, and $\Delta y_2 = \Theta(\Delta x_2 N^{1-\lambda})$. 

\(^3\)This restriction can be readily removed, and was introduced to limit the number of variables to consider.

\(^4\) $\Delta y_1$ and $\Delta y_2$ are the total inter-domain and intra-domain traffic surges sourced by a node, respectively.
Figure 3. Efficiency of over-provisioning for scenarios 1 and 2.

Based on Table 1, the minimum over-provisioning factor $\beta^*$ exhibits different behaviors depending on how fast nodal traffic grows with $N$. In order to facilitate the discussion, we introduce the additional constraint that the variances of the base and surge traffic for any SD pair, $\sigma_{B1}^2$, $\sigma_{B2}^2$, $\Delta \sigma_{B1}^2$ and $\Delta \sigma_{B2}^2$, remain constant, and not be functions of $N$.

Incorporating those constraints into Table 1, we find that on inter-domain links $\beta^* = \Theta(y_1^{-1} N^{\lambda/2} \log^{-1} N)$ and on intra-domain links $\beta^* = \Theta((y_1 \log N + y_2)^{-1} N^{\lambda/2} \log^{-1} N)$. As a result, for inter-domain links $\beta^*$ decreases asymptotically as $N$ grows, i.e., over-provisioning becomes more efficient, if and only if $y_1$ grows faster than $\Theta(N^{\lambda/2}/\log N)$. This states that the growth in the expected base load needs to exceed a certain threshold to ensure that the bandwidth margin grows faster than the variations induced by surges. A similar but different threshold exists for intra-domain links, for which $\beta^*$ decreases as $N$ grows, if and only if either $y_1$ grows faster than $\Theta(\sqrt{N}/\log^2 N)$ or $y_2$ grows faster than $\Theta(\sqrt{N}/\log N)$. Fig. 3 displays graphically the four corresponding regions. The results for this specific scenario highlight a theme common to all three, namely, the existence of thresholds in the growth of traffic sourced by a node that define regions in which over-provisioning is either more or less efficient as networks grow.

5.2 i.i.d base traffic and random destination selection surges

In this scenario, the base traffic is the same i.i.d as that of scenario 1, but the traffic pattern used for surges is different and based on the random selection of a certain number of destinations. Specifically, each source $s$ generates $\Delta \alpha_1$ units of traffic to each of $\Delta k_1$ destinations uniformly chosen among all possible $(n_2 - 1)n_2$ nodes not in its domain; and generates $\Delta \alpha_2$ units of traffic to each of $\Delta k_2$ destinations uniformly chosen among all possible $n_2 - 1$ nodes within its own domain ($s$ does not send traffic to itself). Traffic sent by different source nodes are independent of each other, and so are inter-domain and intra-domain traffic.

In this scenario, we have $y_1 = \Theta(x_1 N)$, $y_2 = \Theta(x_2 N^{1-\lambda})$, $\Delta y_1 = \Theta(\Delta \alpha_1 \Delta k_1)$, and $\Delta y_2 = \Theta(\Delta \alpha_2 \Delta k_2)$. As in scenario 1, we assume that $\sigma_{B1}^2$ and $\sigma_{B2}^2$ are constant. We also assume that $\Delta k_1 = \Theta(N^{\xi})$ ($0 \leq \xi < 1$), $\Delta k_2 = \Theta(N^{1-\xi-\lambda})$ ($0 \leq \zeta < 1$), indicating that the number of nodes that a source node sends traffic to grows, but not as fast as the network size.

Incorporating these assumptions into Table 1 and focusing on only the higher order terms, we find that on inter-domain links there exists a transition point at $\Theta(N^{\lambda/2}/\log N)$, such that $\beta^*$ decreases asymptotically as the network grows, and if only if $y_1$ grows faster than this value. For intra-domain links, we find that $\beta^*$ also experiences a transition and decreases asymptotically as the network grows, if and only if either $y_1$ grows faster than $\Theta(\sqrt{N}/\log^2 N)$ or $y_2$ grows faster than $\Theta(\sqrt{N}/\log N)$. In summary, the behavior of $\beta^*$ for both inter-domain and intra-domain links is essentially the same as that of the previous scenario as illustrated in Fig. 3.

5.3 Gravity base traffic and i.i.d traffic surges

In this third scenario, we consider a combination of a gravity base traffic and i.i.d traffic surges. The gravity traffic pattern translates into a base traffic matrix with entries that are proportional to the ranks of the corresponding source and destination nodes. Specifically, we have $X_{sl} = x_{1l}r_{sl}$ for inter-domain traffic and $X_{st} = x_{2l}r_{st}$ for intra-domain traffic. Backbone nodes are classified according to their rank into three rank categories “large”, “medium” or “small”, denoted by sets $L$, $M$, and $S$, respectively. Based on the observations of [5], we assume that the rank categories obey the following two rules: (1) Each category generates twice as much traffic as the next lower category, namely, $4 \sum_{u \in S} r_{iu} = 2 \sum_{u \in M} r_{iu} = \sum_{u \in L} r_{iu}$. (2) The size of these three categories are: $|S| = sN$, $|M| = mN$, and $|L| = lN$, in which $s = 0.5 - o(1)$, $m = 0.5 - o(1)$, and $l = o(1) > \frac{1}{n_2}$, and $N = n_1n_2$ is again the total size of the backbone network. We assume that $n_1$ is large enough, so that $n_1$ is an integer. Note that $l$ reflects the extent to which the majority of backbone traffic is concentrated on only a few nodes with high rank.

Note that the gravity traffic pattern itself does not contain variations. It only determines the base offered loads on links, which when scaled by $\beta$ determines their spare capacity. Traffic variations in this scenario are solely contributed by the i.i.d. traffic surge matrix, for which we assume i.i.d. inter-domain surges with mean $\Delta x_1$ and variance $\Delta \sigma_{x1}^2$, and i.i.d. intra-domain surges with mean $\Delta x_2$
and variance $\Delta \sigma^2$. Results from scenario 1 show that under such a surge model, traffic variations are uniform across all links. As a result, the minimum over-provisioning factor is solely determined by the link that has the smallest amount of spare capacity, i.e., the link with the lowest base load. The base load $\bar{f}^{b}_{ij}$ on the “thinnest” link depends on how nodes of different ranks are distributed across domains. The next proposition establishes that when nodes are assigned to domains according to a “strict ordering” of their rank, this results in a network with min-min link loads (see [12] for a proof). Furthermore, this particular distribution of nodes also provides a lower bound on the difference between base link loads, i.e., the difference between the “fattest” and the “thinnest” links, which provides yet another perspective on the impact that such an imbalanced base traffic on has the efficiency of over-provisioning.

**Proposition 3** In two-level $G(n,p)$ networks with gravity-type traffic matrices, the minimum loaded link achieves its min-min value when nodes are assigned to domains according to a “strict ordering” of their ranks:

Domain $A_i$ contains $n_2$ nodes ranging from the $[(i - 1)n_2 + 1]^{th}$ smallest rank to the $[in_2]^{th}$ smallest rank, $i = 1, \ldots, n_1$.

Based on the strict ordering domain formation, $\bar{f}^{b}_{ij}$ and $\beta^*$ can be computed for both minimum loaded links and maximum loaded links (see [12] for details) as shown in Table 1. Focusing first on inter-domain links, we see that for minimum loaded links $\bar{f}^{b}_{ij}$ and $\beta^*$ are essentially similar in their order as that of the scenario 1. Therefore, on inter-domain links $\beta^*$ exhibits the same behavior and thresholds as in this earlier scenario. Considering next maximum loaded inter-domain links illustrates that the gravity traffic model can introduce very substantial differences in how over-provisioning performs on different links. Specifically, when $l$ is not too small, i.e., $l = \omega(\log^{-1} N)$, the base load on the minimum loaded and maximum loaded links are of the same order, and therefore correspond to a similar $\beta^*$. However, when $l$ is small, indicating a highly concentrated base traffic pattern, the difference in the base offered load on maximum loaded and minimum loaded links can be substantial. This indicates that a much smaller level of over-provisioning is needed on those maximum loaded links. This is in a sense “good news” as the very high capacity of these links may make it technically difficult to overdimension them by the same amount as lower bandwidth links. If we focus next on intra-domain links, we see that the impact of traffic imbalance is even more pronounced on those links. This is due to the added contribution of intra-domain traffic on the link, which shows a difference of the order of $L^2$ between maximum loaded and minimum loaded links. However, as with inter-domain links, the difference is in the “right” direction, with higher capacity links requiring a much lower level of over-provisioning.

In summary, our initial investigation revealed that in many cases, the level of over-provisioning required to achieve a given tolerance probability decreases as long as the rate of (base) traffic growth exceeds that of network growth by a certain factor. This conclusion is obviously predicated on the specific traffic models used, but it indicates that under a reasonably broad range of conditions, over-provisioning can become more efficient as the network grows. In the next section, we briefly touch on possible guidelines to promote such an outcome.

### 5.4 Implications for network design and provisioning

There are many decisions that network providers face when designing and provisioning networks, which affect network performance in various ways. For example, should one use many low capacity routers or fewer high capacity ones, or is it better to structure a network into multiple small domains or fewer larger ones? The analytical tools developed in this work can help explore the implications of such decisions, at least in terms of network robustness to traffic variations.

Our analysis of various traffic scenarios indicates that the relative growth of traffic volume versus network size plays a critical role in determining whether or not over-provisioning is more efficient in larger networks. From a practical standpoint, this means that we need to be concerned with how growth in router capacity expands with the increase in the number of routers in the network. In particular, our results indicate that as long as router capacity grows faster than the number of routers by a certain ratio, the robustness of the network against traffic variations (assuming a given level of over-provisioning) will keep increasing. Obviously, this conclusion needs to be tempered by the fact that not all routers in a network are of the same type and capacity, but one can argue that routers in backbone networks, which are the focus of this paper, are reasonably homogeneous. As a result, this gives some guidelines on how to best grow such networks. Specifically, the rate at which backbone routers are upgraded to higher capacity versions should exceed the rate at which new routers are deployed. When looking back, it appears that we might have been heading in the right direction.

Specifically, today’s largest routers boast capacities of roughly 10 Terabits (10^{13} bits/sec), in comparison to a capacity of about 10 T1 links (10^{7} bits/sec) for some of the early NSFNet routers. This translates into a growth.

---

3Assuming that router capacity is reasonably correlated with the traffic sourced by the router.

4See for http://moat.nlanr.net/INFRA/NSFNET.html for a perspective on the evolution of the NSFNet.
different behaviors. The results provide some insight into how work size and traffic growth rates as a key parameter, and other factors that affect this choice, e.g., routing complexity and stability, and this is a decision that should be made only after accounting for these parameters.

6 Conclusion

This paper has investigated the extent to which the size of the network can play a positive role in its ability to absorb traffic variations through over-provisioning. Given the many parameters that have the potential to affect the answer and the complex interactions that exist between them, the approach taken was to develop a model that could be adjusted to account for different scenarios in terms of network and traffic growth. The first contribution of the paper is, therefore, in developing such a model that can be used under a broad range of conditions. The second contribution of the paper is in using the model to explore a specific set of traffic scenarios that are representative of possible traffic growth models. The investigation identified the ratio of network size and traffic growth rates as a key parameter, and pointed to thresholds separating regions associated with different behaviors. The results provide some insight into how to possibly grow networks as a function of the underlying traffic growth and the available technology.
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