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Abstract—We present the theoretical foundation for near-field scanning optical tomography, a method for three-dimensional optical imaging with subwavelength resolution. An analysis of the forward problem for both scalar and vector optical fields is described. This is followed by the construction of the pseudoinverse solution to the linearized inverse scattering problem. The results are illustrated by numerical simulations.
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I. INTRODUCTION

NEAR-FIELD scanning optical microscopy (NSOM) [1]–[9] has attracted considerable attention as a technique to obtain images of surfaces with subwavelength resolution. This achievement is particularly important for imaging structures where spectroscopic concerns or sample handling requirements dictate the use of lower frequency fields and yet high spatial resolution is still required. Applications range from the inspection of organic and biological samples to semiconductors. Various experimental modalities are in practical use. Two prominent examples are collection-mode NSOM and illumination-mode NSOM. In illumination-mode NSOM, a tapered fiber probe with a subwavelength-size aperture serves as a source of illumination in the near zone of the sample. The scattered field intensity is then measured and recorded as a function of the probe position while the probe is scanned over the sample. In collection-mode NSOM, the fiber probe serves to detect the total field in the near zone as the sample is illuminated by a source in the far zone.

There are certain limitations of NSOM as currently practiced. Despite the fact that the sample may present a complicated three-dimensional (3-D) structure, NSOM produces only a two-dimensional (2-D) image. Indeed, rather than being an imaging method, it is more accurate to say that NSOM maps the subwavelength structure of the optical near-field intensity in some plane above the sample. Under certain simplifying assumptions, such as homogeneity of the bulk optical properties of the sample [10]–[12], the images produced in these experiments may be related to the sample structure. However, for the more general case in which both the topography of the sample and the bulk optical properties vary, the connection between the near-field intensity and the sample structure has proven ambiguous [13].

To resolve this ambiguity, it is desirable to solve the inverse scattering problem (ISP). The ISP consists of reconstructing the 3-D object structure, in this case the spatial dependence of the dielectric susceptibility of the sample, from measurements of the scattered field. By solving the ISP we thus resolve two issues. We remove the ambiguity in connecting the sample properties and the measured data, and simultaneously obtain 3-D tomographic images of the sample.

Historically, the solution of the ISP for other scattering modalities has greatly expanded the functionality of existing methods. For instance, von Laue’s analysis of X-ray diffraction made modern crystallography a reality. The work of Hounsfield and Cormack brought medical imaging out of the era of projection radiography and into the era of computed tomography (CT). In any ISP, the first step is to obtain a physically reasonable forward model for the scattering process. For instance, in CT, a geometric model of propagation, neglecting any scattering, is sufficient to describe the experiment. Likewise, as scattering becomes important, the first Born approximation is often employed. By considering the far-zone scattered field, a readily solvable ISP [14], now generally known as diffraction tomography (DT), may be obtained. The crucial step in the solution of the DT ISP is to obtain a linearized relationship between the sample properties and the scattered field or some simple function of the scattered field. This may be accomplished by making use of the first Born or Rytov approximations. Solutions for the nonlinear ISP may be obtained as well, but, in general, they present a much more computationally challenging problem.

The far-zone ISP has an inherent resolution limit imposed by the wavelength of the probe field. This limit may be traced to the fact that only the homogeneous part of the scattered field contributes to the far zone. While, in principle, a higher resolution image may be obtained by mathematical extrapolation [15], this
approach is exponentially sensitive to errors in the scattering data. However, the evanescent waves which contribute to the near field carry higher spatial frequency information about the scatterer and are directly accessible experimentally. In addition, it has been demonstrated [16] that inclusion of the evanescent waves in the backpropagation algorithm of 2-D DT enhances the resolving power of that method.

To sum up the preceding discussion, the subwavelength resolution obtained in NSOM stems from the fact that direct access to the evanescent scattered waves may be gained by probing the near field. It is this part of the scattered field on which the subwavelength structure of the scattering object is encoded. The NSOM ISP is thus of great interest because it offers the possibility to obtain subwavelength-resolved 3-D reconstructions. We will refer to this method as near-field scanning optical tomography (NSOT).

NSOM instrumentation now exists that is capable of providing both the phase and amplitude of the optical field [17], [18]. It was recently demonstrated that when both the phase and amplitude of the optical near field are available, the near-field ISP may be solved, and an inversion formula was presented in [19]. Validation of the results was demonstrated by numerical simulation. The work was extended to other modalities and the analysis was modified to include a substrate [20], however simulations were limited to free space and polarization effects only considered for photon scanning tunneling microscopy (PSTM). In addition, an experimental demonstration of near-field inverse scattering was given for the closely related modality of PSTM [21]. In this paper, we expand upon and extend the results reported in our earlier letter. We discuss three experimental modalities, the illumination mode, the collection mode, and the two-probe mode NSOT and present analyses of the near-field ISP for both scalar and vector waves. A treatment of the vector case is particularly important in the near-field ISP because polarization effects are limited to free space and polarization effects only considered for photon scanning tunneling microscopy (PSTM). In addition, an experimental demonstration of near-field inverse scattering was given for the closely related modality of PSTM [21]. In this paper, we expand upon and extend the results reported in our earlier letter. We discuss three experimental modalities, the illumination mode, the collection mode, and the two-probe mode NSOT and present analyses of the near-field ISP for both scalar and vector waves. A treatment of the vector case is particularly important in the near-field ISP because polarization effects are somewhat more complicated than for the far-field problem [22], and the scalar approximation may not be appropriate when the sample presents subwavelength variations in structure. The solution to the near-field ISP in all cases will be derived by a singular-value decomposition (SVD) analysis of the linearized scattering problem. The SVD is a generalized-mode decomposition that offers considerable insight into the scattering problem.

The remainder of the paper is organized as follows. In Section II, we discuss in detail the theory of near-field scattering for wave fields obeying the scalar reduced-wave equation. Specifically, we obtain expressions for the scattered field as measured in several distinct experimental modalities. In all cases, we assume that the field may be measured, i.e., the measurements are phase sensitive. The first two modalities are variations on the illumination-mode- and collection-mode NSOT experiments. The two-probe modality we discuss is conceptually novel and requires the use of two near-field probes. The expressions derived for the scattered fields are shown to be special cases of a single expression relating the measured data to the structure of the scattering object to be imaged. In Section III, we discuss the vector theory of near-field scattering. We return to both modalities earlier discussed and present the common underlying form. In Section IV-A, we take advantage of the unified form for all modalities. We develop the SVD for the forward-scattering operator and obtain an inversion formula for the ISP. In Section IV-B, we develop the SVD for the vector-field problem. It will be seen that although the vector nature of light makes a significant difference in the physical description of the problem, the mathematical form is much like the scalar case and a similar solution may be obtained.

II. Forward Problem: Scalar Case

We begin by considering the scattering of scalar waves in the near field. This will serve to introduce the necessary formalism without the mathematical complexity of the full vector theory. Note that the scalar theory is of independent interest and may prove useful in applications such as scanning acoustic microscopy [23].

Consider an experiment in which a monochromatic scalar wave is incident on a medium described by the scattering potential η(r). The sample is placed on the surface of an infinite uniform medium with index of refraction n. The surface coincides with the z = 0 plane and the maximum height of the sample is zm. The scalar field $U(r')$ satisfies the wave equation

$$\nabla^2 U(r') + n^2(z)k_0^2 U(r') = -4\pi k_0^2 \eta(r') U(r')$$

where $k_0$ is the free-space wavenumber, and $n(z) = n$ for $z < 0$ and $n(z) = 1$ for $z \geq 0$. The field will be taken to consist of two parts

$$U(r') = U_i(r') + U_s(r')$$

with the incident field $U_i(r')$ satisfying the equation

$$\nabla^2 U_i(r') + n^2(z)k_0^2 U_i(r') = 0$$

and the scattered-field $U_s(r')$ satisfying the equation

$$\nabla^2 U_s(r') + n^2(z)k_0^2 U_s(r') = -4\pi k_0^2 \eta(r') U(r').$$

Following standard procedures [24], (4) may be recast as the integral equation

$$U_s(r') = k_0^2 \int d^3r' G(r, r') U(r') \eta(r').$$

Here, $G(r, r')$ is the half-space Green’s function which obeys the equation

$$[\nabla^2 + n^2(z)k_0^2] G(r, r') = -4\pi \delta(r - r')$$

and satisfies the boundary conditions

$$G(r, r')|_{z=0^+} = G(r, r')|_{z=0^-}$$

and

$$\hat{z} \cdot \nabla G(r, r')|_{z=0^+} = \hat{z} \cdot \nabla G(r, r')|_{z=0^-}.$$

The scattered field is calculated perturbatively. Such an approach is only reasonable in the event that the unknown sample is small or of low contrast. When the sample is large, such as might be the case when the substrate itself is unknown, a perturbative calculation will likely yield poor results. The incident field satisfies (3) and, therefore, includes the effects of the substrate in the zeroth-order field. The Green’s function also includes the substrate effects and so the first-order (in $\eta$) scattered field includes the light scattered directly from the sample as well as
the field subsequently reflected at the interface between vacuum and substrate. This result, which is known as the first Born approximation to the scattered field, is given by the expression

$$U_s(r) = k_0^2 \int d^3r' \, G(r, r') U_i(r') \eta(r'). \quad (9)$$

It should be noted that the incident field satisfies (3) in the domain of the sample. That is, the source of the field is assumed to lie outside the sample and is assumed to be a primary source so that it is unaffected by feedback from the scattered field or reflections from the substrate. If the incident field is generated by a secondary source, i.e., a source density dependent on the local electric field, then the incident field itself must be calculated by solving another near-field scattering problem. Such an approach is outside the scope of this paper but will be discussed elsewhere.

In the discussion that follows, it will prove useful to express the Green’s function $G$ in the form of a plane-wave decomposition

$$G(r, r') = \frac{i}{2\pi} \int d^3q \, g(z, z'; q) \exp[iq \cdot (\rho - \rho')] \quad (10)$$

where $r = (\rho, z)$, and $r' = (\rho', z')$. Depending on the values of $z$ and $z'$, the plane-wave amplitudes $g(z, z'; q)$ are given by

$$g(z, z'; q) = \begin{cases} \frac{1}{k(z)} \left[ e^{ik_z(q)(z-z')} + R(q) e^{ik_z(q)(z+z')} \right], & 0 \leq z' \leq z \\ \frac{1}{k(z')} \left[ e^{ik_z(q)(z-z')} + R(q) e^{ik_z(q)(z+z')} \right], & 0 \leq z < z' \\ \frac{1}{k(z)} T(q) e^{ik_z(q)(z-z')} + T'(q) e^{ik_z(q)(z-z')}, & 0 < z < 0 \leq z' \\ \frac{1}{k(z')} T(q) e^{ik_z(q)(z-z')} + T'(q) e^{ik_z(q)(z-z')}, & 0 < z' < z \leq z \\ \frac{1}{k(z')} T(q) e^{ik_z(q)(z-z')} + T'(q) e^{ik_z(q)(z-z')}, & 0 < z' < z < z' \leq z \\ \end{cases} \quad (11)$$

where $k_z(q) = (k_0^2 - q^2)^{1/2}$ and $k_z'(q) = \sqrt{n^2k_0^2 - q^2}$, and the reflection coefficients $R(q)$, $R'(q)$ and the transmission coefficients $T(q)$ and $T'(q)$ are given by

$$R(q) = \frac{k_z(q) - k_z'(q)}{k_z(q) + k_z'(q)} \quad (12)$$

$$R'(q) = \frac{k_z'(q) - k_z(q)}{k_z'(q) + k_z(q)} \quad (13)$$

$$T(q) = \frac{2k_z(q)}{k_z(q) + k_z'(q)} \quad (14)$$

$$T'(q) = \frac{2k_z'(q)}{k_z'(q) + k_z(q)} \quad (15)$$

The modes appearing in (10) are labeled by the transverse-wave vector $q$. The modes for which $|q| \leq k_0$ correspond to homogeneous plane waves. The modes for which $|q| > k_0$ correspond to evanescent waves. For these modes, $k_z(q)$ is purely imaginary so that the evanescent waves decay exponentially on propagation, with a concomitant loss of high spatial-frequency components of the scattered field.

A. Illumination Mode

In illumination-mode NSOT, the sample is illuminated in the near zone by the probe. The scattered field is then measured in the far zone, as shown in Fig. 1. The probe serves as a point source of unit amplitude at the position $r_1$. The incident field is thus given by the half-space Green’s function $G(r, r_1)$. The scattered field at a point $r_2$ is given by the expression

$$U_s(r_2) = k_0^2 \int d^3r G(r_2, r) G(r, r_1) \eta(r). \quad (16)$$

We assume that the source lies in the illumination plane $z = z_1$ so that the position of the source is $r_1 = (\rho_1, z_1)$ with $\rho_1$ being the transverse coordinate of the source. The scatterer is assumed to lie only in the layer $0 \leq z \leq z_m$. The scattered field is measured in the upper half space. If $z_1 \leq 0$, we refer to this as transmission mode. If $z_1 > z_m$, we refer to this as reflection mode. Suppose that the observation point $r_2$ is very far from the domain of the scatterer. Observe that for $|r_2| \gg |r_1|$, the leading term in the asymptotic expansion of the Green’s function is given by

$$G(r_2, r) \sim \frac{e^{ik_0r_2}}{r_2} e^{-i\mathbf{k}(q_2) \cdot \mathbf{r}} \left[ 1 + R(q_2) e^{2ik_z(q_2)z} \right] \quad (17)$$

where $\mathbf{k}(q_2) \equiv (q_2, k_z(q_2))$ is parallel to $r_2$. Thus, the scattered field behaves as an outgoing spherical wave which may be expressed in terms of the scattering amplitude $\mathcal{A}(q_2; \rho_1, z_1)$ as

$$U_s(r_2) \sim \frac{e^{ik_0r_2}}{r_2} \mathcal{A}(q_2; \rho_1, z_1) \quad (18)$$
where, using (16) and (17), it may be found that
\[
A(q_2; \rho_1, z_1) = k_0^2 \int d^3r G(r, r_1) \\
\times [1 + R(q_2) e^{2ik_z(q_2)}] e^{-ik(q_2)} r \eta(r). \quad (19)
\]

We assume that the source is scanned over a data lattice with spacing \( h \). It will prove useful to define the data function \( \Phi(q_1, q_2) \) by the lattice Fourier transform of \( A(q_2; \rho_1, z_1) \) with respect to \( \rho_1 \)
\[
\Phi(q_1, q_2) = h^2 \sum_{\rho_1} e^{iq_1 \cdot \rho_1} A(q_2; \rho_1, z_1) \quad (20)
\]
where the sum over \( \rho_1 \) is carried out over all lattice vectors and \( q_1 \) belongs to the first Brillouin zone (FBZ) of the lattice. In this case \( \text{FBZ} = [-\frac{\pi}{h}, \frac{\pi}{h}] \times [-\frac{\pi}{h}, \frac{\pi}{h}] \). Making use of (10), (19), and (20) and the identity
\[
\sum_{q} e^{iq \cdot \rho} = (\frac{2\pi}{h})^2 \sum_{q'} \delta(q - q') \quad (21)
\]
where \( q \) denotes a reciprocal lattice vector, we find that
\[
\Phi(q_1, q_2) = 2\pi ik_0^2 \sum_{q} \int d^3r e^{i(q_1 - q_2) \cdot \rho} \times [1 + R(q_2) e^{2ik_z(q_2)}] e^{-ik_z(q_2)} g(z, z_1, q_1 - q) \eta(r). \quad (22)
\]

It is useful to identify \( \tilde{\eta}(q, z) = \int d^2\rho \eta(\rho, z) e^{-iq \cdot \rho} \), the transverse Fourier transform of \( \eta(\rho, z) \). The reconstruction must be regularized. Regularization imposes an effective bandlimit on the spatial frequencies of the reconstruction. If \( \eta(q, z) \) is transversely bandlimited to the FBZ, that is if \( \tilde{\eta}(q, z) = 0 \) for \( q \notin \text{FBZ} \), then the sum over \( q \) may be truncated and only the \( q = 0 \) term contributes to \( \Phi(q_1, q_2) \). Thus, (22) may be written in the form of the integral equation
\[
\Phi(q_1, q_2) = \int_{0}^{z_m} dz \kappa(q_1, q_2, z) \tilde{\eta}(q_2 - q_1, z) \quad (23)
\]
where the kernel of the forward integral operator \( \kappa \) is given by
\[
\kappa(q_1, q_2, z) = 2\pi ik_0^2 [1 + R(q_2)] e^{2ik_z(q_2)}e^{-ik_z(q_2)} g(z, z_1; q_1). \quad (24)
\]

The inversion of (23) to obtain \( \eta \) is discussed in Section IV-A. There we will see that it is possible to construct the transversely bandlimited minimum-norm approximation to \( \eta \) consistent with the lattice on which the measured scattering amplitude is sampled.

**B. Collection Mode**

In collection-mode NSOT, the sample is illuminated from the far zone by an incident plane wave and the scattered field is detected in the near zone by means of an idealized point detector, as shown in Fig. 2. The incident plane wave with unit amplitude is of the form
\[
U_i(r) = [1 + R(q_1)] e^{2ik_z(q_1)z} e^{i(q_1 - q_2) \cdot z} \quad (25)
\]
in the upper half space. It follows from (9) that the scattered field, measured in the \( z = z_2 \) plane at a point with coordinate \( r_2 = (\rho_2, z_2) \), is given by the expression
\[
U_s(\rho_2, z_2; q_1) = k_0^2 \int d^3r G(r_2, r) [1 + R(q_1)] e^{2ik_z(q_1)z} e^{i(q_1 - q_2) \cdot z} \eta(r). \quad (26)
\]
Note that here \( z_2 > z_m \) corresponds to the reflection mode and \( z_2 \leq 0 \) to the transmission mode. As in illumination mode, we will define a data function \( \Phi(q_1, q_2) \) by the lattice Fourier transform of the scattered field
\[
\Phi(q_1, q_2) = k_0^2 \sum_{\rho_2} e^{-iq_2 \cdot \rho_2} U_s(\rho_2, z_2; q_1) \quad (27)
\]
Making use of (10), the plane-wave representation of the Green’s function, and the transverse bandlimiting of \( \eta \), we find that the data function \( \Phi(q_1, q_2) \) may be written in the form of (23) with \( \kappa \) given by
\[
\kappa(q_1, q_2, z) = 2\pi ik_0^2 [1 + R(q_1)] e^{2ik_z(q_1)z} e^{-ik_z(q_1)} g(z_2, z; q_2). \quad (28)
\]
C. Two-Probe Mode

Now, we consider the case of the two-probe mode in which both the source of illumination and the detector of the scattered field are in the near zone of the scatterer. The illumination is taken to originate from a point source of unit amplitude at \( r_1 = (\rho_1, z_1) \), where \( z_1 > z_m \). The scattered field is measured by an idealized point detector at \( r_2 = (\rho_2, z_2) \), where \( z_2 > z_m \) for reflection mode and \( z_2 < 0 \) for transmission mode, as shown in Fig. 3. As in the case of illumination mode, the incident field is given by the half-space Green’s function \( G \). Making use of (9), the scattered field is found to be given by the expression

\[
U_s(\rho_2, z_2; \rho_1, z_1) = k_0^2 \int d^3r G(r_2, r)G(r, r_1)\eta(r) \tag{29}
\]

The data function is defined as the lattice Fourier transform of the scattered field with respect to the transverse coordinates of both the source and detector probes

\[
\Phi(q_1, q_2) = \frac{\hbar^2}{4\pi} \sum_{\rho_1, \rho_2} e^{i(q_1 \cdot \rho_1 - q_2 \cdot \rho_2)} U_s(\rho_2, z_2; \rho_1, z_1) \tag{30}
\]

Using (10), (30), and the transverse bandlimiting of \( \eta \), it may be seen that \( \Phi(q_1, q_2) \) takes the form of (23) with \( \kappa \) given by

\[
\kappa(q_1, q_2, z) = -2(2\pi)^2 k_0^2 \sum_{q'} g(z_2, z; q_2 + q') g(z, z_1; q_1 + q') \tag{31}
\]

where the sum is taken over all reciprocal lattice vectors.

III. FORWARD PROBLEM: VECTOR CASE

We now turn our attention to the vector theory of light. The mathematical treatment of the vector formulation of near-field tomography is quite similar to the scalar case. Nevertheless, the full vector theory is necessary for our purposes since the scalar approximation to the scattering of electromagnetic waves breaks down when the dielectric susceptibility varies on subwavelength scales.

We will restrict our attention to nonmagnetic materials and again consider the half-space geometry. The spatial part of the monochromatic electric field satisfies the reduced-wave equation

\[
\nabla \times \nabla \times \mathbf{E}(r) - n^2(z) k_0^2 \mathbf{E}(r) = 4\pi k_0^2 \mathbf{E}(r) \eta(r) \tag{32}
\]

where \( \eta(r) \) is the dielectric susceptibility related to the dielectric permittivity \( \varepsilon(r) \) by \( \varepsilon(r) = 1 + 4\pi \eta(r) \) and \( k_0 \) is the free-space wavenumber. The field is taken to consist of two parts

\[
\mathbf{E}(r) = \mathbf{E}'(r) + \mathbf{E}^s(r),
\]

where \( \mathbf{E}'(r) \) is the incident field satisfying the equation

\[
\nabla \times \nabla \times \mathbf{E}'(r) - n^2(z) k_0^2 \mathbf{E}'(r) = 0 \tag{34}
\]

and \( \mathbf{E}^s(r) \) is the scattered field obeying the equation

\[
\nabla \times \nabla \times \mathbf{E}^s(r) - n^2(z) k_0^2 \mathbf{E}^s(r) = 4\pi k_0^2 \mathbf{E}(r) \eta(r) \tag{35}
\]

Equation (35) may be reformulated as the integral equation

\[
E^s_{\alpha}(r) = k_0^2 \int d^3r' G_{\alpha\beta}(r, r') E^i_{\beta}(r') \eta(r') \tag{36}
\]

where \( G_{\alpha\beta} \) is the Green’s tensor which satisfies the equation

\[
\nabla \times \nabla \times G_{\alpha\beta}(r, r') - n^2(z) k_0^2 G_{\alpha\beta}(r, r') = 4\pi \delta(r - r') \delta_{\alpha\beta} \tag{37}
\]

The Green’s tensor also obeys the boundary conditions

\[
\mathbf{z} \times \mathbf{G}(r, r')|_{z=0^+} = \mathbf{z} \times \mathbf{G}(r, r')|_{z=0^-} \tag{38}
\]

\[
\mathbf{z} \times \nabla \times \mathbf{G}(r, r')|_{z=0^+} = \mathbf{z} \times \nabla \times \mathbf{G}(r, r')|_{z=0^-}. \tag{39}
\]

Throughout this paper, Greek subscripts indicate vector components and the summation convention applies to repeated indices.

Within the accuracy of the first Born approximation the scattered field is given by

\[
E^s_{\alpha}(r) = k_0^2 \int d^3r' G_{\alpha\beta}(r, r') E^i_{\beta}(r') \eta(r'). \tag{40}
\]

As in the formulation of the forward problem for the scalar case, it may be noted that the first Born approximation is appropriate for small samples on a known substrate and that the substrate is included nonperturbatively. Moreover, it is again implicit that the source of the field is external and primary so that though the incident field is consistent with the presence of the substrate and the attendant half-space boundary conditions, the source density itself is not dependent on the field and so no probe–substrate resonances are directly taken into account.

The Green’s tensor may be expressed in the plane-wave decomposition

\[
G_{\alpha\beta}(r, r') = \frac{i}{2\pi} \int d^2q g_{\alpha\beta}(z, z'; q) \exp[iq \cdot (\rho - \rho')]. \tag{41}
\]
where the plane-wave amplitudes \( g_{\alpha \beta}(z, z'; q) \) are given by (42), shown at the bottom of the page, and \( \Pi_{\alpha \beta}(q) \) is given by the expression

\[
\Pi_{\alpha \beta}(q) = \begin{cases} 
\delta_{\alpha \beta} - k_0^2 \tilde{k}_\alpha(q) \tilde{k}_\beta(q), & z - z' > 0 \\
\delta_{\alpha \beta} - k_0^2 \tilde{k}_\alpha(q) \tilde{k}_\beta(q), & z - z' < 0
\end{cases}
\]  

(43)

with \( \tilde{k}(q) \equiv (q, -k_z(q)) \). The reflection tensor \( R_{\alpha \beta}(q) \) and the transmission tensors \( T'_{\alpha \beta}(q) \) and \( T'_\alpha(q) \) are defined in the Appendix.

### A. Illumination Mode

We now return to the modality considered in Section II-A in which the sample is illuminated by a point source at the position \( r_1 = (\rho_1, z_1) \), as shown in Fig. 1. The incident field is given by

\[
E_\alpha^n(r) = G_{\alpha \beta}(r, r_1) e_\beta
\]

(44)

where \( G_{\alpha \beta} \) is the half-space Green’s tensor and \( e_\beta \) is the dipole moment of the source of the incident field. Using (40), the scattered field is seen to be of the form

\[
E_\alpha^n(r_2) = k_0^2 \int d^3r G_{\alpha \beta}(r_2, r) G_{\beta \gamma}(r, r_1) e_\gamma(r).
\]

(45)

In the far zone of the scatterer, for \( r_2 \gg r \), the asymptotic form of the Green’s tensor is given by

\[
G_{\alpha \beta}(r_2, r) \sim \frac{e^{ik_{\alpha \beta} r}}{r_2} - i e^{-ik_{\alpha \beta} r} [\Pi_{\alpha \beta}(q_2) + R_{\alpha \beta}(q_2) e^{2ik_z q_2 z}]
\]

(46)

where \( k_\alpha(q_2) \equiv (q_2, k_z(q_2)) \) is in the direction of \( r_2 \). We see that the scattered field may be expressed in terms of the scattering amplitude \( A_{\alpha \beta}(q_2; \rho_1, z_1) \)

\[
E_\alpha^n(r_2) \sim A_{\alpha \beta}(q_2; \rho_1, z_1) e_\beta \frac{e^{ik_{\alpha \beta} r}}{r_2}.
\]

(47)

Making use of (45) and (46) it may be found that

\[
A_{\alpha \beta}(q_2; \rho_1, z_1) = k_0^2 \int d^3r e^{-ik_\alpha(q_2) r} \times [\Pi_{\alpha \gamma}(q_2) + R_{\alpha \gamma}(q_2) e^{2ik_z q_2 z}] G_{\gamma \beta}(r, r_1) e_\gamma(r)
\]

As before, we define a data function through a lattice Fourier transform of the angular part of the far-zone scattered field

\[
\Phi_\alpha(q_1, q_2) = k_0^2 \sum_{\rho_1} e^{iq_1 \cdot \rho_1} A_{\alpha \beta}(q_2; \rho_1, z_1) e_{\beta}.
\]

(49)

Making use of the plane-wave decomposition (41) as well as the transverse bandlimiting of \( \eta \), we find that

\[
\Phi_\alpha(q_1, q_2) = \int dz \kappa_\alpha(q_1, q_2, z) \tilde{n}(q_2 - q_1, z)
\]

(50)

where the vector integral operator \( \kappa_\alpha \) is given by

\[
\kappa_\alpha(q_1, q_2, z) = 2\pi i k_0^2 \left[ \Pi_{\alpha \gamma}(q_2) + R_{\alpha \gamma}(q_2) e^{2ik_z q_2 z} \right] e^{-ik_{\gamma} q_1} g_{\gamma \beta}(z, z_1; q_1) e_{\beta}.
\]

(51)

B. Collection Mode

We now return to the modality discussed in Section II-B in which an incident plane wave illuminates the sample and the scattered field is measured in the \( z = z_2 \) plane, as shown in Fig. 2. The incident field may be expressed as

\[
E_\alpha^n(r_2) = k_0^2 \int d^3r G_{\alpha \beta}(r_2, r) G_{\beta \gamma}(r, r_1) e_\gamma(r)
\]

(52)

where \( e_\beta \) is the polarization of the incoming plane wave in the upper half space. The scattered field is measured at the point \( r_2 = (\rho_2, z_2) \), where \( z_2 > z_m \) for reflection mode and \( z_2 < 0 \) for transmission mode. Making use of (40) and (52), it may be seen that the scattered field is given by the expression

\[
E_\alpha^n(\rho_2, z_2; q_1) = k_0^2 \int d^3r G_{\alpha \beta}(r_2, r) [\delta_{\beta \gamma} + R_{\beta \gamma}(q_1)]
\]

\[
\times e^{2ik_z q_2 z} p_\gamma e^{i[q_1 \cdot \rho_2 - k_z q_2 z] n_\gamma r}.
\]

(53)

We now define a data function as the lattice Fourier transform of the scattered field

\[
\Phi_\alpha(q_1, q_2) = k_0^2 \sum_{\rho_2} e^{i q_2 \cdot \rho_2} E_\alpha^n(\rho_2, 0; q_1)
\]

(54)

Making use of the plane-wave decomposition (41) along with the assumed transverse bandlimiting of \( \eta \), the data function is given by (50) with the operator \( \kappa_\alpha \) of the form

\[
\kappa_\alpha(q_1, q_2, z) = 2\pi i k_0^2 \left[ \Pi_{\alpha \gamma}(q_2) + R_{\alpha \gamma}(q_2) e^{2ik_z q_2 z} \right] e^{-ik_{\gamma} q_1} g_{\gamma \beta}(z, z_1; q_1) e_{\beta}.
\]

(55)

C. Two-Probe Mode

We now return to the case considered in Section II-C in which the illumination is provided by a point source of unit amplitude and polarization \( e_\beta \) located at \( r_1 = (\rho_1, z_1) \), where \( z_1 > z_m \). The scattered field is measured at \( r_2 = (\rho_2, z_2) \), where \( z_2 > z_m \) for reflection mode and \( z_2 < 0 \) for transmission mode. The incident field is given by (44) and the scattered field is therefore found by (40) to be of the form

\[
E_\alpha^n(\rho_2, z_2; \rho_1, z_1) = k_0^2 \int d^3r G_{\alpha \gamma}(r_2, r) G_{\gamma \beta}(r, r_1) e_{\beta} n_\gamma r.
\]

(56)
The data function is defined as a lattice Fourier transform of the scattered field
\[ \Phi_n(q_1, q_2) = \frac{1}{N} \sum_{r_1, r_2} e^{i(q_1 \cdot r_1 - q_2 \cdot r_2)} \Phi(r_1, z_1 = 0, z_2 = 0). \]
(57)

Using the plane-wave decomposition (41) and the transverse bandlimiting of \( \eta \), the data function is found to be of the form (50) where \( \kappa_\alpha \) is given by
\[ \kappa_\alpha(q_1, q_2, z) = -(2\pi)^2 k_0^2 \sum_{q'} g_{\alpha\gamma}(z_2, z_1 = 0, z_2 = q') \times g_{\gamma\beta}(z, z_1 = 0, z_2 = q') \]
(58)
with the sum taken over reciprocal lattice vectors.

IV. NEAR-FIELD INVERSE SCATTERING PROBLEM

In the near-field ISP, we wish to reconstruct the scattering potential \( \eta(r) \) from the data function. To this end, the pseudoinverse solution to the integral equations (22) and (50) will be constructed. We begin with a brief review of the SVD of linear operators on Hilbert spaces [25].

Let \( K \) denote a linear operator with kernel \( K(x, y) \) which maps the Hilbert space \( \mathcal{H}_1 \) into the Hilbert space \( \mathcal{H}_2 \). The SVD of \( K \) is a representation of the form
\[ K(x, y) = \sum \sigma_n f_n(x) g_n(y) \]
(59)
where \( \sigma_n \) is the singular value associated with the singular functions \( f_n \) and \( g_n \). The \( \{f_n\} \) and \( \{g_n\} \) are orthonormal bases of \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively, and are eigenfunctions with eigenvalues \( \sigma_n^2 \) of the nonnegative self-adjoint operators \( K^* K \) and \( K K^* \)
\[ K^* f_n = \sigma_n^2 f_n \]
(60)
\[ K K^* g_n = \sigma_n^2 g_n \]
(61)
In addition, \( f_n \) and \( g_n \) are related by
\[ K f_n = \sigma_n g_n \]
(62)
\[ K^* g_n = \sigma_n f_n \]
(63)
The pseudoinverse solution to the equation \( K f = g \) is defined to be the minimizer of \( \|K f - g\| \) with the smallest norm. This well-defined element \( f^+ \in N(K) \) is unique and may be shown to be of the form \( f^+ = K^+ g \), where the pseudoinverse operator \( A^+ \) is given by \( K^+ = K^*(K K^*)^{-1} \) and \( N(K) \) is the orthogonal complement of the null space of \( K \). The SVD of \( K \) may be used to express \( K^+ \) as
\[ K^+(x, y) = \sum_n \frac{1}{\sigma_n} f_n(x) g_n^*(y). \]
(64)
The SVD approach is next applied to the inverse problem for scalar waves.

A. Scalar Case

The integral equation (22) may be rewritten in the form
\[ \Phi(q_1, q_2) = \int d^3r K(q_1, q_2; r) \eta(r) \]
(65)
where the scattering operator \( K(q_1, q_2; r) \) is given by
\[ K(q_1, q_2; r) = \exp[i(q_1 - q_2) \cdot r] \kappa(q_1, q_2, z) \]
(66)
with the form of \( \kappa \) chosen appropriately for each of the experimental modalities we have considered.

In order to obtain the SVD of \( K(q_1, q_2; r) \), it will prove useful to introduce the following identity:
\[ K(q_1, q_2; r) = \sum Q(q_1, q_2; Q) \delta(Q + q_2 - q_1) \times \delta(Q + q_1' - q_1') \]
(67)
where \( \delta \) denotes the Kronecker delta. Using this result, the matrix elements of the operator \( K K^+ \) are found to be given by
\[ K K^+(q_1, q_2; q_1', q_2') = \sum Q M(q_2, q_2'; Q) \delta(Q + q_2 - q_1) \times \delta(Q + q_1' - q_1') \]
(68)
where
\[ M(q_2, q_2'; Q) = \int dz \kappa(Q + q_2, q_2', z) \times \kappa^*(Q + q_1', q_1'). \]
(69)
To find the singular vectors \( g_{QQ} \) of \( K \) which satisfy
\[ K^* g_{QQ} = \frac{\sigma^2}{\sigma_{QQ}^2} g_{QQ} \]
(70)
it will be useful to make the ansatz
\[ g_{QQ}(q_1, q_2) = C_Q(q_2; Q) \delta(Q + q_2 - q_1) \]
(71)
Equation (68) now implies that
\[ \sum_{QQ} M(q, q'; Q) C_Q(q'; Q) = \sigma^2_{QQ} C_Q(Q; Q). \]
(72)
Thus, \( C_Q(q_2; Q) \) is an eigenvector of \( M(Q) \) labeled by \( Q' \) with eigenvalue \( \sigma_{QQ}^2 \). Since \( M(Q) \) is self-adjoint, the \( C_Q(Q; q) \) may be taken to be orthonormal. Next, the \( f_{QQ} \) may be found from the relation \( K^* g_{QQ} = \sigma_{QQ} f_{QQ} \) and are given by
\[ f_{QQ}(r) = \frac{1}{\sigma_{QQ}} \sum Q \exp(-iQ \cdot r) \times \kappa^*(Q + q_1, q_2; z) C_Q(q; Q). \]
(73)
It follows that the SVD of \( K(q_1, q_2; r) \) is given by the expression
\[ K(q_1, q_2; r) = \sum Q \sigma_{QQ} f_{QQ}^*(r) g_{QQ}(q_1, q_2). \]
(74)
The SVD (74) may now be used to obtain the pseudoinverse solution to the integral equation (65)
\[ \eta^+(r) = \sum_{q_1, q_2} K^+(r; q_1, q_2) \Phi(q_1, q_2) \]
(75)
where \( K^+(r; q_1, q_2) \) is the pseudoinverse of \( K(q_1, q_2; r) \). Using the result (64), the pseudoinverse \( K^+ \) may be seen to be
given by
\[ K^+(r; q_1, q_2) = \sum_{q' q} \frac{1}{\sigma q_q} f_{q q'}(r) g_{q q'}^*(q_1, q_2). \]  
(76)

Substituting (71) and (73) into (76) and using the spectral decomposition
\[ \sum_{q} \frac{1}{\sigma q q'} C_{q}(q; Q) C_{q}'(q'; Q) = M^{-1}(q, q'; Q) \]  
(77)
where \( M^{-1}(q, q'; Q) \) is the \( q q' \) matrix element of \( M^{-1}(Q) \) one obtains
\[ \eta^+(r) = \sum_{q_1, q_2, q_2'} \sum_{q} \exp(-iQ \cdot \rho) \]
\[ \times \delta(Q + q_2 - q_1) M^{-1}(q_2, q_2'; Q) \]
\[ \times \kappa'(Q + q_2'; Q) \Phi(q_1, q_2) \]  
(78)
which is the inversion formula for scalar NSOT.

**B. Vector Case**

The integral equation (50) may be rewritten in the form
\[ \Phi_\alpha(q_1, q_2) = \int d^3r K_\alpha(q_1, q_2; r) \eta(r) \]  
(79)
where
\[ K_\alpha(q_1, q_2; r) = \exp[i(q_1 - q_2) \cdot \rho] \kappa_\alpha(q_1, q_2, z). \]  
(80)

The SVD for the vector case is now obtained. Following the previous development, it may be found that the SVD of \( K_\alpha(q_1, q_2; r) \) is of the form
\[ K_\alpha(q_1, q_2; r) = \sum_{q, q'} \sigma q q' f_{q q'}(r) g_{q q'}^*(q_1, q_2). \]  
(81)
Here the singular functions are given by
\[ g_{q q'}^*(q_1, q_2) = C_{q q'}^\alpha(q_2; Q) \delta(Q + q_2 - q_1) \]  
(82)
\[ f_{q q'}(r) = \frac{1}{\sigma q q'} \sum_{q' \in \Lambda} \exp(-iQ \cdot \rho) \]
\[ \times \kappa'(Q + q, q'; z) C_{q q'}^\alpha(q; Q). \]  
(83)
The \( C_{q q'}^\alpha(q_2; Q) \) are the \( q, q' \) elements of eigenfunctions, \( C_{q q'}^\alpha(Q) \), labeled by \( Q \) of the operator \( M^\alpha(Q) \) with matrix elements \( M_{q q'}^\alpha(q_2, q_2'; Q) \) with eigenvalues \( \sigma_{q q'}^2 \). This means
\[ \sum_{q'} M_{q q'}^\alpha(q_2, q_2'; Q) C_{q q'}^\alpha(q'; Q) = \sigma_{q q'}^2 C_{q q'}^\alpha(q; Q). \]  
(84)
where
\[ M_{q q'}^\alpha(q_2, q_2'; Q) = \int_0^\infty dz \kappa_\alpha(Q + q, q_2, q_2'; z) \kappa_{q q'}' \]
\[ \times (Q + q_2', q_2', z). \]  
(85)
The pseudoinverse solution to the integral equation (86) is given by
\[ \eta^+ (r) = \sum_{q_1, q_2} K_{q r}^+(r; q_1, q_2) \Phi_\alpha(q_1, q_2) \]  
(86)
where
\[ K_{q r}^+(r; q_1, q_2) = \sum_{q, q'} \frac{1}{\sigma q q'} f_{q q'}(r) g_{q q'}^*(q_1, q_2). \]  
(87)

More explicitly,
\[ \eta^+(r) = \sum_{q_1, q_2, q_2'} \sum_{q} \exp(-iQ \cdot \rho) \delta(Q + q_2 - q_1) \]
\[ \times [M^{-1}(Q)]_{q q'}^\alpha(q_2, q_2') \]
\[ \times \kappa_{q q'}^\alpha(Q + q_2, q_2', z) \Phi(q_1, q_2) \]  
(88)
which is the inversion formula for vector NSOT.

**C. Regularization**

It was demonstrated in [19] that the singular values of \( K \) may be very small and thus the ISP is ill posed. Accordingly, the kernel \( K^+ \) is highly singular and must be regularized to obtain a stable image reconstruction algorithm. Any of the standard approaches, such as Wiener filtering or the Tikhonov method may be used. For the SVD-derived pseudoinverse, these methods result in a modification of the singular values via the introduction of a suitable regularizer \( R(\sigma) \) which replaces \( \sigma^{-1} \) in (76) and (87). The simplest choice for \( R(\sigma) \) leads to truncation of the small singular values where we take
\[ R(\sigma \cdot Q) = \begin{cases} \sigma^{-1} \cdot Q, & \sigma \cdot Q \geq \sigma_{\min} \\ 0, & \sigma \cdot Q < \sigma_{\min} \end{cases} \]  
(89)
for some \( \sigma_{\min} \). As a variant of this approach, the regularizer
\[ R(\sigma \cdot Q) = \begin{cases} \sigma^{-1} \cdot Q, & \sigma \cdot Q \geq \varepsilon \cdot \max_q^\prime(\sigma \cdot Q) \\ 0, & \sigma \cdot Q < \varepsilon \cdot \max_q^\prime(\sigma \cdot Q) \end{cases} \]  
(90)
may be employed, where \( \varepsilon \) is the regularization parameter and \( \max_q^\prime(\sigma \cdot Q) \) is the largest singular value for a fixed \( q' \). This has the effect of conditioning each of the matrices \( M(q') \) individually. If Tikhonov regularization is used
\[ R(\sigma \cdot Q) = \frac{\sigma^2 \cdot Q}{\lambda^2 + \sigma^2 \cdot Q} \]  
(91)
where \( \lambda \) is the regularization parameter. This choice leads to smoothing of \( \tilde{\eta}(z, q') \) by penalizing functions with large \( L^2 \) norm. The regularization parameter \( \lambda \) must be chosen commensurate with the noise. Of course, under the assumption that the noise is Gaussian, this approach, that is least-squared error with additive Gaussian noise, is equivalent to maximum likelihood (ML). While photon-limited optical intensity signals exhibit Poissonian statistics, the data for this problem must be acquired interferometrically. The noise is then set or dominated by the reference field. Without entanglement, the noise is thus Gaussian for a reference field much larger than the scattered field [26].

**V. NUMERICAL SIMULATIONS**

To study the achievable resolution and stability of NSOT, we have performed a series of numerical simulations. We consider the collection-mode NSOT. The object was taken to consist of
six point-like scatterers, shown in Fig. 4, located in three horizontal layers of different heights, in a cubic box of volume $\lambda \times \lambda \times \lambda$ just above the $z = 0$ plane, centered at the origin, where $\lambda = 2\pi/k_0$ is the free-space wavelength of the illumination field.

The data were simulated for 36 different illuminating plane waves with transverse-wave vectors $q_1$ evenly sampled within the square $[0, k_0] \times [0, k_0]$. For the vector case, the incident plane waves are taken to have TE polarization, i.e., the polarization is normal to the wave vector and the surface normal of the interface. Raw NSOM data are shown in Figs. 5 and 6 for three different illuminating fields. The scattered field was computed in an $8\lambda \times 8\lambda$ window in the measurement plane $z = 0$.

Data were simulated to be consistent with a point-like probe taking measurements at a spacing $\lambda/16$ in a window $32\lambda \times 32\lambda$. From the data, the transverse 2-D Fourier components of the scatterer structure were computed in the square $[-8k_0, 7k_0] \times [-8k_0, 7k_0]$ with spacing $k_0$ in the frequency domain. The reconstruction is realized by truncated SVD, with singular functions computed in the interval $z \in [0, \lambda]$, within which the entire scatterer exists. The truncation thresholds were decided by numerical experiments. Evidently, these settings are consistent with our assumption that the scatterer is within the cube mentioned above and no other priors are included. For the scalar case, the reconstructed structure is shown in Fig. 7. The vector-case reconstruction, which was reconstructed from only one component of the vector-scattered fields, is shown in Fig. 8. It can be seen that the reconstruction is better near the measurement plane than away from it. The obtainable resolution is at least equal to the distance from the measurement plane to the reconstruction plane, which is the distance over which high-resolution information is decaying to a barely retrievable level.

In Figs. 7 and 8, reconstructions from data contaminated with randomly generated Gaussian noise of different levels of signal-to-noise ratio (SNR) are also shown. It can be seen that the quality of reconstruction is more susceptible to noise away from the measurement plane than close to it. Again, this is due to the exponential decay of the evanescent field with distance. Regularization was varied from plane to plane, though the general trend of worsening resolution with distance from the measurement is observed even when the regularization is the same for the entire reconstruction. For both sets of reconstruction when $\text{SNR} = \infty$ or 90, for the closest layer, the SVD was truncated at $10^{-8}$ of the largest singular value, and for the midlayer at $10^{-10}$, and for the farthest layer at $10^{-12}$. When $\text{SNR} = 60$, the SVD was truncated at $10^{-7}$ of the largest singular value for the closest...
layer, at $10^{-8}$ for the midlayer, and at $10^{-9}$ for the farthest layer. Finally, for SNR = 30, the SVD was truncated at $10^{-6}$, $10^{-7}$, and $10^{-8}$ of the largest singular value for increasingly deeper planes. It may be noted that some of the reconstructions look underregularized as they simply appear noisy. However, past a certain point, increasing regularization only serves to cause the entire reconstruction to be dominated by the features of the top layer. Thus, we observe that at increased levels of noise, deep features are simply not recoverable.

VI. DISCUSSION

We have presented an analysis of the inverse scattering problem for different variations of the NSOM. The analysis expands upon our earlier work presented in [19], extending those results to new modalities and taking account of polarization effects and boundaries. The inversion formulae obtained here make possible two new capabilities in the NSOM. First, we can reconstruct the 3-D structure of a sample on subwavelength scales. Second, we can unambiguously map the measured optical field to the susceptibility of the sample. This connection had previously been unclear even for effectively 2-D samples.

There remain in this area several open problems. We are investigating the means by which to reconstruct strongly scattering objects, better models for the tip–sample interaction, and various methods to include any available prior knowledge about the object.

APPENDIX

The reflection and transmission coefficients for the vector field in the upper and lower half spaces may be obtained by first projecting the field onto the TE/TM basis, then multiplying by the appropriate Fresnel coefficients, and projecting back onto the original basis. We denote by $R$ and $R'$ the reflection in the upper and lower half spaces, respectively, and we denote by $T$ and $T'$ the transmission from upper half space into the lower half space and transmission from the lower half space into the upper half space, respectively. $P$ and $P'$ are projection operators onto the TE/TM basis in the upper and lower half spaces, respectively and are shortly. The wave vectors $k, k', \tilde{k}$, and $\tilde{k}'$ are defined the same way as in the previous sections, where the prime symbol (') denotes quantities in lower half space and the tilde symbol ($\tilde{ }$) denotes wave vectors with negative $z$ component. They are functions of the transverse-wave vector $q$. We find for the reflection and transmission tensors, the expressions

$$R_{\alpha\beta}(q) = P_{\gamma\alpha}(k) r_{\gamma\delta}(k, k') P_{\delta\beta}(\tilde{k})$$

(92)

$$R'_{\alpha\beta}(q) = P'_{\gamma\alpha}(k') r'_{\gamma\delta}(k, k') P'_{\delta\beta}(k')$$

(93)

$$T_{\alpha\beta}(q) = P_{\gamma\alpha}(k') t_{\gamma\delta}(k, k') P_{\delta\beta}(\tilde{k})$$

(94)

$$T'_{\alpha\beta}(q) = P_{\gamma\alpha}(k) t'_{\gamma\delta}(k, k') P'_{\delta\beta}(k')$$

(95)

where $r$ and $t$ are given by

$$r = \left( \begin{array}{cc} a^2 k_z - k'_z & 0 \\ \frac{a^2 k_z + k'_z}{k_z + k'_z} & 0 \end{array} \right)$$

(96)

and

$$t = \left( \begin{array}{cc} -2 k_z & 0 \\ -\frac{2 k_z}{k_z + k'_z} & 0 \end{array} \right)$$

(97)

and $r' = -r, t' = k'_z t / k_z$. The projection operator onto the TE/TM basis in the upper half space is given by

$$P(k) = \frac{1}{\sqrt{k_x^2 + k_y^2}} \times \left( \begin{array}{ccc} -k_z k_x & -k_y k_z & k_x^2 + k_y^2 \\ -k_y k_0 & k_x k_0 & 0 \end{array} \right)$$

(98)

and in the lower half space

$$P'(k') = \frac{1}{\sqrt{k_x^2 + k_y^2}} \times \left( \begin{array}{ccc} -k_z k'_x & -k_y k'_z & k_x^2 + k_y^2 \\ -k_y k'_0 & k_x k'_0 & 0 \end{array} \right).$$

(99)

The following identities are useful in derivations in the text:

$$P_{\gamma\alpha}(k) P_{\gamma\beta}(k) = \delta_{\alpha\beta} - \frac{k_z k_z}{k_0^2}$$

(100)

$$P_{\alpha\gamma}(k) P_{\beta\gamma}(k) = \delta_{\alpha\beta}$$

(101)
\[
T'_{\gamma \alpha}(q) R_{\gamma \beta}(q) = -\frac{k'}{k^2} R'_{\gamma \alpha}(q) T_{\gamma \beta}(q) \quad (102)
\]
\[
R_{\mu \alpha}(q) R_{\mu \beta}(q) + \frac{k'}{k} T_{\mu \alpha}(q) T_{\mu \beta}(q) = \delta_{\alpha \beta} - \frac{\tilde{k}_\alpha \tilde{k}_\beta}{k^2}. \quad (103)
\]

Equations (100) and (101) simply reflect the fact that \( P \) is a projection operator with the usual properties that \( P^2 = P \) and \( P \) is the identity on the subspace into which it projects. Equation (102) may be understood to be a statement of Stokes reciprocity.
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