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Abstract
We investigate parametric polymorphism in message-based concurrent programming, focusing on behavioral equivalences in a typed process calculus analogous to the polymorphic λ-calculus of Girard and Reynolds.

Polymorphism constrains the power of observers by preventing them from directly manipulating data values whose types are abstract, leading to notions of equivalence much coarser than the standard untied ones. We study the nature of these constraints through simple examples of concurrent abstract data types and develop basic theoretical machinery for establishing bisimilarity of polymorphic processes.

We also observe some surprising interactions between polymorphism and aliasing, drawing examples from both the polymorphic π-calculus and ML.
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Abstract
We investigate parametric polymorphism in message-based concurrent programming, focusing on behavioral equivalences in a typed process calculus analogous to the polymorphic lambda-calculus of Girard and Reynolds.

Polymorphism constrains the power of observers by preventing them from directly manipulating data values whose types are abstract, leading to notions of equivalence much coarser than the standard untyped ones. We study the nature of these constraints through simple examples of concurrent abstract data types and develop basic theoretical machinery for establishing bisimilarity of polymorphic processes.

We also observe some surprising interactions between polymorphism and aliasing, drawing examples from both the polymorphic pi-calculus and ML.

1 Introduction

The π-calculus is at the same time a development of CCS [Mil89] and of the lambda-calculus [Chu41, Bar84]: it is, syntactically, an extension of CCS, and it is inherently “higher-order” in a sense similar to the lambda-calculus (in particular, both the lazy and the call-by-value lambda-calculus can be embedded straightforwardly in it). It has come to be regarded in the concurrency community as a paradigmatic process calculus for message-passing concurrency [MPW92, Mil91]. We study here the effect of adding polymorphic typing, in the style of the polymorphic lambda-calculus [Gir72, Rey74], to the pi-calculus.

This extension is conceptually quite straightforward — especially since a variety of type systems based on existing typed lambda-calculi have already been given for the pi-calculus — and standard metatheoretic properties such as subject reduction are easily proved [Tur95]. However, the effect of polymorphism on behavioral properties of programs poses more challenging problems, and here standard tools from the lambda-calculus are less useful; in particular, “the value of an expression”

*This is an expanded and revised version of a paper originally appearing in Principles of Programming Languages, 1997.
loses its simple sense in a world of communicating agents. To our knowledge, the present study is the first to consider the behavioral consequences of polymorphism in a concurrent setting.

Our primary interest is in the semantic concept of parametric polymorphism, a term coined by Strachey [Str67] for polymorphic functions that behave uniformly in their type arguments. In the polymorphic lambda-calculus, all polymorphic functions are parametric, since the calculus contains no operations for testing the actual types passed as parameters. Similarly, in the polymorphic pi-calculus, when a value communicated along a channel has an abstract type, the usage of the value by a well-typed receiver must be independent of the actual run-time type of the value (and hence, in a suitable sense, of the value itself). We develop proof techniques for behavioral properties of polymorphic processes based on this intuition. (We have not established a formal connection between our techniques and Reynolds’s notion of relational parametricity [Rey83], but the intent is similar.)

The Pi-Calculus

To define the polymorphic pi-calculus, we begin from the simply typed pi-calculus, an explicitly typed variant of Milner’s polyadic pi-calculus with simple sorts [Mil91]. We briefly review this system and then show how polymorphic types are added.

The conceptual world of the pi-calculus comprises two sorts of entity: processes, which compute in parallel and exchange information by communication, and the channels on which they communicate. The power of the calculus arises in part from the fact that channels are not only a communication medium but may also be communicated as data along other channels, thus allowing dynamic reconfiguration of communication topologies. In particular, the ability to send freshly created channels to other processes can be used to model the passing of continuations in conventional functional programming. The most important combinators for building processes are these (the full syntax is defined formally in Section 2):

\[
P ::= \pi[b_1 \ldots b_n].P \quad \text{send } b_1 \ldots b_n \text{ along } a \text{ and then become } P \\
  a(x_1 \ldots x_n).P \quad \text{receive } x_1 \ldots x_n \text{ along } a \text{ and then become } P \\
  P \parallel Q \quad \text{run } P \text{ and } Q \text{ in parallel} \\
  (\nu x:T)P \quad \text{create a fresh channel (carrying type } T) \text{ and call it } x \text{ in } P \\
  0 \quad \text{do nothing.}
\]

For example, suppose \texttt{b} is a channel. The process

\[
\text{True } \overset{\text{def}}{=} b(t,f).\top[.]0
\]

inputs a pair of channels, \texttt{t} and \texttt{f}, along \texttt{b} and then sends an empty tuple of channels along \texttt{t}. Similarly,

\[
\text{False } \overset{\text{def}}{=} b(t,f).\top[.]0
\]

reads \texttt{t} and \texttt{f} from \texttt{b} and then signals along \texttt{f}. The type of \texttt{b} in both of these processes is \texttt{b} \in \texttt{\dagger[\top[\ldots]}, \texttt{\top[\ldots]}, \texttt{\dagger[\top[\ldots]}], \texttt{read “b is a channel carrying pairs of channels, each of which carries empty tuples.” (In a full-scale programming language, \texttt{\dagger} and \texttt{[\ldots]} would be understood separately as “channel carrying” and “tuple of” type constructors, but for simplicity we roll them into a single construct here. A richer language might also include other channel type constructors, such as \texttt{\dagger} for output capabilities and \texttt{\dagger} for corresponding input capabilities [PS93].) Since we use the type \texttt{\dagger[\top[\ldots]}, \texttt{\dagger[\ldots]} often in what follows, we introduce the abbreviation \texttt{Bool} for it.
Restricting our attention to channel types of this simple form, where a given channel always carries tuples of the same shape, means that the typing rules for processes are completely straightforward and static — very similar, in fact, to the simply typed lambda-calculus. *True* and *False* can be thought of as representing the two boolean values, in the sense that we can write a testing process that chooses between two alternative behaviors depending on whether it is placed in parallel with *True* or with *False*:

\[
Test \overset{\text{def}}{=} (\nu x.\square[\sqcup])(\nu y.\square[\sqcup])
\]

\[
(\overline{b}; x, y).0
\]

\[
x().R_1
\]

\[
y().R_2
\]

The first action of *Test* is to create two fresh channels *x* and *y* of appropriate type. It sends these along \(b\) and, in parallel, waits for inputs along *x* and *y*. If *Test* is placed in parallel with *True*, the composite process performs the following sequence of interactions: first *Test* creates *x* and *y* and passes them to *True* along \(b\); then \(b\) responds by sending an empty tuple along *x*, which is received by the second subprocess in the parallel composition in *Test*, after which \(R_1\) is permitted to run. Since no signal will ever be sent along *y* (which was created fresh at the beginning and has never been told to anyone except *True*, which is never going to use it), the subprocess \(y().R_2\) in *Test* is garbage.

**Polymorphism**

Another simple example, illustrating how a functional programming style can be imitated in the pi-calculus, is the process

\[
Id \overset{\text{def}}{=} i(x, r).\overline{r}[x].0
\]

which reads *x* and *r* from the channel *i* and then sends *x* along *r*. If we adopt the convention that a “client” of *Id* always sends a fresh channel *r* and then waits for *Id* to send its result back along *r*

\[
IdClient \overset{\text{def}}{=} (\nu r.\overline{\square}[\text{Bool}])(\overline{i}[x, r].r(y)\ldots)
\]

then we may regard *r* as the continuation of the invocation of *Id*.

In order for *IdClient* to be well typed, the channel *i* must have type \(\overline{\square}[\text{Bool}, \overline{\square}[\text{Bool}]]\). If we also want to use an identity function to manipulate a different type *T*, we must make up a different channel \(i'\) of type \(\overline{\square}[\text{T}, \overline{\square}[\text{T}]]\) and use it to communicate with a different *Id* process, identical with the first one except for the channel it uses to receive arguments. This proliferation of nearly identical copies of *Id* cries out for a polymorphic extension of the type system.

In the interest of harmonious design, the facilities for type abstraction and instantiation that we introduce should follow the spirit of the pi-calculus, where all exchange of information is by communication between processes on channels. The polymorphic pi-calculus achieves this by making each communication include not only a tuple of values but also a tuple of types. For example, the polymorphic identity function is implemented by the process

\[
PolyId \overset{\text{def}}{=} i(X; x, r).\overline{r}[x].0
\]

where the type of *i* is now written \(\overline{\square}[X; X, \overline{\square}[X]]\) — that is, each communication on *i* consists of a type *X*, a value of type *X*, and a continuation channel carrying values of type *X*. In the body of *PolyId*, *x* has type *X* and *r* has type \(\overline{\square}[X]\), so the output \(\overline{r}[x]\) is consistently typed. (Note that,
in this example, X does not appear in the body of the input, though it is used in the typing of
the body. In general, though, it may: we could, for example, pass both X and x along some other
channel.) A client of PolyId must now send a type in addition to the other two arguments:

\[
\text{PolyIdClient} \overset{\text{def}}{=} (\nu\ r;r([T]))(\tilde{T};x,r).\ r(y). \ldots
\]

In the terminology of the polymorphic lambda-calculus, we can think of each communication on
the channel i as consisting of an existential package of type \( \exists X. [X, \uparrow[X]] \). Indeed, the typing rules
in Section 3 for polymorphic output and input will correspond precisely to the usual existential
introduction and elimination rules of the polymorphic lambda-calculus. (It is interesting to note
that the natural primitive form of polymorphism in the pi-calculus is existential, not universal,
quantification!)

As in the polymorphic lambda-calculus, we have some freedom to choose whether the type
components appearing in communications are actually passed “at run time” or are present only
during typechecking. In the present theoretical study, it is helpful to actually pass types during
reduction of process terms, so that we can see more clearly how the type information in a process
evolves. In a practical implementation, we might prefer to erase types during compilation and
execute just the underlying “bare processes”; this is the strategy adopted, for example, in the Pict
compiler [PT97, Tur95].

**Abstract Data Types**

As in the lambda-calculus, polymorphism can be used in the pi-calculus to ensure that different
parts of a program cannot directly manipulate the internal representations of each other’s data
structures. The following example illustrates the use of polymorphic typing to construct *abstract
data types* in the pi-calculus, following Mitchell and Plotkin’s encoding of ADTs in the polymorphic
lambda-calculus [MP88].

Suppose we wish to implement boolean values as processes in the same way as above, but
keeping hidden the details of the protocol used to implement boolean values and conditionals.
We can achieve this by (1) providing conditional testing via an additional channel \( \text{test} \) of type
\( \uparrow[\text{Bool}, \uparrow[], \uparrow[]] \), so that a client can test a boolean value \( b \) by sending it to \( \text{test} \), along with two
alternative continuation channels, instead of communicating directly with \( b \); and (2) abstracting
the types of \( t, f \), and \( \text{test} \), so that the only thing a client can do with a boolean is to pass it to \( \text{test} \).
This is done by making the channels \( t, f \), and \( \text{test} \) private (local) and exporting them to clients by
sending them along a channel \( \text{getBools} \) of polymorphic type \( \uparrow[X; X, X, \uparrow[X, \uparrow[]], \uparrow[]] \):

\[
B_1 \overset{\text{def}}{=} (\nu t; \text{Bool}, f; \text{Bool}, \text{test}; \uparrow[\text{Bool}, \uparrow[], \uparrow[]])(\text{getBools}[\text{Bool}; t, f, \text{test}].0
\]

\[
\mid t(x, y). \overline{t}[].0
\]

\[
\mid f(x, y). \overline{f}[].0
\]

\[
\mid \text{test}(b, x, y). \overline{\text{test}}[x, y].0
\]

A client that wants to use the booleans must first obtain them from the “boolean server” \( B_1 \) by
reading from \( \text{getBools} \), and can then only communicate directly along \( \text{test} \), since its type for \( t \) and
\( f \) is just \( X \); the actual type \( \text{Bool} \) has been hidden. An example of a different implementation of
the boolean package is the process
\[
B_2 \overset{\text{def}}{=} (\nu t:B, f:B, \text{test}:\exists B[Bool, \uparrow \uparrow B, \downarrow \downarrow \uparrow B])
\]
\[
\begin{array}{l}
(\text{getBools}[B]; t, f, \text{test}.0 \\
t(x, y). \overline{y}.0 \\
f(x, y). \overline{x}.0 \\
\text{test}(b, x, y). \overline{b}[y, x].0)
\end{array}
\]
where now True signals on its second argument and False on its first and the inversion of the behaviors of True and False is compensated by the fact that test reverses the order of its two continuation channels when forwarding them along b. The processes B_1 and B_2 are not equivalent under any reasonable untyped notion of equivalence — even the very permissive notion of trace inclusion — because their sets of traces are unrelated. But in the typed setting, they should be considered behaviorally equivalent, since (intuitively) no well-typed observer can distinguish between them. In particular, the polymorphism of the channel getBools puts two important constraints on the tests that a well-typed observer may perform on the bodies of B_1 and B_2: that t and f are the only values the observer can send along test as first component, and that the observer cannot use t and f as channels. This ensures, for example, that the output along b in B_1 and B_2 cannot be consumed by the observer.

**Overview**

The main technical contributions of this paper are a definition of behavioral equivalence for polymorphic processes (using a typed version of the notion of barbed bisimulation [MS92a, San92]) and two associated proof techniques by which equivalences like the one above can be established. The basis of these proof techniques is a refinement of the usual subject reduction theorem. Given an open process P and an open type environment \( \Gamma \) for P ("open" in the sense that the process and type environment may have free type variables), the subject reduction theorem shows how to infer constraints on the possible communications that P can perform by examining \( \Gamma \) (for instance, if a channel appears in \( \Gamma \) with a completely abstract type, then we can infer that P will not perform communications along this channel). We also rely on a substitution lemma showing that a type substitution does not affect the communication actions that a process can take.

Our behavioral equivalence is contextually defined. (It is the closure of barbed bisimulation under parallel compositions.) The first proof technique directly applies the subject reduction theorem and the substitution lemma mentioned above to the definition of the behavioral equivalence. To exploit this technique on a type-closed process Q and a type-closed environment \( \Delta \) (where "type-closed" means not containing free type variables) we proceed roughly thus: (1) we take an open process P and an open type environment \( \Gamma \) in which P is well-typed and of which Q and \( \Delta \) are closed instances; (2) we use the subject reduction property to infer constraints on the behavior of P; (3) we use the substitution lemma to transfer these constraints to Q. The open P and \( \Gamma \) can be constructed “on the fly,” while examining sequences of computation steps beginning from the initial closed processes and type environment (the proofs of our examples follow this schema, exploiting a corollary which directly combines the subject reduction and the substitution results). This technique is both sound (the equalities proved with the technique are valid) and complete (in principle, all valid process equalities can be proved with the technique). However, it requires some universal quantifications on processes. As a consequence, the set of processes that have to be exhibited in a proof is always infinite.

Our second technique for polymorphic processes is roughly a typed version of the ordinary labeled bisimilarity [Par81, Mil89, MPW92], where type environments and type substitutions are
used to record both the observer's point of view on the types of the values and their actual types. (The coexistence of multiple points of view on the types of values was one of main obstacles to the formulation of proof techniques we have encountered; we postpone a detailed discussion of this point to Sections 6 and 12). Although the subject reduction and substitution lemmas do not appear in the definition of this technique, they are essential for proving its soundness. This technique is requires no universal quantification on processes. However, it is not complete: there will be some processes for which it is not applicable. When it is applicable, it yields simpler proofs. Of course, soundness without completeness is, by itself, a rather weak property (syntactic identity is also sound but not complete!). We shall argue in Section 12, by means of examples, that our second technique applies to a broad and interesting class of polymorphic processes, namely those processes that do not exhibit information leakage in a sense described in Section 9. More details on the comparison between the two techniques may be found in Section 12.

The opening sections of the paper (2 to 5) define the syntax, typing rules, and operational semantics of the polymorphic pi-calculus and develop some basic meta-theoretic results, leading up to the extended subject reduction theorem mentioned above. Section 6 defines barbed bisimulation for polymorphic processes and establishes a few useful results. Section 7 then illustrates our proof technique for bisimulation by showing the equivalence of the two implementations of the boolean ADT. Section 8 offers a more ambitious example of our proof technique by verifying the equivalence of two different implementations of symbol tables.

In Section 9, we encounter some surprising results of the interaction between parametricity and aliasing of values. In the presence of aliasing, an abstract data type may turn out to be less abstract than a naive picture of parametric polymorphism might lead one to expect. We show examples in both ML and pi-calculus. In Section 10, we indulge in a brief detour to show how information leakage can be used to implement a kind of ad-hoc overloading in ML. In Section 11, building on the examples discussed in Section 9, we show a different formulation of the subject reduction theorem, which makes explicit use of type unification; the reformulated theorem should help in understanding the use of type unification in the following sections. Sections 12 and 13 develop our second proof technique for polymorphic bisimulation and apply it to the same two examples.

Section 14 surveys related work and briefly explores prospects for a more "extensional" treatment of parametricity in the polymorphic pi-calculus, following Reynolds's notion of relational parametricity for the polymorphic lambda-calculus. Section 15 sketches how the techniques developed here might be adapted for other process equivalences, including weak bisimilarity, may- and must-testing, and the "maximum sound equivalence." Section 16 summarizes our contributions and discusses their significance.

2 Syntax and Notational Preliminaries

We now proceed to formal definitions of the syntax and semantics of the polymorphic pi-calculus. For completeness, we introduce here some additional process combinators not used in the examples in the introduction: the replication construct !P, which informally stands for an arbitrary number of copies of P running in parallel; the primitive equality test if x = y then P else Q; and the choice construct P + Q, which can behave like either P or Q. The syntax of types and processes
is defined as follows (with \( x \) and \( y \) ranging over channel names):

\[
T \ ::= \begin{align*}
X & \quad \text{type variable} \\
\uparrow[X; T] & \quad \text{polymorphic channel type}
\end{align*}
\]

\[
P \ ::= \begin{align*}
x(\overline{x}; \overline{y}).P & \quad \text{receiver} \\
\overline{x}[T; \overline{y}].P & \quad \text{sender} \quad (\nu x:T)P & \quad \text{channel creation} \\
P | Q & \quad \text{parallel composition} \\
0 & \quad \text{null process} \\
P & \quad \text{replication} \\
P + Q & \quad \text{choice} \\
\text{if } x = y \text{ then } P \text{ else } Q & \quad \text{equality test}
\end{align*}
\]

Note that this is a “bare” theoretical calculus, not a proposal for a programming language. As we observed in the introduction, a full-scale programming language would probably not combine the type constructors for channels, tuples, and type abstractions into a single syntactic form, but would separate them into orthogonal features (cf. [PT97]). They are unified here only for technical convenience.

The metavariables \( P, Q, R \) are used for process expressions, \( X, Y, \) and \( Z \) for type variables, \( S, T, U, \) and \( V \) for types, and lower-case letters for channel names. We abbreviate sequences by writing a tilde over a singleton of the appropriate kind — e.g., \( T \) for a sequence of types — and write \( \overline{x}T \) for a sequence of pairs \( x_i:T_i \) of corresponding elements of \( \overline{x} \) and \( T \), implicitly assuming that these have the same length. By abuse of notation, operations on singletons are implicitly extended pointwise to sequences; for example, we will write \( \overline{x} \not\in \text{dom}(\Gamma) \) to mean that none of the \( x_i \) should be in the domain of the typing context \( \Gamma \).

The type variables \( X \) and the names \( \overline{y} \) in \( x(\overline{x}; \overline{y}).P \) and the name \( x \) in \((\nu x:T)P\) are binding occurrences with scope \( P \); the type variables \( \overline{X} \) in the type \( \uparrow[X; T] \) are binding occurrences with scope \( T \). We use alpha-conversion implicitly as necessary to satisfy side conditions about distinctness of bound and free names. The free names of a process \( P \), defined in the obvious way, are written \( fn(P) \). We abbreviate a typed channel creation \((\nu x:T)P\) as \((\nu x)P\) when \( T \) is evident or unimportant. When the type component of a polymorphic tuple is empty, we drop it, writing \( \overline{x}[t].P \) instead of \( \overline{x}[t]:P \), for example. We often drop 0 as the final suffix of a process expression, writing \( \overline{x}[y] \) instead of \( \overline{x}[y]:0 \). We write \( \prod_{j=1}^m \) as an abbreviation for \( P_1 \mid \ldots \mid P_m \). We assign parallel composition and sum the lowest syntactic precedence among the operators.

We write \( \{T/X\}P \) for the result of substituting the type \( T \) for free occurrences of \( X \) in \( P \), and similarly \( \{b/x\} \) for substituting channels for channels. Simultaneous substitution is written \( \{T/X\}P \). Alpha-conversion is applied silently, as necessary, to avoid capture. The metavariable \( \sigma \) ranges over substitutions of types for type variables. Type substitution is extended pointwise to typing contexts.

A \textit{typing context} \( \Gamma \) is a finite set of bindings, each mapping a distinct name to a type. We say that a context \( \Delta \) \textit{extends} a context \( \Gamma \) if \( \text{dom}(\Gamma) \subseteq \text{dom}(\Delta) \) and \( \Gamma(x) = \Delta(x) \) for each \( x \in \text{dom}(\Gamma) \). The set of type variables occurring free in the range of \( \Gamma \) is written \( TVars(\Gamma) \).

A process is said to be \textit{type closed} if it does not contain any free type variables.
3 Typing

A process $P$ is well typed with respect to a typing context $\Gamma$ if its operations respect the types declared in $\Gamma$ for its free names. Formally, the typing relation $\Gamma \vdash P$ is the least relation closed under the following rules:

$$\frac{\Gamma(a) = \uparrow[X;\overline{S}] \quad \Gamma(b) = \overline{T/X} \overline{S}}{\Gamma \vdash \pi[T;b], P} \quad \text{(T-OUT)}$$

$$\frac{\Gamma(a) = \uparrow[X;\overline{S}] \quad \Gamma, \overline{x}:\overline{S} \vdash P \quad \overline{x} \notin \text{dom}(\Gamma) \quad \overline{X} \notin TVars(\Gamma)}{\Gamma \vdash a(\overline{X};\overline{x}).P} \quad \text{(T-IN)}$$

$$\frac{\Gamma \vdash P \quad \Gamma \vdash Q}{\Gamma \vdash P \parallel Q} \quad \text{(T-PAR)}$$

$$\frac{\Gamma, \overline{x}:\uparrow[X;\overline{T}] \vdash P \quad \overline{x} \notin \text{dom}(\Gamma)}{\Gamma \vdash (\nu \overline{x}:\uparrow[X;\overline{T}])P} \quad \text{(T-NEW)}$$

$$\frac{\Gamma \vdash P}{\Gamma \vdash !P} \quad \text{(T-REPL)}$$

$$\frac{\Gamma \vdash P \quad \Gamma \vdash Q}{\Gamma \vdash P + Q} \quad \text{(T-SELECT)}$$

$$\frac{\Gamma(a) = \Gamma(b) \quad \Gamma \vdash P \quad \Gamma \vdash Q}{\Gamma \vdash \text{if } a = b \text{ then } P \text{ else } Q} \quad \text{(T-TEST)}$$

$$\frac{\Gamma \vdash 0}{\text{(T-NIL)}}$$

These rules should be mostly self-explanatory, by analogy with the polymorphic lambda-calculus. In particular, T-OUT corresponds to an $n$-ary variant of the familiar rule of existential introduction

$$\frac{\Gamma \vdash e \in \{T/X\}S}{\Gamma \vdash (\text{pack } [T;e] \text{ as } \exists X.S) \in \exists X.S}$$

since it packages up a tuple $\overline{T}$ of types with a tuple $\overline{b}$ of appropriately typed values, hiding some instances of the types $T$ in the types $\overline{S}$ given to the $\overline{b}$ by the polymorphic channel $a$. Similarly, T-IN corresponds to the existential elimination rule

$$\frac{\Gamma \vdash e_1 \in \exists X.S \quad x \notin \text{dom}(\Gamma) \quad X \notin TVars(\Gamma) \quad \Gamma, x: S \vdash e_2 \in T \quad X \text{ not free in } T}{\Gamma \vdash (\text{open } e_1 \text{ as } [X,x] \text{ in } e_2) \in T} \quad \text{(T-NIL)}$$

since it unpackages a tuple of types and a tuple of values received along some polymorphic channel and it uses the abstract typing of the received values to typecheck its body. (The final side condition, which prevents a nonsensical escape of the hidden type variable in the lambda-calculus rule, is not needed in the pi-calculus version since the body of a polymorphic input does not directly “yield a value.”)
Note that the channel creation operator is only well typed if the type of the new channel is actually a channel type: processes like \((\nu x:X)P\) are ill typed. This prevents a process from creating new (inert) elements of types that it knows only abstractly. (Relaxing this restriction would destroy the useful invariant that “elements” of an abstract data type can only be created in the scope where the concrete representation of those elements is known. Cf., for example, the BAD-boolean example at the end of Section 7.) On the other hand, we do allow equality testing between elements of an arbitrary type, since (as we show in Section 9) this kind of testing cannot in general be prevented even in the absence of the testing operator.

Also, note that these rules are syntax directed, in the sense that, for each process expression \(P\), there is at most one typing rule that can appear as the final rule in a derivation of \(\Gamma \vdash P\). This justifies “reading the rules backward” to extract typing derivations for the subexpressions of \(P\) from a typing derivation for \(P\) itself.

The typing rules admit some variations that might be useful in certain contexts. For example, we might split the rule T-OUT into two: (1) the usual output rule from the simply typed pi-calculus (in which no types are transmitted), and (2) a new rule that transmits types as well as channels, but in which the channels being sent are all considered bound by the output (as in the \(\pi\)-calculus [San96]). In other words, a polymorphic output would always transmit fresh channels.

This refinement would be somewhat restrictive in situations where polymorphic output is being used to achieve the effect of polymorphic function application (it would require that the arguments to a polymorphic function be “wrapped” in fresh channels), but it would make behavioral equivalence somewhat better behaved by preventing some sorts of “information leakage” due to aliasing (cf. Section 9)

**Technical Properties**

We now state some simple static properties of the typing relation that will be needed later. (Here and below, we omit straightforward proofs.)

We write \(P_{\Gamma}\) for the set of type-closed processes that are well typed in \(\Gamma\).

3.1 **Lemma [Weakening]**: If \(\Gamma'\) extends \(\Gamma\) and \(\Gamma \vdash P\), then also \(\Gamma' \vdash P\).

3.2 **Lemma [Type substitution preserves typing]**: \(\Gamma \vdash P\) implies \(\sigma \Gamma \vdash \sigma P\) for any \(\sigma\).

3.3 **Lemma [Substitution preserves typing]**: Suppose that \(\Gamma, x:S \vdash R\). If \(\Gamma'\) extends \(\Gamma\) and \(\Gamma'(b) = S\), then \(\Gamma' \vdash \{b/x\} \sigma R\).

Note that \(\Gamma\) closed and \(\Gamma \vdash P\) does not imply \(P\) type-closed. For instance \(\emptyset \vdash (\nu a:\tau[X]) 0\); the typing is type-closed but the process is not.

**4 Operational Semantics**

We give the operational semantics of processes by means of a labeled transition system, which expresses the internal steps that a process can make and the communications with other processes in which it can engage. The only difference with the standard (early) transition system of the pi-calculus is that, in addition to channels, types may be exchanged in communications. Thus, transitions are of the form \(P \xrightarrow{\mu} P'\), where the label \(\mu\) ranges over actions of the following forms:

\[
\begin{align*}
\tau & \quad \text{internal communication} \\
(\nu x:T) & \quad \text{input of types } T \text{ and values } \bar{b} \text{ at channel } a \\
\bar{a}[T; b] & \quad \text{output of } T \text{ and } \bar{b} \text{ at } a, \text{ extruding bound names } \bar{x} \text{ of type } \bar{S}
\end{align*}
\]
In the case of input and output, a is the subject of the action. Input and output actions describe possible interactions between $P$ and its environment, while $\tau$ actions are placeholders for internal actions in which one subprocess of $P$ communicates with another: an external observer can see that something is happening (time is passing), but nothing more.

The prefix $(\nu\overline{x}:S)$ in an output action $(\nu\overline{x}:S)[\overline{T};\overline{b}]$ is used to record those names in $\overline{b}$ that have been created fresh in $P$ and are not yet known to the environment. (It will always be the case that $\overline{x} \subseteq \overline{b}$.) When a name $\overline{b}$ is communicated outside of the scope of the $\nu$ that binds it, the $\nu$ must be moved outwards to include both the sender and the receiver. Formally, this is accomplished by moving the original $\nu$ into the label of the output action (rule R-OPEN below) and then replacing the $\nu$ at the point where the output action meets a corresponding input action and turns into a $\tau$ (rule R-COM). This is known as scope extrusion.

In the prefix $(\nu\overline{x}:S)$ of an output action we take the bindings $\overline{x}:S$ to be unordered. When an output action has an empty set of extruded names, we drop the $\nu$-part. We write $\text{names}(\mu)$ for the set of all channel names appearing in $\mu$, and $\text{bn}(\mu)$ for its set of extruded names. In the actions $a[\overline{T};\overline{b}]$ and $(\nu\overline{x}:S)a[\overline{T};\overline{b}]$ we omit the type component when it is empty.

The labeled transition relation $P \xrightarrow{\mu} P'$ is defined by the following rules, plus the evident symmetric variants of the rules marked with $*$:

$$a(\overline{X};\overline{x}) \cdot P \xrightarrow{\sigma[\overline{T};\overline{b}]} \{\overline{T}/\overline{X}\}\{\overline{b}/\overline{x}\}P$$  \hspace{1cm} (R-In)

$$P \xrightarrow{\pi[\overline{T};\overline{b}]} \pi[\overline{T};\overline{b}] \cdot P$$  \hspace{1cm} (R-Out)

$$P \xrightarrow{(\nu\overline{x}:S)[\overline{T};\overline{b}]} P' \quad Q \xrightarrow{\sigma[\overline{T};\overline{b}]} Q' \quad \overline{x} \notin \text{fn}(Q)$$
$$P \parallel Q \xrightarrow{(\nu\overline{x}:S)} (P' \parallel Q')$$  \hspace{1cm} (R-Com*)

$$P \xrightarrow{\mu} P' \quad \text{bn}(\mu) \cap \text{fn}(Q) = \emptyset$$
$$P \parallel Q \xrightarrow{\mu} P' \mid Q$$  \hspace{1cm} (R-Par*)

$$P \xrightarrow{\mu} P' \quad x \notin \text{names}(\mu)$$
$$P \xrightarrow{(\nu\overline{x}:S)} (\nu\overline{x}:S)P'$$  \hspace{1cm} (R-New)

$$P \xrightarrow{(\nu\overline{x}:S)[\overline{T};\overline{b}]} P' \quad x \neq a \quad x \in \{\overline{b}\} - \{\overline{x}\}$$
$$\quad (\nu\overline{x}:S)P \xrightarrow{(\nu\overline{x}:S)[\overline{T};\overline{b}]} P'$$  \hspace{1cm} (R-OPEN)

$$\quad \xrightarrow{!P} \quad P \xrightarrow{\mu} P' \quad \xrightarrow{!P} \quad P'$$  \hspace{1cm} (R-Repl)

$$\quad P \xrightarrow{\mu} P' \quad \xrightarrow{P + Q} \quad P'$$  \hspace{1cm} (R-Select*)

$$\quad \text{if } s = s \text{ then } P \text{ else } Q \xrightarrow{\mu} P'$$  \hspace{1cm} (R-Test-T)
\[
\begin{align*}
s \neq t & \quad Q \xrightarrow{\mu} Q' \\
\text{if } s = t \text{ then } P \text{ else } Q \xrightarrow{\mu} Q'
\end{align*}
\]  
(R-Test-F)

Note that we have chosen to present the operational semantics in a typed style, since this makes it easier to see how types evolve during computation. As with polymorphic lambda-calculi, this is mainly a question of style: the type annotations in processes do not affect the applicability of any of the rules, and we could just as well erase types and execute the resulting “bare” processes under a standard pi-calculus semantics. (Actually, in recent years the lambda-calculus literature has seen a shift toward “type-passing” semantics that actually do make use of type information for a variety of purposes at run time.)

The transition rules do not require that either of the processed involved be well typed; we will see later, though, that if the left one is well typed, then so is the right.

Similarly, we are ultimately interested in the operational semantics only of type-closed processes. But we define it for open processes too, since these are needed in order to track different points of view about the types of names. This extension is very mild, as explained by the following easy lemmas.

**4.1 Lemma:** If \( P \) is type-closed and \( P \xrightarrow{\nu \in S} P' \), then \( \bar{S} \) and \( \bar{T} \) are closed and \( P' \) is type-closed.

**4.2 Lemma:** If \( P \) is type-closed and \( P \xrightarrow{a[T; \bar{b}]} P' \) with \( \bar{T} \) closed, then \( P' \) is type-closed.

The two lemmas below show that a type substitution does not affect the possibilities of transitions of processes (this is not true for substitutions of names for names [MPW92]).

**4.3 Lemma:** \( P \xrightarrow{\mu} P' \) implies \( \sigma P \xrightarrow{\sigma \mu} \sigma P' \) for any \( \sigma \).

**4.4 Lemma:** Suppose that \( \sigma P \xrightarrow{\mu} R \).

1. If \( \mu \) is an output or an internal communication, then there are \( \mu' \) and \( P' \) such that \( P \xrightarrow{\mu'} P' \), with \( \sigma \mu' = \mu \) and \( \sigma P' = R \).

2. If \( \mu = a[T; \bar{b}] \), then for any \( \bar{T}' \) such that \( \sigma \bar{T}' = \bar{T} \) we have \( P \xrightarrow{a[T'; \bar{b}]} P' \) for some \( P' \) with \( \sigma P' = R \).

**5 Subject Reduction**

In typed calculi, subject reduction expresses the relationship between the operational semantics of a term \( R \) and a typing for it. In the formulation used here (Theorem 5.1), the type environment \( \Gamma \) can be thought as \( R \)'s “point of view” on the types of its free names. The theorem shows how this point of view evolves under transitions and, most importantly, how it can be used to obtain information about \( R \)'s possible transitions. (For instance, \( R \) can only perform input and output actions at names whose type is at least a channel type.) Clause (1), which shows that typing is preserved by internal steps (sometimes called “reductions” in the pi-calculus literature), gives the theorem its name: it is a direct analog of the standard subject reduction property of typed lambda-calculi. The other clauses extend this property to the general case of transitions involving interactions with the environment.
5.1 **Theorem [Subject reduction]**: Suppose $\Gamma \vdash R$ and $R \xrightarrow{\mu} R'$, with $\Gamma$, $R$, and $R'$ possibly open ($S$ and $T$ below are also possibly open).

1. If $\mu = \tau$, then $\Gamma \vdash R'$.
2. If $\mu = a[T; \bar{b}]$, then, for some $\bar{X}$ and $\bar{U}$,
   (a) $\Gamma(a) = \dagger[\bar{X}; \bar{U}]$,
   (b) if $\Gamma'$ extends $\Gamma$ and $\Gamma'(\bar{b}) = \{T/\bar{X}\} \bar{U}$, then $\Gamma' \vdash R'$.
   (Note that some of the $\bar{b}$ may already occur in $\Gamma$, while others may be fresh.)
3. If $\mu = (\nu \bar{x}: S)\pi[T; \bar{b}]$, then, for some $\bar{X}$ and $\bar{U}$,
   (a) $\Gamma(a) = \dagger[\bar{X}; \bar{U}]$,
   (b) $(\Gamma, \bar{x}: S)(\bar{b}) = \{T/\bar{X}\} \bar{U}$,
   (c) $\Gamma, \bar{x}: S \vdash R'$,
   (d) each component of $\bar{S}$ is a channel type.

**Proof:** By induction on the length of a derivation of $R \xrightarrow{\mu} R'$, with a case analysis on the last rule used in the derivation. In each case, we implicitly use the fact that the typing rules are syntax directed to read off typing derivations for the subexpressions of a well-typed process expression.

**R-IN**
- We are given
  $$R = a(\bar{X}; \bar{x}), P \quad \mu = a[T; \bar{b}] \quad R' = \{T/\bar{X}\} \{\bar{b}/\bar{x}\} P,$$
  from which we must show
  $$\Gamma(a) = \dagger[\bar{X}; \bar{U}]$$
  if $\Gamma'$ extends $\Gamma$ and $\Gamma'(\bar{b}) = \{T/\bar{X}\} \bar{U}$, then $\Gamma' \vdash \{T/\bar{X}\} \{\bar{b}/\bar{x}\} P$.

  The first of these is immediate from R-IN, while the second follows from the substitution lemmas (3.3 and 3.2, observing in the second case that $\{T/\bar{X}\} \Gamma = \Gamma$).

**R-OUT**
- All the required facts are given by the premises to T-OUT.

**R-COM**
- From the premises to R-COM, we have $\mu = \tau$ and $R = P \upharpoonright Q$, with $\Gamma \vdash P$ and $\Gamma \vdash Q$, and
  $$P \xrightarrow{(\nu \bar{x}: S)\pi[T; \bar{b}]} P',$$
  from which the induction hypothesis gives $\Gamma, \bar{x}: S \vdash P'$ (using part 3c)
  and $(\Gamma, \bar{x}: S)(\bar{b}) = \{T/\bar{X}\} \bar{U}$ (using part 3b), and
  $$Q \xrightarrow{a[T; \bar{b}]} Q',$$  from which the induction hypothesis gives $\Gamma, \bar{x}: S \vdash Q'$ (using part 2b).

  Combining these with T-COM, we obtain $\Gamma, \bar{x}: S \vdash P' \upharpoonright Q'$, as required.
R-PAR

- : Use a case analysis on the form of $\mu$. One only needs the induction hypothesis and weakening (Lemma 3.1).

R-NEW

- : We are given that $R = (\nu x:S)P$ and $R' = (\nu x:S)P'$, with $\Gamma, x:S \vdash P$ and $P \xrightarrow{R} P'$. Proceed by cases on the form of $\mu$.
  - If $\mu = \tau$, then the result follows immediately from the induction hypothesis and T-NEW.
  - If $\mu = a[T;b]$, then the induction hypothesis guarantees that $\Gamma(a) = \uparrow[X;U]$ and, for any $\Gamma'$ extending $\Gamma$, $x:S$, that $\Gamma'(\overline{b}) = \{T/X\}U$ implies $\Gamma' \vdash P'$.

Now, suppose that $\Gamma'$ extends $\Gamma$ and that $\Gamma'(\overline{b}) = \{T/X\}U$. Since $x$ is a bound name, we may assume it is distinct from any name bound by $\Gamma$, so $\Gamma', x:S$ extends $\Gamma, x:S$ and we have $\Gamma', x:S \vdash P'$. We then obtain $\Gamma' \vdash (\nu x:S)P' = R'$ from T-NEW.

- The case where $\mu$ is an output is similar.

R-OPEN

- : We are given

$$R = (\nu x:S)P$$
$$\Gamma, x:S \vdash P$$
$$P \xrightarrow{(\nu x:S)[T;b]} R'$$
$$\mu = (\nu x:S, x:S)[T;b],$$

with $x \neq a$ and $x \in \{b\} - \{\overline{x}\}$. The induction hypothesis gives

$$\Gamma, x:S)(a) = \uparrow[X;U]$$
$$\Gamma, x:S, \overline{x}:S)(\overline{b}) = \{T/X\}U$$
$$\Gamma, x:S, \overline{x}:S \vdash R'$$

each component of $\overline{S}$ is a channel type.

From this, we obtain the required results as follows: For part (3a), since $x \neq a$, we have $\Gamma(a) = (\Gamma, x:S)(a) = \uparrow[X;U]$. For part (3d), by T-NEW, $S$ is a channel type, so each component of $S, \overline{S}$ is a channel type. For parts (3b) and (3c), simply note that the typing context obtained by extending $\Gamma, x:S$ with $\overline{x}:S$ is identical to the context obtained by extending $\Gamma$ with $x:S, \overline{x}:S$.

R-REPL

- , R-SELECT, R-TEST-T, and R-TEST-F are straightforward. \qed

For use in bisimilarity proofs, it is convenient to combine the subject reduction property with the earlier properties of typing and substitution, yielding the corollary below. Intuitively, this corollary says that if $P$ is well typed and $\sigma P$ can perform an interaction, then $P$ itself can perform “the same” interaction and reach a corresponding well-typed state, where the new typing environment is determined by the subject reduction theorem. There are three clauses, corresponding to the different forms of action that $\sigma P$ might perform ($\tau$, input, output action). Each clause has several conclusions, where the first two use the substitution property to obtain a transition from $P$ corresponding to that of $\sigma P$ and the remaining ones use it to calculate the relationship between $P$’s transition and the original typing $\Gamma$. 
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5.2 Corollary: Suppose \( \Gamma \vdash P \) and \( \sigma P \xrightarrow{\mu} R \).

1. If \( \mu = \tau \), then there is some \( P' \) such that
   (a) \( P \xrightarrow{\tau} P' \),
   (b) \( \sigma P' = R \),
   (c) \( \Gamma \vdash P' \).
2. If \( \mu = a[\sigma T; b] \) then, for some \( \bar{X}, \bar{U} \), and \( P' \),
   (a) \( P \xrightarrow{a[\overline{\bar{T}}; \overline{\bar{b}}]} P' \),
   (b) \( \sigma P' = R \),
   (c) \( \Gamma'(a) = \overline{\downarrow[a; \bar{U}]} \),
   (d) if \( \Gamma' \) extends \( \Gamma \) and \( \Gamma'(\overline{\bar{b}}) = \{\overline{\bar{T}}/\overline{\bar{X}}\}\bar{U} \), then \( \Gamma' \vdash P' \).
3. If \( \mu = (\nu x: \sigma S)[\overline{\overline{\bar{a}}}[\sigma \bar{T}; \overline{\bar{b}}]} \) then there are some \( \bar{X}, \bar{U} \), and \( P' \) such that
   (a) \( P \xrightarrow{(\nu x: S)[\overline{\overline{\bar{a}}}[\sigma \bar{T}; \overline{\bar{b}}]} P' \),
   (b) \( \sigma P' = R \),
   (c) \( \Gamma'(a) = \overline{\downarrow[a; \bar{U}]} \),
   (d) \( (\Gamma, \overline{\overline{\bar{x}}}: S)(\overline{\bar{b}}) = \{\overline{\bar{T}}/\overline{\bar{X}}\}\bar{U} \),
   (e) \( \Gamma, \overline{\overline{\bar{x}}}: S \vdash P' \),
   (f) each component of \( S \) is a channel type.

Proof: By Theorem 5.1 and Lemma 4.4. For instance, in (3), parts (a) and (b) follow from Lemma 4.4(1), parts (c) to (e) follow from Theorem 5.1, and part (f) is immediate from T-NEW. \(\square\)

6 Bisimulation

The behavioral equivalence that we use is barbed equivalence. This is an interaction-based bisimilarity, meaning that the bisimulation game between two processes is played only on internal communications and the definition itself requires a form of context closure. Interaction-based bisimilarities contrast with the ordinary labeled bisimilarities (e.g., the strong and weak bisimulations of CCS [Mil89] or the late and early bisimulations of the untyped pi-calculus [MPW92]), where no congruence property is built into the definition and the bisimulation game is played also on the visible actions.

The main advantage of barbed equivalence, as well as other contextually-defined behavioral equivalence (such as testing equivalence [DH84, Hen88, BD92]) is that the definition is straightforward, even in a typed setting. On the other hand, with labeled bisimilarities, proofs for real examples require somewhat less work, because the bisimulation candidates are typically smaller. (Conceptually the proofs tend to be of similar difficulty.)

In the presence of polymorphism — and in general in typed calculi — finding the right definition of labeled bisimulation and proving the necessary basic properties (in particular the congruence for parallel composition) can be quite hard. The reason has to do with multiple “points of view” about the types of the values in a program, one of the most subtle features of polymorphism. When a
value is transmitted abstractly from one process to another, the receiver has less information about it — and so may use fewer of its actual capabilities — than the sender. Indeed, a value may be sent with partial type information and then retransmitted under an even more abstract type, so that there may be many different points of view on the type of a single value in the same running program. (This difficulty can be observed both with the parametric polymorphism that we are dealing with here and with the subtype polymorphism that has been considered elsewhere [PS93].) 

In formulating a barbed equivalence, on the other hand, we do not need to worry about multiple points of view. The observer is explicitly given — it is a process that runs in parallel with the tested processes — and it can therefore be required to be well-typed. Then the subject-reduction theorem guarantees that it will respect the constraints on the use of channels imposed by the typing system. By contrast, in labeled bisimulations the observer is implicit — its behavior is not given beforehand — and it must effectively be typechecked \emph{dynamically} to make sure that it behaves like a well-typed process. In this section, we first define barbed equivalence on polymorphic processes. We develop some useful properties, leading up to a proof technique that we show at work in Section 7 and 8. We study labeled bisimilarity for polymorphic processes in Section 12.

Barbed bisimulation equates processes that can match each other’s interactions and, at each step, can communicate on the same channels. The latter is expressed by means of an observation predicate $\downarrow_a$, for each channel $a$, that detects the possibility of performing a communication with the external environment along $a$. That is, $P \downarrow_a$ holds if there is a derivative $P'$ and an action $\mu$ with subject $a$ such that $P \xrightarrow{\mu} P'$.

On top of barbed bisimulation, we then define barbed equivalence, which is the behavioral relation we are mainly interested in; here, the requirement on two processes $P$ and $Q$ is that, for all processes $R$, the compositions $P[R$ and $Q[R$ are barbed bisimilar. In these compositions, $R$ is thought of as an observer, and the observation predicate $\downarrow_a$ as a signal of success. In CCS and the untyped pi-calculus, barbed equivalence coincides with the ordinary bisimilarities (for the pi-calculus, in the “early” formulation) [MS92a, San92]. Of course, in a typed calculus, the processes being compared must obey the same typing and the compositions employed must be compatible with this typing.

As usually done in testing equivalence [DH84, Hen88, BD92], barbed equivalence requires quantification on parallel compositions, not on arbitrary contexts. This is sufficient for obtaining a relation that is preserved by all constructs except input prefix (see counterexample at the end of Section 6). Requiring congruence also for input prefix would yield a strictly stronger relation (intuitively, the closure of barbed equivalence under all name substitutions), and would complicate the application of our proof techniques.

6.1 Definition: Let $\Delta$ be a closed typing. A relation $R \subseteq Pr_\Delta \times Pr_\Delta$ is a \emph{barbed $\Delta$-bisimulation} if $(P, Q) \in R$ implies:

1. if $P \xrightarrow{\tau} P'$ then there exists $Q'$ such that $Q \xrightarrow{\tau} Q'$ and $(P', Q') \in R$;
2. if $Q \xrightarrow{\tau} Q'$ then there exists $P'$ such that $P \xrightarrow{\tau} P'$ and $(P', Q') \in R$;
3. for each channel $a$, $P \downarrow_a$ iff $Q \downarrow_a$.

Two processes $P$ and $Q$ are said to be \emph{barbed $\Delta$-bisimilar}, written $P \sim_{\Delta} Q$, if $(P, Q) \in R$ for some barbed $\Delta$-bisimulation $R$.

$P$ and $Q$ are \emph{barbed $\Delta$-equivalent}, written $P \sim_{\Delta} Q$, if, for each closed typing $\Gamma$ extending $\Delta$ and for each type-closed process $R$ such that $\Gamma \vdash R$, we have $P[R \sim_{\Gamma} Q[R$. 
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The typing environment $\Delta$ plays no role in the definition of barbed bisimulation. It could therefore be omitted, just requiring that bisimilar processes are well typed under the same closed typing. We chose to leave the typing because it plays a useful role in our proof technique in Section 7 and 8 (and to maintain an analogy with the notation for barbed equivalence; there, the typing index is necessary, since it determines the processes that can be placed in parallel). In the remainder, we write $P \sim_{\Delta} Q$ and $P \sim_{\Delta} Q$ without recalling that $P$ and $Q$ must be well-typed in $\Delta$ and that $\Delta$ is closed.

On well-typed processes, our typed barbed equivalences are normally much coarser than the ordinary untyped relations, because the number of legal testers for two processes is smaller: Only those testers that respect the given typing — in particular the constraints imposed by the polymorphic types — are allowed.

Properties of Barbed Bisimulation and Equivalence

In the bisimilarity clauses of barbed bisimulation, types play no role, because they do not affect interactions and observability of processes. Therefore the standard results on barbed bisimulation in the untyped pi-calculus can be easily adapted to the typed case. In the remainder of this section, we present a proof technique for typed barbed bisimulation and some simple algebraic laws, and we study the congruence properties of typed barbed equivalence.

For the proofs, it is convenient to work with a slightly more permissive notion of bisimulation, allowing smaller relations to be given as evidence of the bisimilarity of two processes.

6.2 Definition: A relation $\mathcal{R} \subseteq Pr_{\Delta} \times Pr_{\Delta}$ is a \textit{barbed $\Delta$-bisimulation up to $\sim_{\Delta}$} if $(P, Q) \in \mathcal{R}$ implies:

1. if $P \xrightarrow{r} P'$ then there exists $Q'$ such that $Q \xrightarrow{r} Q'$ and $P' \sim_{\Delta} \mathcal{R} \sim_{\Delta} Q'$;
2. if $Q \xrightarrow{r} Q'$ then there exists $P'$ such that $P \xrightarrow{r} P'$ and $P' \sim_{\Delta} \mathcal{R} \sim_{\Delta} Q'$;
3. for each channel $a$, $P \downarrow a$ iff $Q \downarrow a$.

Two processes that are bisimilar up to $\sim_{\Delta}$ are $\Delta$-bisimilar:

6.3 Lemma: Suppose that $\mathcal{R}$ is a barbed $\Delta$-bisimulation up to $\sim_{\Delta}$. Then $\mathcal{R} \subseteq \sim_{\Delta}$.

6.4 Lemma: The evident laws of commutativity, associativity and absorption of 0 for parallel composition and summation, the unfolding of replication,

$$!P = P || P,$$

and the extrusion law

$$(\nu a:T)(P|Q) = ((\nu a:T)P)|Q$$

if $a$ is not free in $Q$,

are all valid for $\sim_{\Delta}$. (These laws are the main axioms of the structural congruence relation used in “chemical abstract machine style” presentations of the pi-calculus [Mil91].)

6.5 Lemma: Suppose that $(\nu a:T)P$ and $(\nu a:T)Q$ are well-typed under $\Delta$. If $P \sim_{\Delta, a:T} Q$ then $(\nu a:T)P \sim_{\Delta} (\nu a:T)Q$.
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Typed barbed equivalence enjoys the same kind of congruence properties as ordinary labeled bisimulation of the untyped pi-calculus [MPW92].

6.6 Lemma: If $P \sim_{\Delta, a:T} Q$ then $(\nu a:T)P \sim_{\Delta} (\nu a:T)Q$.

Proof: A consequence of Lemma 6.5 and of the extrusion law of Lemma 6.4. □

6.7 Lemma: If $P \sim_{\Delta} Q$ then $!P \sim_{\Delta} !Q$.

Proof: A simple diagram chase, exploiting the technique of bisimulation up-to $\sim_{\Delta}$. □

6.8 Lemma: If $P \sim_{\Delta} Q$ and $\Delta \vdash R$ then also $P + R \sim_{\Delta} Q + R$.

6.9 Lemma: Suppose that $P \sim_{\Delta} Q$, that $\Delta(t) = \Delta(s)$, and that $\Delta \vdash R$. Then it holds that

if $s = t$ then $P$ else $R \sim_{\Delta}$ if $s = t$ then $Q$ else $R$

and

if $s = t$ then $R$ else $P \sim_{\Delta}$ if $s = t$ then $R$ else $Q$.

The relation $\sim_{\Delta}$ is also preserved by output prefix, and, by definition, by parallel composition. As usual for pi-calculus bisimilarities, congruence fails for input prefix. (For instance, if $b$ and $c$ are different names and $\Delta \vdash a(b)$. if $b = c$ then $P$ else 0, then

if $b = c$ then $P$ else 0 $\sim_{\Delta} 0$

always holds, but

$a(b)$. if $b = c$ then $P$ else 0 $\sim_{\Delta} a(b).0$

may not.)

7 Example: Two Boolean ADTs

We are now ready to show that the two implementations of booleans given in the introduction are behaviorally indistinguishable when the constraints imposed by the polymorphic types are taken into account.

Let $\Gamma \equiv \text{getBools : } \uparrow[X;X,X,\uparrow[X,\uparrow[,\uparrow]]]$. To show that $B_1 \sim_{\Delta} B_2$, we have to prove $B_1 \mid R \sim_{\Delta} B_2 \mid R$ for any closed $\Delta$ extending $\Gamma$ and any closed $R$ such that $\Delta \vdash R$. Let

\[ 
\begin{align*}
T_1 & \equiv t(x,y).\overline{x}[] \\
T_2 & \equiv t(x,y).\overline{y}[] \\
F_1 & \equiv f(x,y).\overline{y}[] \\
F_2 & \equiv f(x,y).\overline{x}[] \\
IF_1 & \equiv \text{test}(b,x,y).\overline{b}[x,y] \\
IF_2 & \equiv \text{test}(b,x,y).\overline{b}[y,x].
\end{align*}
\]

Using these abbreviations, the definitions of $B_1$ and $B_2$ become:

\[ 
\begin{align*}
B_1 & \equiv \ (\nu t:Bool, f:Bool, \text{test}:\uparrow[Bool,\uparrow[],\uparrow[]]) \\
& \qquad \left( \text{getBools}[Bool; t, f, \text{test}] \mid T_1 \mid F_1 \mid IF_1 \right)
\end{align*}
\]
\[
B_2 \overset{\text{def}}{=} (\nu t : \text{Bool}, f : \text{Bool}, \text{test} : \ddagger [\text{Bool},]^{\ddagger}, [\text{Bool},]^{\ddagger}) \\
\overset{(\text{getBools}[\text{Bool}; t, f, \text{test}])}{\rightarrow} T_2 \mid F_2 \mid IF_2
\]

We now verify that the union of the following sets \( \mathcal{R}_i \) of pairs of processes is a barbed \( \Delta \)-bisimulation up to \( \sim \). We only check clause (1) of the definition of barbed bisimulation, since clause (2) is similar to (1) and clause (3) is straightforward.

- \( \mathcal{R}_1 \) has all pairs of the form \( (B_1 \mid R, B_2 \mid R) \) such that \( \Delta \vdash R \).
- \( \mathcal{R}_2 \) has all pairs of the form
  \[
  \left( (\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid \{\text{Bool}/X\}R), \\
  (\nu t, f, \text{test})(T_2 \mid F_2 \mid IF_2 \mid \{\text{Bool}/X\}R) \right)
  \]
  for \( R \) such that
  \[
  \Delta, t : X, f : X, \text{test} : \ddagger [X,]^{\ddagger}, [\text{Bool},]^{\ddagger} \vdash R.
  \]
- \( \mathcal{R}_3 \) has all pairs of the form
  \[
  \left( (\nu t, f, \text{test}, \overline{p} : [\text{Bool},]^{\ddagger})(T_1 \mid F_1 \mid \overline{u}(c, d) \mid \{\text{Bool}/X\}R), \\
  (\nu t, f, \text{test}, \overline{p} : [\text{Bool},]^{\ddagger})(T_2 \mid F_2 \mid \overline{u}(d, c) \mid \{\text{Bool}/X\}R) \right)
  \]
  for \( \overline{p}, R \) such that
  \[
  \Delta, t : X, f : X, \text{test} : \ddagger [X,]^{\ddagger}, [\text{Bool},]^{\ddagger}, \overline{p} : [\text{Bool},]^{\ddagger} \vdash R \\
  \overline{p} \subseteq \{c, d\} \\
  h \in \{t, f\}.
  \]
- \( \mathcal{R}_4 \) has all pairs of the form
  \[
  \left( (\nu t, f, \text{test}, \overline{p} : [\text{Bool},]^{\ddagger})(N_1 \mid \overline{u}[] \mid \{\text{Bool}/X\}R), \\
  (\nu t, f, \text{test}, \overline{p} : [\text{Bool},]^{\ddagger})(N_2 \mid \overline{u}[] \mid \{\text{Bool}/X\}R) \right)
  \]
  for \( \overline{p}, R, N_1, N_2 \) such that
  \[
  \Delta, t : X, f : X, \text{test} : \ddagger [X,]^{\ddagger}, [\text{Bool},]^{\ddagger}, \overline{p} : [\text{Bool},]^{\ddagger} \vdash R \\
  \overline{p} \subseteq \{c\} \\
  \{N_1, N_2\} \subseteq \{T_1, F_1, T_2, F_2\}
  \]
- \( \mathcal{R}_5 \) has all pairs of the form
  \[
  \left( (\nu t, f, \text{test})(N_1 \mid \{\text{Bool}/X\}R), \\
  (\nu t, f, \text{test})(N_2 \mid \{\text{Bool}/X\}R) \right)
  \]
  for \( R, N_1, N_2 \) such that
  \[
  \Delta, t : X, f : X, \text{test} : \ddagger [X,]^{\ddagger}, [\text{Bool},]^{\ddagger} \vdash R \\
  \{N_1, N_2\} \subseteq \{T_1, F_1, T_2, F_2\}.
  \]
These sets are constructed so that each pair of processes in \( \mathcal{R}_i \) can match each other’s interactions with the derivatives forming pairs of processes that are either in \( \mathcal{R}_i \) or in \( \mathcal{R}_{i+1} \). In the case of \( \mathcal{R}_1 \), the interesting case is the interaction between \( B_1 \) and \( R \), where \( B_1 \) makes the output at \( \text{getBools} \) and \( R \) the input. By Corollary 5.2(2), one can infer that the input from \( R \) is of the form

\[
R \xrightarrow{\text{getBools}[\sigma X; t, f, \text{test}]} \sigma R’
\]

where \( \sigma = \{ \text{Bool} / X \} \) and \( R’ \) satisfies the side conditions in the definition of \( \mathcal{R}_2 \). Process \( B_2 \mid R \) matches this interaction in the same way.

We now show in detail the argument for \( \mathcal{R}_2 \) (the argument for the rest of the \( \mathcal{R}_i \) is similar or easier). Suppose the process

\[
(\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid \{ \text{Bool} / X \} R)
\]

has an interaction, say

\[
(\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid \{ \text{Bool} / X \} R) \xrightarrow{\_} A_1.
\]

We reason by case analysis on the subprocess that originated the action.

1. If only the subprocess \( \{ \text{Bool} / X \} R \) contributes to the action, then

\[
A_1 = (\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid R_*)
\]

for some \( R_* \) such that \( \{ \text{Bool} / X \} R \xrightarrow{\_} R_* \). By Corollary 5.2, \( R_* = \{ \text{Bool} / X \} R' \), for some \( R’ \) that is well typed under the same typing as \( R \).

The process \( (\nu t, f, \text{test})(T_2 \mid F_2 \mid IF_2 \mid \{ \text{Bool} / X \} R) \) can make a matching step thus

\[
(\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid \{ \text{Bool} / X \} R) \xrightarrow{\_} (\nu t, f, \text{test})(T_1 \mid F_1 \mid IF_1 \mid R_*),
\]

and the two derivatives are again in \( \mathcal{R}_2 \).

2. By definition, no interaction is possible within the system \( T_1 \mid F_1 \mid IF_1 \).

3. The remaining case to consider is that of an interaction in which both \( T_1 \mid F_1 \mid IF_1 \) and \( \{ \text{Bool} / X \} R \) take part. Process \( R \) is well-typed under the assumptions \( t : X, f : X, \text{test} : \uparrow[X, \uparrow[]] \). Since the type of \( t \) and \( f \) is not a channel type, by Corollary 5.2 \( \{ \text{Bool} / X \} R \) cannot perform visible actions with \( t \) or \( f \) as subject. Therefore the only possible interactions between \( T_1 \mid F_1 \mid IF_1 \) and \( \{ \text{Bool} / X \} R \) are along the channel \( \text{test} \). In this case, \( \{ \text{Bool} / X \} R \) contributes an output. Moreover, since for \( R \) the first argument in the type of \( \text{test} \) is \( X \), by Corollary 5.2 (clauses 3d,f) any output at \( \text{test} \) by \( \{ \text{Bool} / X \} R \) will have either \( t \) or \( f \) as first argument (the appeal to 5.2(3f) is needed to exclude the case in which this argument is a fresh channel). Suppose it is \( t \) (the other case is symmetric). Then the output from \( \{ \text{Bool} / X \} R \) is

\[
\{ \text{Bool} / X \} R \xrightarrow{\text{test}[\uparrow[]]} \{ \text{Bool} / X \} R',
\]

where \( c \) and \( d \) have type \( \uparrow[] \) and \( \overline{p} \subseteq \{ c, d \} \), and the input from \( IF_1 \) is

\[
IF_1 \xrightarrow{\text{test}[\uparrow[]]} \overline{t}[d, c].
\]
Therefore we have, using the laws of Lemma 6.4,

\[ A_1 \sim_\Delta (\nu t, f, \text{test}, \bar{\rho} : \Downarrow[\cdot])((T_1 \mid F_1 \mid \{\text{c}, d\} \mid \{\text{bool}/X\} R'). \]  

(1)

Similarly, we infer:

\[ (\nu t, f, \text{test}) (T_2 \mid F_2 \mid \{\text{bool}/X\} R) ] \sim_\Delta (\nu t, f, \text{test}, \bar{\rho} : \Downarrow[\cdot])((T_2 \mid F_2 \mid \{\text{d}, c\} \mid \{\text{bool}/X\} R'). \]  

(2)

The final processes in (1) and (2) form a pair of \( \mathcal{R}_3 \) since, by Corollary 5.2(3c), we have

\[ \Delta, t : X, f : X, \text{test} : \Downarrow[X, \Downarrow[\cdot], \Downarrow[\cdot], \bar{\rho} : \Downarrow[\cdot]] \vdash R' \]

and therefore the side condition in the definition of \( \mathcal{R}_3 \) is satisfied. This completes the argument. (Note the use of \( \sim_\Delta \) in matching the transitions, which is allowed by the technique of “bisimulation up to” (Definition 6.2)).

Another interesting example is obtained replacing, in \( B_1 \), the line implementing the conditional test with

\[ \text{test}(b, x, y). \text{if } (b = t) \lor (b = f) \text{ then } b[x, y] \text{ else } BAD \]

where \( BAD \) can be any process. (The disjunction \( \text{if } (b = t) \lor (b = f) \text{ then } b[x, y] \text{ else } BAD \) is a syntactic sugar for \( \text{if } b = t \text{ then } b[x, y] \text{ else } (\text{if } b = f \text{ then } b[x, y] \text{ else } BAD) \).) This new package is equivalent to \( B_1 \) because the value received at test for \( b \) is always either \( t \) or \( f \). This example shows that a client of the ADT is not authorized to make up new values of type \( \text{bool} \), since the client knows nothing about this type.

None of these equivalences hold for the ordinary untyped pi-calculus, because without typing we cannot impose appropriate constraints on the actions that an observer can make. For instance, there are several traces that break the trace equivalence between \( B_1 \) and \( B_2 \): e.g.,

\[ \text{getBools} [\text{bool}; t, f, \text{test}]. \text{test}[t, x, y]. \bar{t}[x, y] \]

is a trace of \( B_1 \) but not of \( B_2 \).

8 Example: Two Symbol Table Packages

We now apply our proof techniques to a more challenging example: two implementations of a symbol table package. The two table implementations use quite different representations for the keys (strings vs. integers) and different implementations of the package operations, hence they have quite different untyped behaviors.

A symbol table stores an association of (a finite set of) strings to values of some type which is unknown outside — the abstract type of keys. The only operation that clients can perform on keys is to use the table to compare them for equality. The client may also insert a string in the table, in which case an appropriate key is returned.

The client uses a channel \( \text{getST} \) to obtain the channels for making insertion and equality-test requests. As in the boolean example, \( \text{getST} \) is polymorphic, hiding the concrete type of keys. The two tables use different implementations for this concrete type. In one case, the type is strings and the association function is a partial identity function. In the second case, the type is integers and the association function is a partial injective function from strings to integers.
To make the examples more readable, we use an extended process syntax including communication of integers and strings, union- and membership-test operations on sets, and recursive process definitions. These constructs could be taken as syntactic sugar, since data values and recursive definitions can be coded in the pi-calculus [Mil91]; for brevity of the following proofs, however, we shall take them as extensions of the syntax, since their meaning is clear and they can be accommodated in our theory with only minor and obvious modifications.

The main bodies of the two table implementations ($ST_1$ and $ST_2$) are the recursive processes $Loop_1$ and $Loop_2(B, n)$; in the latter the two parameters are a finite set $B$ of pairs of strings and integers (giving the association function of the table) and a counter $n$ that stores the first integer not used in $B$. An insertion request has two parameters: a string $t$ and a return channel $r$. Process $Loop_1$ simply returns a reference to $t$. Process $Loop_2(B, n)$ returns a reference to the integer associated with string $t$, if an entry for $t$ in $B$ exists; otherwise it returns a reference to $n$, adds the pair $(t, n)$ to the set $B$, and increments the counter. An equality-test request has four parameters $v_1, v_2, f, g$; the table returns an answer at $f$ or $g$, depending on whether the the values referenced to by $v_1$ and $v_2$ are equal or not.

We define the two symbol tables $ST_1$ and $ST_2$. They will be well typed under the typing

$$\Gamma \overset{\text{def}}{=} getST : \vdash [X; \vdash [\text{String}, \vdash [X]], \vdash [X, X, \vdash []], \vdash []]].$$

Below, $B$ ranges over sets of pairs of strings and integers; $t$ and $s$ over strings, and $n, m, i,$ and $j$ over integers; other words in lowercase letters are channels. We write $S$ for the type $\vdash [\text{String}]$ and $T$ for $\vdash [\text{Int}]$.

$$ST_1 \overset{\text{def}}{=} \nu (ins: \vdash [\text{String}, \vdash [S]],
\quad eq: \vdash [\text{String}, \text{String}, \vdash []], \vdash []])
\quad (getST[\vdash [\text{String}]]; ins, eq
\quad | \ Loop_1
\quad | \ Loop_2(\emptyset, 0))$$

$$ST_2 \overset{\text{def}}{=} \nu (ins: \vdash [\text{String}, \vdash [T]],
\quad eq: \vdash [\text{Int}, \text{Int}, \vdash []], \vdash []])
\quad (getST[\vdash [\text{Int}]]; ins, eq
\quad | \ Loop_2(B, n))$$

where $Loop_1$ and $Loop_2(B, n)$ are defined as follows:

$$Loop_1 \overset{\text{def}}{=} eq(v_1, v_2, f, g). v_1(h_1). v_2(h_2).
\quad \text{if } h_1 = h_2
\quad \text{then } \overline{f}. \ Loop_1
\quad \text{else } \overline{g}. \ Loop_1
\quad + \ ins(t, r). (\nu u:S)(\overline{r[u]} . \ Loop_1 | \overline{h}[t])$$

$$Loop_2(B, n) \overset{\text{def}}{=} eq(v_1, v_2, f, g). v_1(h_1). v_2(h_2).
\quad \text{if } h_1 = h_2
\quad \text{then } \overline{f}. \ Loop_2(B, n)
\quad \text{else } \overline{g}. \ Loop_2(B, n)
\quad + \ ins(t, r).
\quad \text{if } \exists i \text{ such that } (t, i) \in B
\quad \text{then } (\nu u:T)(\overline{r[u]} . \ Loop_2(B, n) | \overline{h}[i])
\quad \text{else } (\nu u:T)(\overline{r[u]} . \ Loop_2(B \cup \{(t, n)\}, n+1) | \overline{h}[n])$$
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Note that, in both tables, the values sent back to the client after an insertion are not actual values of the abstract type (integers or strings), but references to them. This is to “protect” the values, and is important for the proof of bisimilarity. We discuss this point further in Section 9.

To show that $ST_1 \sim_\Gamma ST_2$, we have to prove that $ST_1 \mid R \sim_\Delta ST_2 \mid R$ for all $\Delta$ extending the type environment $\Gamma$ and all $R$ such that $\Delta \vdash R$. We define a barred $\Delta$-bisimulation $\mathcal{R}$ up to $\sim_\Delta$ as the union of the following sets $\mathcal{R}_i$ of pairs of processes:

- $\mathcal{R}_1$ contains all pairs of the form $(ST_1 \mid R, ST_2 \mid R)$ such that $\Delta \vdash R$.
- $\mathcal{R}_2$ contains all pairs of the form

$$\begin{align*}
\left( (\nu \, \text{ins}, \text{eq}, u_1, \ldots, u_m) \\
(\text{Loop}_1 \mid \prod_{j=1}^m \mathbb{H}_{[j]}[t_j] \mid \{S/X\} R), \\
(\nu \, \text{ins}, \text{eq}, u_1, \ldots, u_m) \\
(\text{Loop}_2(B, n) \mid \prod_{j=1}^m \mathbb{H}_{[j]}[n_j] \mid \{T/X\} R) \right)
\end{align*}$$

where

$$B \overset{\text{def}}{=} \{(s_i, i) : 0 \leq i < n\} \tag{3}$$

subject to the conditions

$$\Delta, \text{ins} : \uparrow \text{String}, \uparrow [X], \text{eq} : \uparrow [X, X, \uparrow [], \uparrow []], u_1 : X, \ldots, u_m : X \vdash R \tag{4}$$

$$m, n \geq 0 \tag{5}$$

$$\{s_i : 0 \leq i < n\} = \{t_j : 1 \leq j \leq m\} \tag{6}$$

for all $1 \leq j \leq m$ it holds that $0 \leq n_j < n \tag{7}$

for all $1 \leq j_1, j_2 \leq m$ it holds that $t_{j_1} = t_{j_2}$ iff $n_{j_1} = n_{j_2} \tag{8}$

(Condition (6) ensures that the sets of strings which have been inserted into the two tables are the same. Condition 7 ensures that the integer keys used in the second table do not exceed the parameter $n$ of $\text{Loop}_2(B, n)$. Condition 8 ensures that the two tables agree on the equalities of keys stored in corresponding positions.)

- $\mathcal{R}_3$ contains all pairs of the form

$$\begin{align*}
\left( (\nu \, \text{ins}, \text{eq}, u_1, \ldots, u_m, \tilde{p}) \\
(P_1 \mid \prod_{j=1}^m \mathbb{H}_{[j]}[t_j] \mid \{S/X\} R), \\
(\nu \, \text{ins}, \text{eq}, u_1, \ldots, u_m, \tilde{p}) \\
(P_2 \mid \prod_{j=1}^m \mathbb{H}_{[j]}[n_j] \mid \{T/X\} R) \right)
\end{align*}$$
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for

\[ P_1 \overset{\text{def}}{=} u_{j_1}(h_1).u_{j_2}(h_2). \]
\[ \quad \text{if } h_1 = h_2 \]
\[ \quad \text{then } \overline{f}[] \cdot \text{Loop}_1 \]
\[ \quad \text{else } \overline{g}[] \cdot \text{Loop}_1 \]
\[ P_2 \overset{\text{def}}{=} u_{j_1}(h_1).u_{j_2}(h_2). \]
\[ \quad \text{if } h_1 = h_2 \]
\[ \quad \text{then } \overline{f}[] \cdot \text{Loop}_2(B, n) \]
\[ \quad \text{else } \overline{g}[] \cdot \text{Loop}_2(B, n) \]

with \( B \) defined as in (3) and subject to the conditions (5)-(8) plus

\[ \Delta, \text{ins} : t[\text{String}, t[X]], \text{eq} : t[X, X, t[], t[]], \]
\[ u_1 : X, \ldots, u_m : X, \overline{p} : t[] \vdash R \]

and

\[ 1 \leq j_1, j_2 \leq m \]
\[ \overline{p} \subseteq \{f, g\}. \]

- \( \mathcal{R}_4 \) is defined in the same way as \( \mathcal{R}_3 \), except that \( P_1 \) and \( P_2 \) are now defined like this:

\[ P_1 \overset{\text{def}}{=} u_{j_2}(h_2). \text{if } t_{j_1} = h_2 \]
\[ \quad \text{then } \overline{f}[] \cdot \text{Loop}_1 \]
\[ \quad \text{else } \overline{g}[] \cdot \text{Loop}_1 \]
\[ P_2 \overset{\text{def}}{=} u_{j_2}(h_2). \text{if } n_{j_1} = h_2 \]
\[ \quad \text{then } \overline{f}[] \cdot \text{Loop}_2(B, n) \]
\[ \quad \text{else } \overline{g}[] \cdot \text{Loop}_2(B, n) \]

- \( \mathcal{R}_5 \) is defined in the same way as \( \mathcal{R}_3 \), except that \( P_1 \) and \( P_2 \) are now defined like this:

\[ P_1 \overset{\text{def}}{=} \text{if } t_{j_1} = t_{j_2} \text{ then } \overline{f}[] \cdot \text{Loop}_1 \text{ else } \overline{g}[] \cdot \text{Loop}_1 \]
\[ P_2 \overset{\text{def}}{=} \text{if } n_{j_1} = n_{j_2} \text{ then } \overline{f}[] \cdot \text{Loop}_2(B, n) \]
\[ \quad \text{else } \overline{g}[] \cdot \text{Loop}_2(B, n) \]

- \( \mathcal{R}_6 \) contains all pairs of the form

\[ \left( \begin{array}{c}
(v \text{ ins}, eq, u_1, \ldots, u_m, \overline{p}) \\
(P_1 | \prod_{j=1}^m !\overline{w}[t_j] \vdash \{S/X\}R),
\end{array} \right) \]
\[ \left( \begin{array}{c}
(v \text{ ins}, eq, u_1, \ldots, u_m, \overline{p}) \\
(P_2 | \prod_{j=1}^m !\overline{v}[n_j] \vdash \{T/X\}R)
\end{array} \right) \]

for

\[ P_1 \overset{\text{def}}{=} (v u:S)(\overline{w}[u] \cdot \text{Loop}_1 | \overline{w}[t]) \]
\[ P_2 \overset{\text{def}}{=} \text{if } (t, i) \in B \]
\[ \quad \text{then } (v u:T)(\overline{w}[u] \cdot \text{Loop}_2(B, n) | \overline{w}[i]) \]
\[ \quad \text{else } (v u:T) \]
\[ \quad \quad (\overline{w}[u] \cdot \text{Loop}_2(B \cup (t, n), n+1) | \overline{w}[n]) \]
with \( B \) defined as in (3) and subject to conditions (5)-(8) plus

\[
\begin{align*}
\Delta, \text{ins} : & \uparrow \text{String}, \uparrow [X], \text{eq} : \uparrow [X, X, \downarrow [\cdot], \uparrow [\cdot]], \\
u_1 : & X, \ldots, u_m : X, \overline{p} : \uparrow [X] \vdash R
\end{align*}
\]

and

\[
\overline{p} \subseteq \{ r \}.
\]

For each \( \mathcal{R}_i \), we have to show that the processes in the pairs in \( \mathcal{R}_i \) can match each other’s actions. We consider the actions of the first process, and sketch the proof for the main cases (again checking only clause (1) of the definition of barbed bisimulation). We elide applications of the laws in Lemma 6.4.

\( \mathcal{R}_1 \): Proceed as for the pairs of \( \mathcal{R}_1 \) in the boolean package example of Section 7. In the case of interaction between, on the one hand, \( ST_1 \) and \( R \) and, on the other hand, \( ST_2 \) and \( R \), the pair of derivatives is \( (\nu \text{ins} \text{eq})(\text{Loop}_1 \mid \{S/X\}R') \), \( (\nu \text{ins} \text{eq})(\text{Loop}_2[0,0] \mid \{T/X\}R') \), for some \( R' \), and it is in \( \mathcal{R}_2 \).

\( \mathcal{R}_2 \): From (4) and Corollary 5.2(2c) we know that the process \( \{S/X\}R \) cannot interact at a channel \( u_j \). There can be interactions between \( \{S/X\}R \) and \( \text{Loop}_1 \) along channels \( \text{eq} \) and \( \text{ins} \). By Lemma 4.4, an action from \( \{S/X\}R \) is a substitution instance of one from \( R \). From (4) and Corollary 5.2 the action performed by \( R \) is either

\[
\begin{align*}
R & \xrightarrow{\nu \overline{p} \downarrow [\cdot]} \{a_{j_1}, a_{j_2}, f, g\} \rightarrow R'
\end{align*}
\]

with

\[
\begin{align*}
\Delta, \text{ins} : & \uparrow \text{String}, \uparrow [X], \text{eq} : \uparrow [X, X, \downarrow [\cdot], \uparrow [\cdot]], \\
u_1 : & X, \ldots, u_m : X, \overline{p} : \uparrow [\cdot] \vdash R' \\
1 \leq & j_1, j_2 \leq m \\
\overline{p} & \subseteq \{ f, g \}
\end{align*}
\]

or

\[
\begin{align*}
R & \xrightarrow{\nu \overline{p} \downarrow [\cdot]} \rightarrow R'
\end{align*}
\]

with

\[
\begin{align*}
\Delta, \text{ins} : & \uparrow \text{String}, \uparrow [X], \text{eq} : \uparrow [X, X, \downarrow [\cdot], \uparrow [\cdot]], \\
u_1 : & X, \ldots, u_m : X, \overline{p} : \uparrow [X] \vdash R' \\
\overline{p} & \subseteq \{ r \}.
\end{align*}
\]

In the former case, the output from \( \{S/X\}R \) is

\[
\begin{align*}
\{S/X\}R & \xrightarrow{\nu \overline{p} \downarrow [\cdot]} \{a_{j_1}, a_{j_2}, f, g\} \rightarrow \{S/X\}R'
\end{align*}
\]
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and this interacts with the input

$$\text{Loop}_1 \xrightarrow{eq[u_{j_1}, u_{j_2}, f,g]} P_1$$

where $P_1$ is the process in the definition of $\mathcal{R}_3$. The interaction between $\{S/X\}R$ and $\text{Loop}_1$ determines an interaction in the process in the first component of a pair of $\mathcal{R}_2$:

$$\begin{align*}
(\nu \text{ins, eq, } u_1, \ldots, u_m)(\text{Loop}_1 \mid \prod_{j=1}^m \text{!}u_j[t_j] \mid \{S/X\}R) \xrightarrow{\tau} \\
(\nu \text{ins, eq, } u_1, \ldots, u_m, \bar{p})(P_1 \mid \prod_{j=1}^m \text{!}u_j[t_j] \mid \{S/X\}R').
\end{align*} \tag{12}$$

Similarly, $\{T/X\}R$ and $\text{Loop}_2(B, n)$ determine an interaction in the second component of the pair of $\mathcal{R}_2$:

$$\begin{align*}
(\nu \text{ins, eq, } u_1, \ldots, u_m)(\text{Loop}_2(B, n) \mid \prod_{j=1}^m \text{!}u_j[n_j] \mid \{T/X\}R) \xrightarrow{\tau} \\
(\nu \text{ins, eq, } u_1, \ldots, u_m, \bar{p})(P_2 \mid \prod_{j=1}^m \text{!}u_j[t_j] \mid \{T/X\}R').
\end{align*} \tag{13}$$

The derivatives of (12) and (13) form a pair of processes in $\mathcal{R}_3$.

In the case of (11), reasoning as above one shows that the interactions of $\{S/X\}R$ and $\{T/X\}R$ with, respectively, $\text{Loop}_1$ and $\text{Loop}_2(B, n)$ produce pairs of derivatives in $\mathcal{R}_6$.

$\mathcal{R}_3$: Because of (9) and Corollary 5.2, process $\{S/X\}R$ cannot perform actions at a channel $u_j$. There can be interactions between $P_1$ and process $\text{!}u_j[t_{j_1}]$. The analogous interaction between $P_2$ and $\text{!}u_j[t_{j_2}]$ yields a pair of processes in $\mathcal{R}_4$.

$\mathcal{R}_4$: Reason as for $\mathcal{R}_3$. Interactions between, on the one hand, $P_1$ and $\text{!}u_j[t_{j_2}]$, and, on the other hand, $P_2$ and $\text{!}u_j[n_{j_2}]$, give a pair of processes in $\mathcal{R}_5$.

$\mathcal{R}_5$: The additional element to note is that by (8), $n_{j_1} = n_{j_2}$ iff $t_{j_1} = t_{j_2}$. The pair of derivatives is in $\mathcal{R}_2$.

$\mathcal{R}_6$: We must distinguish between the case when there is $0 \leq i < n$ such that $(t, i) \in B$ and the case when there is no such $i$. In either cases, interactions, on the one hand, between $P_1$ and $\{S/X\}R$, and, on the other hand, between $P_2$ and $\{T/X\}R$, give a pair of processes in $\mathcal{R}_2$.

9 Aliasing and Information Leakage

In the language considered in this paper, we have allowed conditional operators at arbitrary types: a process can always test for equality or inequality between two values of the same type. When the process's knowledge of the type of the two values is partial, this permits a “leakage of information” that gives receivers of polymorphic communications some unexpected discriminating power. For instance, suppose that $x$ is a channel of type $\triangledown[X;X,\triangledown[X]]$. We intuitively expect that the recipient of a triple of values $\text{[a,b,c]}$ sent along $x$ should not be able to do anything with the $a$ and $b$ except to send them back along $c$. But the conditional operator also allows recipients to test whether $a$ and $b$ are equal. For another example, consider a variant $ST1'$ of the symbol table package $ST1$ of Section 8 where, on insertions of the same string, the same reference is returned. An observer can distinguish $ST1$ from $ST1'$, because the values that the former returns after an insert are always different, whereas those returned by the latter may be equal and therefore may enable some matching. To protect against this leakage, in the two symbol table implementations we
have adopted a “safe” programming style in which all values transmitted abstractly to the outside world are protected by fresh channels; this makes the equality test available to an observer useless.

Unfortunately (and, to us, rather surprisingly), this kind of testing by the receiver cannot be prevented in general, in the sense that it can sometimes be simulated even in a language without any conditional operator. Returning to the first example in the previous paragraph, for instance, suppose that, in addition to $x$, there is a global channel $g$ of type $\uparrow \uparrow \uparrow [\text{Int}]$, and consider the receiver process

$$P \overset{\text{def}}{=} x(X; m, n, o). (\text{\overline{m}}[m]. \overline{n}[n] \mid g(i). g(j). (\overline{g}[g]. \text{equal}[\overline{g}]).) \tag{14}$$

Having received $m$, $n$, and $o$ along $x$, $P$ sends $m$ and $n$ along $o$ (the only well-typed thing it can do with $m$ and $n$) and, in parallel, listens at $g$ for two channels $i$ and $j$, which it then tests by sending a signal on $i$ and listening to see whether it is received on $j$, emitting a success signal on a global channel $\text{equal}$ if so. We can say that $P$ tests $m$ and $n$ for equality, in the sense that if we send it the tuple $\{i\} [a, a, g]$ along $x$ (assuming $a : \uparrow \uparrow \uparrow [\text{Int}]$), then it can emit a signal on $\text{equal}$, whereas if we send it $\{i\} [a, b, c]$ along $x$ (where $a \neq b$ or $c \neq g$), it cannot emit a signal on $\text{equal}$.

In this example, information leakage allows a process to detect the identity of names whose type is abstract. In general, due to leakage, a process can use a value in a way that is not warranted by the type with which the value was received in an input. Here is another example. Suppose $y$ has type $\uparrow \uparrow \uparrow [\text{Int}]$, and that a process $Q$ receives two new names $b$ and $c$ at $y$:

$$Q \xrightarrow{y[\uparrow \uparrow \uparrow [\text{Int}]; b, c]} Q_1$$

Because of the type of $y$, the only interesting capability on $b$ and $c$ received by $Q_1$ is to carry the latter along the former. In particular, $Q_1$ does not receive the capability of performing actions at $c$. Suppose now that a channel $z$ has type $\uparrow \uparrow \uparrow [\uparrow \uparrow \uparrow [\text{Int}]]$ and that $Q_1$, in an input at $z$, receives $b$ again:

$$Q_1 \xrightarrow{z[b]} Q_2$$

Since $b$ is received over a monomorphic channel, the knowledge of the type of $b$ improves. We might naively expect that the improvement does not affect the capabilities on $c$, since $c$ is not mentioned in the action at all. But this is not true, for instance, if $Q_2 \overset{\text{def}}{=} b[c] \mid b(x). \overline{\text{e}[5]}$: after the interaction $Q_2 \xrightarrow{z} \overline{\text{e}[5]}$, name $c$ is used with the concrete type $\uparrow \uparrow \uparrow [\text{Int}]$, showing that the process has acquired the capability of using $c$ as a channel.

Leakage is caused by aliasing — the fact that different variables in the text of a process can be instantiated to the same channel value, say $b$. The variables may have different types and, as a consequence, the process may succeed in using the union of the capabilities provided by these types on $b$; moreover the increase may affect the capabilities on channels which had been received together with $b$ in an input — like $c$ in the previous example. (This also explains why, in our formulation of the subject reduction theorem, typing environments have unique binding for channels, as opposed to, say, typing environments with multiple binding for channels so as to track the possible difference in the type with which distinct occurrences of a channel in a process have been created.)

The real significance of these examples of information leakage is not at present clear to us. Nor is it clear whether they can be avoided, e.g., by identifying syntactic or typing restrictions on processes that would guarantee that information leakage cannot occur. For example, we cannot just forbid aliasing of names passed with completely abstract types, since in example (14) it is $o$, not $m$ or $n$, that is aliased. Moreover, in (14) it would not even be enough to require that the third name passed to $P$ along $x$ should not be aliased, since it is easy to construct variants
of \( P \) where the concrete reference to \( g \) is not a global channel but is obtained from the outside world by a later communication. For these reasons, adopting a syntactic restriction in the calculus whereby all names that are emitted with a partially or completely abstract type are fresh (but still allowing names emitted with a concrete type to be non-fresh) does not eliminate information leakage. The only syntactic condition that we see that would remove any aliasing, and hence also any information leakage, is to require every name sent in a communication to be fresh, essentially restricting ourselves to the pi-l-calculus [San96]).

10 Information Leakage and Overloading

Information leakage is not peculiar to the pi-calculus: similar examples can be constructed in any setting with both polymorphism and aliasing. This section takes a brief detour from the main thread of the paper to examine some consequences of information leakage in ML. (It can be skipped at will.)

First, for a simple example similar to (14) in Standard ML, let the global variable \( g \) be an integer reference cell

\[
\text{val } g = \text{ref } 0
\]

: int ref

and consider the following function \( f \):

\[
\text{fun } f \ r \ m \ n = (g:=0; r:=m; \text{let val } i = !g \text{ in } g:=1; r:=n; (!g = i) \text{ end})
\]

: 'a ref \rightarrow 'a -> 'a -> bool

Then

\[
f \ r \ x \ y = \begin{cases} 
\text{true} & \text{if } x = y \text{ and } r = g \\
\text{false} & \text{otherwise.}
\end{cases}
\]

That is, \( f \) is a polymorphic function that, when its first argument happens to be \( g \), is able to test concretely for equality of its second and third arguments, even though it is given these arguments with completely abstract type. (The information that is leaking here is more than just the fact that the second and third arguments have type int: the reference cell provides a “covert channel” by means of which the \( f \) can actually examine the values of its second and third arguments, despite the fact that they are given to it abstractly.)

We now present a more substantial (possibly even useful) example. The key observation, due to Perdita Stevens, is that the simple program above can be generalized to define functions that have special behavior not just on one type, but on an arbitrary collection of types.

We begin by defining a datatype of type descriptors:

\[
\text{datatype 'a td = TD of 'a ref * 'a * 'a}
\]

Intuitively, an element of \( 'a \text{ td} \) is a runtime data structure identifying the type \( 'a \), in the sense that it can be used to select the “\( 'a \text{ branch} \)” of an overloaded function. Concretely, an \( 'a \text{ td} \) consists of a reference cell, which we can think of as a kind of comparison register, plus two different values of type \( 'a \). (It is important that they be different values.) Here are some typical type descriptors:
val intTd = TD(ref(0), 0, 1)
val boolTd = TD(ref(true), false, true)
val stringTd = TD(ref(""), ", "a")
val intListTd = TD(ref([0]), [0], [1])

An overloaded function with result type t will be represented as an ordinary ML function with
the polymorphic type 'a td -> 'a -> t. For example, an overloaded printing function pr might
have type 'a td -> 'a -> string. To apply it to a concrete argument, say the integer 5, we first
apply it to the type descriptor intTd to select its integer version, then to the real argument 5.

Overloaded functions are built using following generic function, which adds a new clause to an
overloaded function. Its arguments are an existing overloaded function f : 'a td -> 'a -> t, a
type descriptor tdb |in s td for the new clause, and the new body itself, b : s->t.

    fun addbody f tdb b =
    fn tdb => fn v =>
      let val TD(ra,a1,a2) = tdb
          TD(rv,_,_) = tdb
      in
        ra := a1; rv := v;
        if (!ra <> a1) then b(!ra) else
        (ra := a2; rv := v;
         if (!ra <> a2) then b(!ra) else
         f tdb v)
      end
      : ('a td -> 'a -> 'b) -> 'c td -> (''c -> 'b) -> 'a td -> 'a -> 'b

The value returned by addbody is an overloaded function of two arguments, tdb and v, that works
by checking whether the provided type descriptor tdb is the same as its own type descriptor tdb
by performing a simple experiment: set the reference cell in tdb to a known value a1, then set the
reference cell in tdb to the "polymorphic argument" v and check whether the contents of a2 have
changed; if this fails, they try again using a different known value a2 (just in case v=a1). If the
two type descriptors are found to match in this way, then the value of the polymorphic parameter v
can be extracted with concrete type and passed as parameter to the body b. If they do not match,
then tdb and v are passed along to the original overloaded function f (which, assuming it was built
using addbody, will try to match them against another type descriptor, and so on).

To verify addbody's behavior, we now define the overloaded printing function pr described
above. We begin with a dummy function that always returns the string "Undefined", and build
up the functionality we want by adding cases, one by one, using addbody. For each case, we supply
a type descriptor for a type 'a and an appropriate function mapping 'a to string.

    fun pr0 td v =
      "Undefined"
    : 'a -> 'b -> string

    fun pr1 td v =
      addbody pr0 intTd (fn v => "Integer:" ^ (Int.toString v)) td v
    : 'a td -> 'a -> string

    fun pr2 td v =
addbody pr1 intListTd
td v
  : 'a td -> 'a -> string

fun pr td v =
addbody pr2 stringTd (fn v => "String:" ^ v) td v
  : 'a td -> 'a -> string

Now, evaluating
pr stringTd "hello"
yields "String:hello", while
pr intListTd [1,2,3]
yields "IntList:1 2 3" and
pr boolTd true
yields "Undefined", since we did not bother to give pr a case for booleans.

Of course, what we have done here falls short of a full ac-hoc overloading mechanism for ML.
(For example, the trick only works for equality types with at least two elements.) But it gives an
indication of the degree to which type information can be exposed through clever use of aliasing.

11 Subject Reduction and Type Unification

To introduce the use of type unification in the labeled bisimilarity of the next section, we present
a different formulation of the input clause of the subject reduction Theorem 5.1.

Examples in Section 9 show that increases of type knowledge on names, that a process may
achieve in an input, have to be propagated to all names of the process's type environment. This
calls for type unification. A reader might wonder why it does not appear in the statement of our
subject reduction Theorem 5.1. A formulation of the input clause of the theorem which makes this
increase of type information and the use of type unification explicit is below. The difference is in
assertion (b): in the new assertion the initial environment \( \Gamma \) is refined by means of the (first-order,
mixed-prefix\(^1\)) type unification \( \Gamma \uplus b:U \), where \( \Gamma \) is the initial environment, and \( b:U \) shows the types
with which the values \( b \) of the action are received by the observer. The resulting environment
\( \Gamma' \) is the least unifier for \( \Gamma \) and \( b:U \); that is, there is a substitution \( \rho \) such that for all \( a \in \Gamma \),
\( (\rho \Gamma)(a) = \Gamma'(a) \) and, for all \( b_i \in b \), \( (\rho U_i)(b_i) = \Gamma'(b_i) \); moreover, if \( \Delta \) is another such unifier, then
there is some substitution \( \rho \) such that \( \rho \Delta = \Gamma' \). If \( \Gamma \) and \( b:U \) have no unifiers, then \( \Gamma \uplus b:U \) is
undefined. First-order, mixed-prefix unification is decidable, and the least unifier is unique up to
renaming of bound variables. The type unification \( \Gamma \uplus b:U \) shows that the type knowledge of the
final process is the unification of the previous knowledge \( \Gamma \) and the knowledge \( b:U \) that is acquired
in the input action (see also Examples 11.2 and 11.3).

\(^1\)Mixed-prefix unification [Mi92] is a straightforward extension of first-order unification, taking into account
the fact that the structures being unified may contain variable binders. It allows, for example, the types \( 2[X;X;3][y] \) and
\( 3[Y;Y;2][y] \) to be unified, but prevents the unification of \( 2[X;X;3][y] \) and \( 2[Z;X;3][y] \), since the resulting substitution
\( \{X/Z\} \) would be ill-scoped when interpreted in the top-level environment (which has no binding for \( X \)).
11.1 Theorem [Subject reduction, more explicit input clause]: Let \( \Gamma \) and \( P \) be open. Suppose \( \Gamma \vdash P \).

If \( P \xrightarrow{a[X]} P' \) (with \( X \) fresh for \( P \) and \( \Gamma \)) then

(a) \( \Gamma(a) = \uparrow[X; U] \), for some \( U \),

(b) if \( \Gamma' \overset{\text{def}}{=} \Gamma \cup \bar{b}; U \) and \( \theta \) the substitution such that \( \Gamma' \bar{(b)} = \theta \bar{U} \), then \( \Gamma' \vdash \theta P' \).

11.2 Example: Let

\[
\begin{align*}
\Gamma & \overset{\text{def}}{=} a; X, d; \uparrow[X], b; \uparrow[Y], \uparrow[\cdot], Y, Y \\
P & \overset{\text{def}}{=} \overline{d}[a] \mid b(Z; x, y, z) \cdot \overline{\pi}[\cdot]. \overline{\pi}[\cdot].
\end{align*}
\]

Then \( \Gamma \vdash P \) and \( P \xrightarrow{b[Y; a, c, e]} \overline{d}[a] \mid \overline{a}[\cdot]. \overline{\alpha}[\cdot] \). Since \( \Gamma(b) = \uparrow[Y; \uparrow[\cdot], \uparrow[\cdot], Y, Y] \) the new type environment for \( P' \) is least unifier for \( \Gamma \) and \( a; \uparrow[\cdot], c\uparrow[Y], e; Y \), namely

\[
\Gamma' \overset{\text{def}}{=} a; \uparrow[\cdot], d; \uparrow[\cdot], b; \uparrow[Y], \uparrow[\cdot], \uparrow[\cdot], Y, Y, c; \uparrow[Y], e; Y.
\]

Note that \( \Gamma' \) has both more concrete types than \( \Gamma \) (for names \( a, d \)) and more type assignments (names \( e, c \), appear in \( \Gamma' \) but not in \( \Gamma' \)). In this example, substitution \( \theta \) in clause (b) of the theorem is the identity.

11.3 Example: Let

\[
\begin{align*}
\Gamma & \overset{\text{def}}{=} a; \uparrow[\cdot], b; \uparrow[Y], \uparrow[\cdot], Y \\
P & \overset{\text{def}}{=} b(X; y, z) \cdot \overline{\pi}[\cdot]. \overline{\pi}[\cdot].
\end{align*}
\]

We have \( \Gamma \vdash P \) and \( P \xrightarrow{b[Y; c, a]} \overline{c}[a] \mid \overline{a}[\cdot]. \) The new type environment for \( P' \) is least unifier for \( \Gamma \) and \( a; Y, c; \uparrow[Y], \) namely \( \Gamma, c; \uparrow[\cdot] \). Substitution \( \theta \) in clause (b) of the theorem is \( \{\uparrow[\cdot]/Y\} \).

The two versions of subject reduction (Theorem 5.1(2) and the one above) are equivalent. Clearly, the one above implies the original one; here is a proof showing the converse:

**Proof:** From \( \Gamma \vdash P \) and Lemma 3.2, \( \theta \Gamma \vdash \theta P \). From \( P \xrightarrow{\theta\pi_1; X} P' \) and Lemma 4.3, \( \theta P \xrightarrow{\theta\pi_1; X} \theta P' \). It also holds that (assuming that \( Y \) are fresh type variables)

- \( (\theta \Gamma)(a) = \uparrow[Y; \theta(\{Y/X\}U)] \),
- \( \Gamma' \) extends \( \theta \Gamma \),
- \( \Gamma'(\bar{b}) = \theta \bar{U} = \{\theta \bar{X}/\bar{Y}\} (\theta(\{\bar{Y}/\bar{X}\}U)) \)

Therefore, from Theorem 5.1(2), we can conclude that \( \Gamma' \vdash \theta P' \). \( \square \)
12 Labeled Bisimulation

Context-based behavioral equalities like barbed equivalence are defined in terms of a universal quantification on processes. As a consequence, the bisimulation relations used in proofs are always infinite. To avoid this problem with barbed bisimulation, we can look for direct characterizations, without quantification on contexts. In the case of the ordinary (untyped) barbed equivalence, such a characterization is given by labeled bisimilarity (in the early style). Roughly, \( P \) and \( Q \) are bisimilar if

\[
P \xrightarrow{\mu} P' \implies Q \xrightarrow{\mu} Q', \text{ for some } Q' \text{ bisimilar to } P'
\]

and vice versa (on the possible transitions by \( Q \)). This is a more useful definition for proving process equalities, because it is purely coinductive and has no quantification on contexts.

In the presence of polymorphism, however, (15) is far too strong. The resulting bisimilarity coincides with untyped barbed equivalence and therefore distinguishes the boolean package implementations \( B_1 \) and \( B_2 \) of Section 7, as well as the symbol table implementations \( ST_1 \) and \( ST_2 \) of Section 8.

To define a more satisfactory labeled bisimilarity for polymorphic processes, we must deal directly with one of the most subtle features of polymorphism (both the universal polymorphism that we are dealing with here and the subtype polymorphism that has been considered elsewhere): namely, that polymorphism engenders multiple “points of view” about the types of the values in a program. When a value is transmitted abstractly from one process to another, the receiver has less information about it — and so may use fewer of its actual capabilities — than the sender. Indeed, a value may even be sent with partially abstracted type information and then retransmitted under an even more abstract type, so that there may be many different points of view on the type of a single value in the same running program.

Fortunately, it turns out that we do not have to deal explicitly with all these possible points of view when we define a labeled bisimilarity for polymorphic processes, but can restrict our attention to just two:

(a) the **observer’s perspective**—that is, the information about the types of names that an external observer has acquired through interacting with the process;

(b) the “**God’s-eye**” perspective, which records the actual types of the names that are exchanged between process and observer.

We do not need to deal explicitly with the process’s own (static) view of the types of the values being exchanged with the observer or between its own subprocesses, because all these points of view have already been considered in the proof of the type soundness theorem, which guarantees that the process will only use values it is given according to the limitations of the information it has about them. The observer, on the other hand, has not been type-checked; essentially, we need to keep a record of its point of view at run time so that it can be prevented from performing any actions that would reveal it to be ill-typed.

To record the observer and “God’s-eye” perspectives, we use structures that we call **closures**. These are pairs \( \Delta \mid \sigma \), where \( \Delta \) is an (open) type environment, and \( \sigma \) is a type substitution that closes up the types in \( \Delta \). The environment \( \Delta \) represents the observer’s perspective, and \( \sigma\Delta \) the “God’s-eye” perspective. In other words, \( \Delta \) collects the names known by the observer together with the types that the observer has for them, the free type variables in \( \Delta \) representing type information unknown to the observer; \( \sigma \) shows the difference between the observer’s knowledge and the real types of all names.
On closures we define a transition relation called the *allow relation*. This tells us what actions of
a process a well-typed observer may test. Finally, on top of the transition relation for processes and
the allow relation for closures, we define a labeled bisimilarity, called *polymorphic bisimulation*. In
its definition, thanks to the use of the allow relation and by contrast with the ordinary bisimilarity
of the $\pi$-calculus:

(i) Only a (possibly proper) subset of the transitions of processes are observable.

(ii) The labels of matching transitions between bisimilar processes may be syntactically different.
     (This is needed, for instance, to equate the symbol table implementations $ST_1$ and $ST_2$, whose
     immediate actions along channel $getST$ have different types.)

### 12.1 The Allow Relation

A typed closure is a pair $\Delta \mid \sigma$ where $\Delta$ is a (possibly open) type environment, and $\sigma$ is a closing
type substitution for $\Delta$. The allow relation is defined as follows (the unification notation $\bowtie$ in rule
A-OUT is explained below).

**12.1.1 Definition:** The allow relation $\Gamma \mid \sigma \xrightarrow{\mu} \Gamma' \parallel \sigma'$, where $\Gamma \mid \sigma$ and $\Gamma' \parallel \sigma'$ are closures, and
$\mu$ a closed action, is defined by the following rules:

\[ \Gamma \parallel \sigma \xrightarrow{\tau} \Gamma \parallel \sigma \]  \hspace{1cm} (A-TAU)

\[ \Gamma(a) = \tau[X; U] \quad \text{dom}(\Gamma') = \text{dom}(\Gamma) \cup \bar{b} \quad \Gamma' \text{ extends } \Gamma \quad \Gamma'(\bar{b}) = \{ T/X \} \bar{U} \]  \hspace{1cm} (A-INP)

\[ \Gamma \mid \sigma \xrightarrow{\alpha[\overline{\sigma}]\overline{\bar{b}}} \Gamma' \mid \sigma \]

\[ \bar{x}, \bar{X} \text{ fresh for } \Gamma \quad \Gamma(a) = \tau[X; U] \quad \Gamma' = \Gamma \bowtie \bar{b} U \quad \sigma' \Gamma' = \Gamma \sigma, \bar{x}: S \]  \hspace{1cm} (A-OUT)

Allow-transitions have the form

\[ \Gamma \parallel \sigma \xrightarrow{\mu} \Gamma' \parallel \sigma' \]  \hspace{1cm} (16)

and are read as follows: if an observer has knowledge $\Gamma$ and $\sigma$ expresses the difference between this
knowledge and the real types of names, then this observer *allows* the process transition $\mu$. The
result is an observer that has knowledge $\Gamma'$, and $\sigma'$ is the new difference with the real types of
names. In the case where $\mu$ is an input or an output action, (16) says that an interaction between
the observer and the process in which $\mu$ is the action performed by the process is possible. If $\mu$ is a
$\tau$-action, then (16) always holds, with $\Gamma' = \Gamma$ and $\sigma' = \sigma$; this says that an observer always allows
silent transitions of the process and these transitions do not affect the observer’s knowledge.

Type unification occurs in rule A-OUT for the same reason why it occurs in the second subject
reduction Theorem 11.1. In A-OUT, the process interacting with the observer performs an output
action, hence the observer itself performs an input. From the observer’s point of view, the input
performed is $\alpha[X; \bar{b}]$: thus the unification $\Gamma \bowtie \bar{b} U$ in the rule, which defines the new type knowledge
for the observer, is precisely that in clause (b) of Theorem 11.1. The third premise, $\sigma' \Gamma'$, shows
the actual types of the names in $\Gamma'$, which, since $\text{dom}(\Gamma') = \text{dom}(\Gamma) \cup \bar{b}$, is the actual type of
the names in $\Gamma$ plus that of the newly created names $\bar{x}$. If $\Gamma$ and $\bar{b} U$ have no unifiers, then $\Gamma \bowtie \bar{b} U$ is
undefined and A-OUT cannot be applied.
An example that uses A-OUT is the following: it is the analog of Example 11.2; the role of process $P$ in Example 11.2 is played here by the observer:

$$a : X, d : \vdash [X], b : \vdash [Y; x] \vdash [x, Y] \parallel \{x\}[X] \rightarrow (\nu e : [e] \parallel [e][a,c,e])$$

$$a : \vdash [X], d : \vdash [Y], b : \vdash [Y, \vdash [Y]], c : \vdash [Y], e : Y \parallel \{x\}[Y]$$

Names $c$ and $e$ are fresh; $a$ is received with a completely concrete type, and this determines a refinement of the types of the previously available names.

The initial environment $\Gamma$ of the allow relation may also grow in rule A-INV, if the observer creates a new name and passes it to the process, as in

$$a : \vdash [X] \parallel \sigma \rightarrow a : \vdash [X], b : \vdash [X] \parallel \sigma$$

Below are some lemmas dealing with the allow relation that we shall need later, in the proof of the main results of the section. Lemma 12.1.2 shows that if the observer has a channel type on a name, then the observer always allows inputs of fresh values along that name, no matter what the implementation types of the action are.

**Lemma 12.1.2:** Suppose $\Gamma(a) = \vdash [X; \tilde{U}]$ is a closed type. Then, for all closed $\tilde{T}$ and for all fresh $\tilde{b}$, we have $\Gamma \parallel \sigma \rightarrow a : \vdash [T], b : \vdash [X] \parallel \sigma$.

**Proof:** Immediate from the definition of the allow relation. $\square$

The two lemmas below give some technical results about the relationship between the transition relation on processes and the allow relation on closures. Lemma 12.1.3 shows that if a well-typed process can perform an output action along a channel and the observer at least knows that the channel has a channel type, then the observer allows that action of the process. The first two premises of the lemma require that the closure agrees with the typing of the process: the process is type-closed and well-typed with respect to the actual types of the names as specified in the closure.

**Lemma 12.1.3:** If $\sigma \Gamma \vdash P$ and $P$ is type-closed, $P \rightarrow (\nu \bar{x} : \bar{S}) \rightarrow P'$, and $\Gamma(a)$ is a channel type, then there are $\Gamma'$ and $\sigma'$ such that $\Gamma \parallel \sigma \rightarrow (\nu \bar{x} : \bar{S}) \rightarrow \Gamma' \parallel \sigma'$ with $\sigma' \Gamma' = \sigma \Gamma, \bar{x} : \bar{S}$.

**Proof:** Follows from subject reduction (Theorem 5.1), and the definitions of the allow relation and of type unification. $\square$

As explained before, an allow relation $\Gamma \parallel \sigma \rightarrow \Gamma' \parallel \sigma'$ represents an interaction between a process and the observer. The observer behaves as a process that is well-typed in $\Gamma$ and that performs an action whose type-closed instance (according to the substitution in the closure) is the dual of $\mu$. There should therefore be agreement between the actions performed by a process well-typed in a typing $\Gamma$ and the dual of the actions allowed by an observer with the same knowledge $\Gamma$. Lemma 12.1.4(1) gives an example of this agreement, for the case where the action by the process is an output (this will be enough for our later proofs). Lemma 12.1.4(2) shows that, in an allow relation, if the action is an input and the closure does not change, then the implementation types are unique.

**Lemma 12.1.4:** If $\Gamma \vdash P$ and $P \rightarrow (\nu \bar{x} : \bar{S}) \rightarrow P'$, then for all $\sigma$ such that $\sigma P$ is type-closed and $\Gamma \parallel \sigma$ is a closure, we have:
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1. \( \Gamma, \overline{x} : \overline{S} \mid \sigma \xrightarrow{a[\overline{T} ; \overline{b}]} \Gamma, \overline{x} : \overline{S} \mid \sigma \). 

2. Let \( \Gamma(a) = \dagger[\overline{X} ; \overline{U}] \) where each \( X \in \overline{X} \) occurs free in \( \overline{U} \). If \( \Gamma, \overline{x} : \overline{S} \parallel \sigma \xrightarrow{a[\overline{T} ; \overline{b}]} \Gamma, \overline{x} : \overline{S} \parallel \sigma \), then \( T' = \sigma T \).

**Proof:** (1) From \( \Gamma \vdash P \) and Theorem 5.1(3), if \( \Gamma(a) = \dagger[\overline{X} ; \overline{U}] \), then we infer \( (\Gamma, \overline{x} : \overline{S})(b) = \{T/X\}\overline{U} \). The result follows by the definition of the allow relation. Part (2) follows directly from the definition of the allow relation.

### 12.2 A Labeled Bisimulation

We now introduce polymorphic bisimulation. For the reasons outlined in the introduction to this section, for each process we need to have a closure that tells us the observer and the God's eye perspective. A polymorphic bisimulation consists of tuples of the form \( (\Gamma \circ \sigma_1 \circ P_1 \circ \sigma_2 \circ P_2) \) (called *configurations*) where \( P_1, P_2 \) are the processes being compared and \( \Gamma \parallel \sigma_i \) \( (i = 1, 2) \) is the closure relative to \( P_i \). Intuitively, \( \Gamma \) represents the observer, the same \( \Gamma \) appears in the two closures because the two processes must be tested by the same observer. In the bisimilarity clauses, only the transitions of a process that are allowed by its closure are taken into account. In the labels of two matching transitions, the names must be the same, but the types may be different.

#### 12.2.1 Definition: A configuration is a 5-tuple \((\Gamma \circ \sigma_1 \circ P_1 \circ \sigma_2 \circ P_2)\) such that

1. \( \sigma_1 \) and \( \sigma_2 \) are closed substitutions on \( TVars(\Gamma) \);

2. \( P_i \) is type-closed and \( \sigma_i \Gamma \vdash P_i \), for \( i = 1, 2 \).

#### 12.2.2 Definition: A set \( \mathcal{R} \) of configurations is a polymorphic bisimulation if, for each \((\Gamma \circ \sigma_1 \circ P_1 \circ \sigma_2 \circ P_2) \in \mathcal{R}, \)

1. if \( P_1 \xrightarrow{\tau} P_1' \), then there is some \( P_2' \) such that
   (a) \( P_2 \xrightarrow{\tau} P_2' \),
   (b) \( (\Gamma \circ P_1' \circ \sigma_1 \circ P_2' \circ \sigma_2) \in \mathcal{R} \);

2. if \( \Gamma \parallel \sigma_1 \xrightarrow{a[\overline{T} ; \overline{b}]} \Gamma' \parallel \sigma_1 \) and \( P_1 \xrightarrow{a[\overline{T} ; \overline{b}]} P_1' \), then there are \( P_2' \) and \( \overline{T}_2 \) such that
   (a) \( \Gamma \parallel \sigma_2 \xrightarrow{a[\overline{T}_2 ; \overline{b}]} \Gamma' \parallel \sigma_2 \) and \( P_2 \xrightarrow{a[\overline{T}_2 ; \overline{b}]} P_2' \),
   (b) \( (\Gamma' \circ P_1' \circ \sigma_1 \circ P_2' \circ \sigma_2) \in \mathcal{R} \);

3. if \( \Gamma \parallel \sigma_1 \xrightarrow{(\nu \overline{x} : \overline{S}_1)[\overline{T} ; \overline{b}]} \Gamma' \parallel \sigma_1' \) and \( P_1 \xrightarrow{(\nu \overline{x} : \overline{S}_1)[\overline{T} ; \overline{b}]} P_1' \), then
   (a) \( \Gamma' \) is an extension of \( \Gamma \) (see discussion below),
   and there are \( P_2', \sigma_2', \overline{S}_2, \) and \( \overline{T}_2 \) such that
   (b) \( \Gamma \parallel \sigma_2 \xrightarrow{(\nu \overline{x} : \overline{S}_2)[\overline{U} ; \overline{b}]} \Gamma' \parallel \sigma_2' \) and \( P_2 \xrightarrow{(\nu \overline{x} : \overline{S}_2)[\overline{T}_2 ; \overline{b}]} P_2' \),
   (c) \( (\Gamma' \circ P_1' \circ \sigma_1' \circ P_2' \circ \sigma_2') \in \mathcal{R} \);
and the converse of (1-3), on the actions from $P_2$.

We write $P_1 \simeq_{\Gamma \setminus \{\sigma_1, \sigma_2\}} P_2$ when $(\Gamma \circ P_1 \circ \sigma_1 \circ P_2 \circ \sigma_2) \in \mathcal{R}$ for some polymorphic bisimulation $\mathcal{R}$. When $\sigma_1$ and $\sigma_2$ are both the identity substitution, we shorten this to $P_1 \simeq_\Gamma P_2$.

It is worth pausing to discuss clause (3a) of Definition 12.2.2. This clause says that type unifications required in the bisimulation, and caused by rule A-Out of the allow relation, are straightforward: the environment may be extended but not refined. Semantically, this means that the processes in the bisimulation have no information leakage (cf. Section 9). As a consequence, however, polymorphic bisimulation is not complete for barbed equivalence; that is, there are type environments and processes that are in the barbed equivalence relation but not in a polymorphic bisimulation relation. As an example, take the processes

$$P \overset{\text{def}}{=} (\nu c: \uparrow[T])((a: \uparrow[T]; c). \overline{b}[T; c]. c(x). 0)$$

$$Q \overset{\text{def}}{=} (\nu c: \uparrow[T])((\sigma \uparrow[T]; c). \overline{b}[T; c]. 0).$$

If $\Gamma \overset{\text{def}}{=} a: \uparrow[X; X], b: \uparrow[Y; \uparrow[Y]],$ then $P \sim_\Gamma Q$ A process interacting with $P$ or $Q$ receives $c$, but receives neither a value that can be sent along $c$ nor sufficient type information to create such a value on its own (cf. T-NEW). As a consequence, the input $c(x)$ of $P$ can never be consumed. However, $P \simeq_\Gamma Q$ does not hold, because $P$ and $Q$ may emit name $c$ twice, first along $a$ and then along $b$, and the second emission gives the observer more information on the type of $c$. The output along $b$ requires, in the allow relation, a unification that is more than environment extension. We have adopted this restriction because

1. The present definition is, mathematically, much simpler to handle. We conjecture that the relation obtained by removing clause (3a) is both sound and complete for barbed equivalence, but we have not been able to prove either.

2. In the discussion of information leakage in Section 9, we advocated a programming style that avoids the leakage by protecting values emitted along polymorphic channels. On programs that follow this programming style (like those in Sections 7 and 8), the present Definition 12.2.2 is sufficient.

We leave for future work the formalization of a statement about the soundness and completeness of Definition 12.2.2 for a restricted class of processes. The technique might be complete for the processes without information leakage but, as discussed in Section 9, we do not know how to syntactically characterize this class. We also leave for future work the question of soundness and completeness of Definition 12.2.2 without clause (3a) for the whole class of processes.

In the remainder of this section we show: 1) an alternative and more compact formulation of Definition 12.2.2; 2) some “up-to” techniques for polymorphic bisimulation; 3) the soundness of polymorphic bisimulation with respect to barbed equivalence.

Before this, we present a lemma that we will find useful later. It allows us to weaken the environment of a bisimilarity, and is easily proved from the definition of bisimulation.

12.2.3 Lemma: If $P_1 \simeq_{\Gamma \setminus \{\sigma_1, \sigma_2\}} P_2$ and $\Gamma'$ is an extension of $\Gamma$ such that $\sigma_1 \Gamma'$ and $\sigma_2 \Gamma'$ are closed, then $P_1 \simeq_{\Gamma' \setminus \{\sigma_1, \sigma_2\}} P_2$. 35
12.3 Alternative Presentation of Bisimulation

Definition 12.2.2 separates the clauses for input, output, and $\tau$-actions, making their different requirements on actions explicit. Below is an alternative, more compact, presentation. The skeleton of an action $\mu$ is what is left of $\mu$ after stripping off all types.

12.3.1 Lemma: A set $\mathcal{R}$ of configurations is a polymorphic bisimulation iff for each $(\Gamma \circ P_1 \circ \sigma_1 \circ P_2 \circ \sigma_2) \in \mathcal{R}$,

$$
\Gamma \parallel \sigma_1 \xrightarrow{\mu_1} \Gamma' \parallel \sigma'_1 \quad \text{and} \quad P_1 \xrightarrow{\mu_1} P'_1
$$

implies

1. $\Gamma'$ is an extension of $\Gamma$
   and there are $\mu_2$, $\sigma'_2$, and $P'_2$ such that
2. $\Gamma \parallel \sigma_2 \xrightarrow{\mu_2} \Gamma' \parallel \sigma'_2 \quad \text{and} \quad P_2 \xrightarrow{\mu_2} P'_2$.
3. the skeleton of $\mu_1$ is the same as the skeleton of $\mu_2$,
4. $(\Gamma \circ P'_1 \circ \sigma'_1 \circ P'_2 \circ \sigma'_2) \in \mathcal{R}$,

and conversely for the actions of $P_2$.

Proof: Straightforward, from the definitions of polymorphic bisimulation and the allow relation. $\square$

12.4 Techniques of “Bisimulation Up–to”

A labeled bisimilarity like polymorphic bisimulation can be made even more powerful by enhancing it with up–to techniques [Mil89, San95]. Up–to techniques are useful for reducing both the size and the number of the configurations to consider when proving bisimilarities, as one is allowed to match the transitions of the two processes being compared up to some transformations on their derivatives. We briefly sketch two simple but useful up–to techniques: up–to weakening and up–to injective substitutions. The first allows us to discard entries of a type environment; the second allows us to identify configurations that only differ by an injective substitution on names.

A polymorphic bisimulation up to injective substitutions is defined like polymorphic bisimulation, but with clauses (1b), (2b) and (3c), which are of the form

$$(\Gamma' \circ P'_1 \circ \sigma'_1 \circ P'_2 \circ \sigma'_2) \in \mathcal{R},$$

replaced by the (weaker) clause

there is an injective substitution on names $\rho$ such that $(\rho \Gamma' \circ \rho P'_1 \circ \rho \sigma'_1 \circ \rho P'_2 \circ \rho \sigma'_2) \in \mathcal{R}$.

In a polymorphic bisimulation up to weakening, (17) is replaced by

there are $\Gamma'$ and $\bar{x}, T$ with $\Gamma = \Gamma'$, $\bar{x} : T$ and $\bar{x} \cap \text{fn}(P'_1, P'_2) = \emptyset$ such that $(\Gamma' \circ P'_1 \circ \sigma'_1 \circ P'_2 \circ \sigma'_2) \in \mathcal{R}$.

The two techniques can be used in combination. In a polymorphic bisimulation up to injective substitutions and up to weakening we can discard environment entries, and we can apply an injective substitution onto the resulting configuration.

All these techniques are valid in the sense that any such “up–to bisimulation” is contained in a polymorphic bisimulation. We believe that other forms of up–to techniques known for untyped bisimilarity, such as bisimulation up to bisimilarity [Mil89] or bisimulation up to context [San95], can be adapted to polymorphic bisimulation.
12.5 Soundness of Labeled Bisimilarity

We now address the task of proving the soundness of labeled bisimilarity with respect to barbed equivalence. Most of the section is taken up by the following technical lemma, from which the theorem itself follows easily.

12.5.1 Lemma: If $P_1 \simeq_\Delta P_2$ and $\Delta \vdash R$, with $R$ type-closed, then $P_1 \mid R \simeq_\Delta P_2 \mid R$.

Proof: Define a relation $\mathcal{R}$ as follows:

$$\mathcal{R} \overset{\text{def}}{=} \left\{ (Q_1, Q_2) : \text{there are } P_1, P_2, R, \bar{z}, \bar{Z}, \sigma_1, \sigma_2 \text{ such that (for } i = 1, 2) \right. \\
Q_i = (\nu \bar{z} : \sigma_i \bar{Z})(P_i \mid \sigma_i R), \\
\sigma_i R \text{ is type-closed,} \\
\bar{\Delta}, \bar{z} : \bar{Z} \vdash R, \text{ and} \\
P_1 \simeq_{\bar{\Delta}, \bar{z}} (\sigma_1, \sigma_2) P_2 \left\} \right.$$

We show that $\mathcal{R}$ is a barbed $\Delta$-bisimulation. This immediately proves the lemma (taking $\bar{z} = \bar{Z} = \emptyset$ and $\sigma_i$ equal to the identity substitution).

Following the definition of barbed bisimulation, we show that

1. if $(\nu \bar{z} : \sigma_1 \bar{Z})(P_1 \mid \sigma_1 R) \downarrow_a$ then also $(\nu \bar{z} : \sigma_2 \bar{Z})(P_2 \mid \sigma_2 R) \downarrow_a$;

2. if $(\nu \bar{z} : \sigma_1 \bar{Z})(P_1 \mid \sigma_1 R) \xrightarrow{\tau} A_1$, then there is $A_2$ such that $(\nu \bar{z} : \sigma_2 \bar{Z})(P_2 \mid \sigma_2 R) \xrightarrow{\tau} A_2$ and $(A_1, A_2) \in \mathcal{R}$.

(The converse of these two clauses can be proved in the same way.)

Suppose $(\nu \bar{z} : \sigma_1 \bar{Z})(P_1 \mid \sigma_1 R) \downarrow_a$. This is either due to $P_1 \downarrow_a$, or to $\sigma_1 R \downarrow_a$; moreover, $a \notin \bar{z}$. If $\sigma_1 R \downarrow_a$ holds, then using Lemma 4.3 and 4.4 we can also infer $\sigma_2 R \downarrow_a$; hence $(\nu \bar{z} : \sigma_2 \bar{Z})(P_2 \mid \sigma_2 R) \downarrow_a$.

Suppose now $P_1 \downarrow_a$. If this comes from an output action of $P_1$, then we can infer $P_2 \downarrow_a$ from Lemma 12.1.3 and the definition of bisimulation. (When applying the lemma, note that since $a \notin \bar{z}$, we have $a \in \text{dom}(\Delta)$; since $\Delta$ is closed, $\Delta(a)$ is a channel type.) The case where $P_1 \downarrow_a$ comes from an input action of $P_1$ is similar, using Lemma 12.1.2 in place of Lemma 12.1.3. (Note that if $P_1$ can perform an input at $a$, then $P_1$ can also perform an input at $a$ in which all channels received are fresh.)

We now show that $(\nu \bar{z} : \sigma_1 \bar{Z})(P_1 \mid \sigma_1 R)$ and $(\nu \bar{z} : \sigma_1 \bar{Z})(P_2 \mid \sigma_2 R)$ can match each other’s $\tau$-transitions. The move $(\nu \bar{z} : \sigma_1 \bar{Z})(P_1 \mid \sigma_1 R) \xrightarrow{\tau} A_1$ can come from a move of $P_1$ alone, from a move of $\sigma_1 R$ alone, from an interaction between $P_1$ and $\sigma_1 R$ where $P_1$ performs the input, or from an interaction between $P_1$ and $\sigma_1 R$ where $\sigma_1 R$ performs the input. The first two cases are simple; we only show the details of the last two cases. Below, $i$ ranges over \{1, 2\}, and we abbreviate $\bar{\Delta}, \bar{z} : \bar{Z}$ as $\Gamma$. We say that a variable $X$ is neutral for a substitution $\sigma$ if: (1) either $\sigma$ is not defined on $X$ or $\sigma(X) = X$; (2) for all $Y \neq X$ on which $\sigma$ is defined it holds that $X \notin TVars(\sigma(Y))$.

We assume that if a name has a type $\uparrow_i [X : V_i]$, then each $X \in X$ occurs free in $V_i$; this simplifies some steps of the proof, though the general case—where some $X \in X$ may not occur free in $V$—is conceptually the same.

Interaction where $P_1$ makes the input and $\sigma_1 R$ the output.

We have

$$P_1 \xrightarrow{a[P_1 \mid \bar{d}]} P'_1 \quad \sigma_1 R \xrightarrow{\nu \bar{z} : \bar{Z}} P_2 \xrightarrow{\tau} R_1$$

(18)
and $A_1 = (\nu \tilde{z} : \sigma_1 \tilde{Z})(\nu \tilde{x} : \tilde{S}_1)(P_1' | R_1)$. By Lemma 4.4, there are $S''$, $T''$ and $R''$ such that

$$R \xrightarrow{(\nu \tilde{x} : S'') a[T'' : \tilde{b}]} R''$$

with $\sigma_1 R'' = R_1$, $\sigma_1 T'' = \tilde{T}_1$, and $\sigma_1 S'' = \tilde{S}_1$. From (19) and Lemma 4.3,

$$\sigma_2 R \xrightarrow{(\nu \tilde{x} : \sigma_2 S'') a[\sigma_2 T'': \tilde{b}]} \sigma_2 R''.$$  

(20)

Moreover, by Lemma 4.1, $\sigma_i S''$ are closed types. From (19) and $\Gamma \vdash R$, by Theorem 5.1(3) $\Gamma, \tilde{x} : S'' \vdash R''$. From $\Gamma, \tilde{x} : S'' \vdash R$ (which comes from $\Gamma \vdash R$ and Lemma 3.1) and (19), by Lemma 12.1.4(1)

$$\Gamma, \tilde{x} : S'' \parallel \sigma_i \xrightarrow{a[\sigma_i T'': \tilde{b}]} \Gamma, \tilde{x} : S'' \parallel \sigma_i.$$  

(21)

From $P_1 \simeq_{\Gamma \parallel \sigma_1, \sigma_2} P_2$ and Lemma 12.2.3,

$$P_1 \simeq_{\Gamma, \tilde{x} : S'' \parallel \sigma_1, \sigma_2} P_2.$$  

(22)

From (22), (21), $\sigma_1 \tilde{T}_1 = \tilde{T}_1$, $P_1 \xrightarrow{a[\tilde{T}_1 : \tilde{b}]} P_1'$ and the definition of polymorphic bisimilar we infer that there are $T_2$ and $P_2'$ such that

$$\Gamma, \tilde{x} : S'' \parallel \sigma_2 \xrightarrow{a[\tilde{T}_2 : \tilde{b}]} \Gamma, \tilde{x} : S'' \parallel \sigma_2$$

and

$$P_2 \xrightarrow{a[\tilde{T}_2 : \tilde{b}]} P_2' \text{ and } P_2' \simeq_{\Gamma, \tilde{x} : S'' \parallel \sigma_2, \sigma_1} P_1.'$$

(23)

By Lemma 12.1.4(2), $\tilde{T}_2 = \sigma_2 \tilde{T}_1$. From this, (23), and (20), we infer

$$(\nu \tilde{z} : \sigma_2 \tilde{Z})(P_2 | \sigma_2 R) \xrightarrow{\tau} (\nu \tilde{z} : \sigma_2 \tilde{Z})(\nu \tilde{x} : \sigma_2 \tilde{S}_2)(P_2' | \sigma_2 R'').$$

Summarizing, we have proved that:

- $$(\nu \tilde{z} : \sigma_1 \tilde{Z})(P_1 | \sigma_i R) \xrightarrow{\tau} (\nu \tilde{z} : \sigma_i \tilde{Z})(\nu \tilde{x} : \sigma_i \tilde{S}_1)(P_1' | \sigma_i R''');$$

- $\Gamma, \tilde{x} : S'' \vdash R''';$

- $P_1' \simeq_{\Gamma, \tilde{x} : S'' \parallel \sigma_1, \sigma_2} P_2'.$

This shows that the pair

$$(\nu \tilde{z} : \sigma_1 \tilde{Z})(\nu \tilde{x} : \sigma_1 \tilde{S}_1)(P_1' | \sigma_1 R''), \ (\nu \tilde{z} : \sigma_2 \tilde{Z})(\nu \tilde{x} : \sigma_2 \tilde{S}_2)(P_2' | \sigma_2 R'')$$

is in $\mathcal{R}$ and concludes the case. **Interaction where $P_1$ makes the output and $\sigma_1 R$ the input.**

We have

$$P_1 \xrightarrow{(\nu \tilde{x} : S_1) a[\tilde{T}_1 : \tilde{b}]} P_1' \quad \sigma_1 R \xrightarrow{a[\tilde{T}_1 : \tilde{b}]} R_1$$

(24)
and

\[ A_1 = (\nu \bar{z} : \sigma_1 \bar{Z})(\nu \bar{x} : \bar{S}_1)(P'_1 \mid R_1). \]

(25)

By Lemma 4.4, also \( R \) can perform an input at \( a \), hence since \( \Gamma \vdash R \), the type of \( a \) in \( \Gamma \) is a channel type.

Since \( \sigma_1 \Gamma \vdash P_1, P_1 \xrightarrow{(\nu \bar{z} : \bar{S}_1)(\Gamma \bar{T}_1 \bar{b})} P'_1 \), and the type of \( a \) in \( \Gamma \) is a channel type, by Lemma 12.1.3 there are \( \Gamma' \) and \( \sigma'_1 \) such that

\[ \Gamma \parallel \sigma_1 \xrightarrow{(\nu \bar{z} : \bar{S}_1)(\Gamma \bar{T}_1 \bar{b})} \Gamma' \mid \sigma'_1 \]

with \( \sigma'_1 \Gamma' = \sigma \Gamma, \bar{x} : \bar{S} \). Since \( P_1 \simeq_{\Gamma[\sigma_1, \sigma_2]} P_2 \), there are \( \sigma'_2, \bar{S}_2, \bar{T}_2 \) and \( P'_2 \) such that

\[ \Gamma \parallel \sigma_2 \xrightarrow{(\nu \bar{z} : \bar{S}_2)(\Gamma \bar{T}_2 \bar{b})} \Gamma' \mid \sigma'_2 \quad \text{with} \quad \sigma'_2 \Gamma' = \sigma_2 \Gamma, \bar{x} : \bar{S}_2, \]

\[ P_2 \xrightarrow{(\nu \bar{z} : \bar{S}_2)(\Gamma \bar{T}_2 \bar{b})} P'_2 \]

and \( P'_1 \simeq_{\Gamma'[\sigma_1', \sigma_2']} P'_2 \). By clause (3a) of the definition of polymorphic bisimulation, there are \( \bar{S}' \) such that

\[ \Gamma' = \Gamma, \bar{x} : \bar{S}'. \]

Moreover, \( \sigma'_1 \bar{Z}_i = \sigma_i \bar{Z}_i \),

\[ \sigma_i R = \sigma_i R, \]

and, by Lemma 3.1, \( \Gamma' \vdash R \). Since \( \sigma'_1 \Gamma' = \sigma \Gamma, \bar{x} : \bar{S}_i \), it also holds that

\[ \sigma'_1 \bar{S}' = \bar{S}_i. \]

(28)

Let \( \Gamma(a) = \uparrow[X; \bar{V}] \) (we have shown above that \( \Gamma(a) \) is a channel type). We may assume \( \bar{X} \) neutral for \( \sigma_i \). We have \( (\sigma_i \Gamma)(a) = \uparrow[X; (\sigma_i \bar{V})] \). Since \( \sigma_i \Gamma \vdash P_i, P_i \xrightarrow{(\nu \bar{z} : \bar{S}_i)(\Gamma \bar{T}_i \bar{b})} P'_i \), and \( \sigma'_1 \Gamma' = \sigma_1 \Gamma, \bar{x} : \bar{S}_i \), by Theorem 5.1(3b) we infer

\[ (\sigma'_1 \Gamma')(\bar{b}) = \{ \bar{T}_i/\bar{X} \} \sigma_i \bar{V}. \]

(29)

As \( \Gamma'(a) = \Gamma(a) = \uparrow[X; \bar{V}] \), from the definition of the allow relation (rule \textsc{A-OUT}) we infer that there are \( \bar{W} \) such that

\[ \Gamma'(\bar{b}) = \{ \bar{W}/\bar{X} \} \bar{V}. \]

(30)

From this, (29), and \( \sigma'(\bar{V}) = \sigma(\bar{V}) \) (and because each \( X \in \bar{X} \) occurs free in \( \bar{V} \)),

\[ \sigma'_i \bar{W} = \bar{T}_i. \]

(31)

Therefore, using (31) and (27), we can rewrite the transition by \( R \) in (24) as

\[ \sigma'_1 R \xrightarrow{\sigma'_1 \bar{W}; \bar{b}} R_1 \]
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From which, applying Lemma 4.4, we infer that there is $R'$ such that

$$R \xrightarrow{a[\tilde{W};\tilde{b}]} R'$$

with $\sigma'_1 R' = R_1$ and, applying Lemma 4.3,

$$\sigma'_2 R \xrightarrow{a[\tilde{W};\tilde{b}]} \sigma'_2 R'$$

which is to say, by (31) and (27),

$$\sigma_2 R \xrightarrow{a[\tilde{W};\tilde{b}]} \sigma'_2 R' .$$

Further, from $\Gamma' \vdash R$, (32) and (30), using Theorem 5.1(2), we infer $\Gamma' \vdash R'$. Moreover, by Lemma 4.2, $\sigma'_i R'$ is type-closed. From (26), (28), and (33) we can now infer

$$(\nu \tilde{z} : \sigma_2 Z)(P_2 \mid \sigma_2 R) \xrightarrow{\tau} (\nu \tilde{z} : \sigma'_2 Z)(\nu \tilde{x} : \sigma'_2 \tilde{S})(P'_2 \mid \sigma'_2 R').$$

Summarizing, we have obtained that for $\Gamma' = \Gamma, \tilde{x} : \tilde{S}$:

- $\Gamma' \vdash R'$;
- $\sigma'_i R'$ is type-closed;
- $(\nu \tilde{z} : \sigma_1 Z)(P_1 \mid \sigma_1 R) \xrightarrow{\tau} (\nu \tilde{z} : \sigma'_1 Z)(\nu \tilde{x} : \sigma'_1 \tilde{S})(P'_1 \mid \sigma'_1 R')$;
- $P'_1 \simeq_{\Gamma'\{\sigma_1, \sigma'_1\}} P'_2$.

This proves that the pair

$$\left((\nu \tilde{z} : \sigma'_1 Z)(\nu \tilde{x} : \sigma'_1 \tilde{S})(P'_1 \mid \sigma'_1 R'), (\nu \tilde{z} : \tilde{z} \sigma'_2)(\nu \tilde{x} : \sigma'_2 \tilde{S})(P'_2 \mid \sigma'_2 R')\right)$$

is in $\mathcal{R}$ and concludes the case.

\[\square\]

12.5.2 **Theorem [Soundness of labeled bisimilarity wrt. barbed equivalence]**: If $P_1 \simeq_\Delta P_2$, then $P \sim_\Delta Q$.

**Proof:** If $P_1 \simeq_\Delta P_2$, then by Lemma 12.2.3, also $P_1 \simeq_\Gamma P_2$, for all extensions $\Gamma$ of $\Delta$. By Lemma 12.5.1, we infer $P \mid R \simeq_\Gamma Q \mid R$, for all typed-closed $R$ such that $\Gamma \vdash R$. We therefore conclude that $P \sim_\Delta Q$. \[\square\]

13 **Applications of Labeled Bisimilarity**

We illustrate the labeled bisimilarity developed in the previous section by applying it to the examples from Sections 7 and 8.
13.1 Boolean ADTs

We begin by applying the labeled bisimulation technique (and its associated up-to techniques) to derive a proof of the equality between the two implementations \( B_1 \) and \( B_2 \) of a boolean ADT package discussed in the introduction and in Section 7.

The proof in Section 7 uses 5 infinite relations \( \mathcal{R}_i \). Using labeled bisimulation techniques, each relation \( \mathcal{R}_i \) collapses down to a finite number of elements—sometimes a singleton, and at most 4 elements. Below are the definitions of the new \( \mathcal{R}_i \). Processes \( B_i, T_i, F_i, IF_i \) are defined as in Section 7. We abbreviate \( \Gamma, t:X, f:X, test:Z[X, \uparrow[]], \uparrow[[\ ]], \uparrow[[\ ]]] \) as \( \Gamma_i \), and \{\text{Bool}/X\} as \( \sigma \). We use \( \text{id} \) for the identity substitution; we silently “garbage-collect” parallel compositions with process 0.

- \( \mathcal{R}_1 \) contains the tuple \( (\Gamma \circ B_1 \circ \text{id} \circ B_2 \circ \text{id}) \).
- \( \mathcal{R}_2 \) contains the tuple \( (\Gamma \circ T_1 \mid F_1 \mid IF_1 \circ \sigma \circ T_2 \mid F_2 \mid IF_2 \circ \sigma) \).
- \( \mathcal{R}_3 \) contains the 4 tuples
  \[
  \begin{align*}
  (\Gamma', c:[] & \circ T_1 \mid F_1 \mid \overline{h}[c, d] \circ \sigma \circ T_2 \mid F_2 \mid \overline{h}[d, c] \circ \sigma) \\
  (\Gamma', c:[] & \circ T_1 \mid F_1 \mid \overline{h}[c, c] \circ \sigma \circ T_2 \mid F_2 \mid \overline{h}[c, c] \circ \sigma)
  \end{align*}
  \]
  for \( h \in \{t, f\} \).
- \( \mathcal{R}_4 \) contains the 2 tuples
  \[
  \begin{align*}
  (\Gamma', c:[] & \circ T_1 \mid \overline{c}[] \circ \sigma \circ T_2 \mid \overline{c}[] \circ \sigma) \\
  (\Gamma', c:[] & \circ \overline{c}[] \circ \sigma \circ \overline{c}[] \circ F_2 \circ \sigma).
  \end{align*}
  \]
- \( \mathcal{R}_5 \) contains the 2 tuples
  \[
  (\Gamma' \circ N_1 \circ \sigma \circ N_2 \circ \sigma)
  \]
  where either \( N_i = T_1 \) or \( N_i = F_1 \) \((i \in \{1, 2\})\).

We sketch the proof that the union of these \( \mathcal{R}_i \) is a polymorphic bisimulation up to injective substitutions and up to weakening.

\( \mathcal{R}_1 \): The processes in \( \mathcal{R}_1 \) have only one possible transition (up to an injective substitution); namely, abbreviating \( \uparrow[[\text{Bool}], \uparrow[[\ ]], \uparrow[[\ ]]] \) as \( T \), the transitions:

\[
\begin{align*}
B_1 & \text{(\(\nu t: \text{Bool}, f: \text{Bool}, \text{test}:T\))} \ast \text{getBoots}[\text{Bool}][t, f, \text{test}] & \rightarrow & T_1 \mid F_1 \mid IF_1 \\
B_2 & \text{(\(\nu t: \text{Bool}, f: \text{Bool}, \text{test}:T\))} \ast \text{getBoots}[\text{Bool}][t, f, \text{test}] & \rightarrow & T_2 \mid F_2 \mid IF_2.
\end{align*}
\]

Their actions are identical, and allowed by the closure \( \Gamma \parallel \text{id} \), for we have:

\[
\Gamma \parallel \text{id} \text{(\(\nu t: \text{Bool}, f: \text{Bool}, \text{test}:T\))} \ast \text{getBoots}[\text{Bool}][t, f, \text{test}] \rightarrow \Gamma^\prime \mid \sigma.
\]

The derivative processes and closure form the tuple of \( \mathcal{R}_2 \).
\( R_2: \) Process \( T_1 \mid F_1 \mid IF_1 \) has several possible transitions, including

\[
T_1 \mid F_1 \mid IF_1 \xrightarrow{\{c,d\}} \overline{c} \mid F_1 \mid IF_1 \quad (\text{for all } c, d),
\]

\[
T_1 \mid F_1 \mid IF_1 \xrightarrow{f[c,d]} T_1 \mid \overline{c} \mid IF_1 \quad (\text{for all } c, d),
\]

\[
T_1 \mid F_1 \mid IF_1 \xrightarrow{\text{test}[h,c,d]} T_1 \mid F_1 \mid \overline{h}[c,d] \quad (\text{for all } h, c, d).
\]

However, only the transitions of the form

\[
T_1 \mid F_1 \mid IF_1 \xrightarrow{\text{test}[t,c,d]} T_1 \mid F_1 \mid \overline{t}[c,d] \quad (\text{for all } c, d \notin \text{dom}(\Gamma'))
\]

\[
T_1 \mid F_1 \mid IF_1 \xrightarrow{\text{test}[f,c,d]} T_1 \mid F_1 \mid \overline{f}[c,d] \quad (\text{for all } c, d \notin \text{dom}(\Gamma'))
\]

are allowed by the closure \( \Gamma' \parallel \sigma \), as for all \( c, d \notin \text{dom}(\Gamma') \) and for \( h \in \{t, f\} \) we have:

\[
\Gamma' \mid \sigma \xrightarrow{\text{test}[h,c,d]} \Gamma' \mid c \upharpoonright [], d \upharpoonright \parallel \sigma.
\]

Therefore, by definition of polymorphic bisimulation, it suffices to show that process \( T_2 \mid F_2 \mid IF_2 \) matches transitions (34) and (35). The matching transition for (34) (transition (35) can be handled similarly) is

\[
T_2 \mid F_2 \mid IF_2 \xrightarrow{\text{test}[t,c,d]} T_2 \mid F_2 \mid \overline{t}[d,c]
\]

as, by (36) this action is allowed by \( \Gamma' \parallel \sigma \) and, up to an injective substitution on names,

\[
(\Gamma', c \upharpoonright [], d \upharpoonright \circ T_1 \mid F_1 \mid \overline{h}[c,d] \circ \sigma \circ T_2 \mid F_2 \mid \overline{h}[d,c] \circ \sigma) \in R_3.
\]

By contrast, the process \( T_2 \mid F_2 \mid IF_2 \) cannot match the other transitions of \( T_1 \mid F_1 \mid IF_1 \), and this is the reason why the two processes are not equated by the ordinary labeled bisimilarity of the \( \pi \)-calculus. In the polymorphic bisimulation, these additional transitions are not taken into account because their corresponding actions are not allowed by closure \( \Gamma' \parallel \sigma \).

\( R_3: \) A process like \( T_1 \mid F_1 \mid \overline{t}[c,d] \) has several possible transitions, including input transitions emanating from \( T_1 \) and \( F_1 \), the output transition

\[
T_1 \mid F_1 \mid \overline{t}[c,d] \xrightarrow{\overline{t}[c,d]} T_1 \mid F_1
\]

and the \( \tau \) transition

\[
T_1 \mid F_1 \mid \overline{t}[c,d] \xrightarrow{\tau} \overline{c} \mid F_1.
\]

However, the closure \( \Gamma' \mid c \upharpoonright [], d \upharpoonright \parallel \sigma \) only allows the \( \tau \)-action in (37), and this is matched by \( T_1 \mid F_1 \mid \overline{t}[d,c] \) thus

\[
T_2 \mid F_2 \mid \overline{t}[d,c] \xrightarrow{\tau} \overline{c} \mid F_2
\]

as (weakening \( \Gamma' \mid c \upharpoonright [], d \upharpoonright \)) to \( \Gamma' \mid c \upharpoonright [] \), we have

\[
(\Gamma' \mid c \upharpoonright [] \circ \overline{c} \mid F_1 \circ \sigma \circ \overline{c} \mid F_2 \circ \sigma) \in R_4.
\]

The transitions from process \( T_1 \mid F_1 \mid \overline{t}[c,d] \) can be handled similarly.
$\mathcal{R}_4$: Only the output transition

$$N_1 | \overline{c}] \xrightarrow{c} N_1$$

is allowed by the closure $\Gamma', c:\top[] | \sigma$

$$\Gamma', c:\top[] | \sigma \xrightarrow{c} \Gamma', c:\top[] \parallel \sigma'.$$

The above transition can be matched by $N_2 | \overline{c}]$, by consuming the same output prefix $\overline{c}]$. The resulting derivatives yield, up to weakening, the tuple $(\Gamma' \circ N_1 \circ \sigma \circ N_2 \circ \sigma)$, which is in $R_5$.

Note that in the case of $\mathcal{R}_2$, due to the up-to injective substitutions technique, we need not consider all possible choices of names $c, d$: one such choice suffices. (Similarly, in the case of $R_1$ for the choice of names $t, f$ and test.) Without the up to injective substitution technique, the relations $\mathcal{R}_2$ to $\mathcal{R}_5$ would all be infinite.

### 13.2 Symbol Tables

The labeled bisimulation technique can also be used to simplify the relations needed for proving the behavioural equality between the two symbol table implementations of Section 8. We omit the details, since the simplifications to the relations $R_i$ of Section 8, as well as the proof that the union of the resulting relations is a polymorphic bisimulation up to injective substitutions and weakening, are similar to those for the boolean package example. We give just the new definition of $\mathcal{R}_2$, using the same notation as in Section 8.

- $\mathcal{R}_2$ contains all tuples of the form

  $$(\Gamma, \text{ins}^{\toperten}[:\text{String}^{\toperten}[:\top[[]], eq^{\toperten}[:\text{X}, \text{X}^{\toperten}[:\top[[]]], u_1 : \text{X}, \ldots, u_m : \text{X} \circ \text{Loop}_1 \mid \prod_{j=1}^m \text{!} \text{t}_j \circ \text{S/} \text{X} \circ \text{Loop}_2(B, n) \mid \prod_{j=1}^m \text{!} n_j \circ \text{T/} \text{X}})$$

where

$$B \overset{\text{def}}{=} \{(s_i, i) : 0 \leq i < n\}$$

subject to the conditions

$$m, n \geq 0$$

$$\{s_i : 0 \leq i < n\} = \{t_j : 1 \leq j \leq m\}$$

for all $1 \leq j \leq m$ it holds that $0 \leq n_j < n$

for all $1 \leq j_1, j_2 \leq m$ it holds that $t_{j_1} = t_{j_2}$ iff $n_{j_1} = n_{j_2}$.  
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14 Related Work

In the pi-calculus types are assigned to names; this contrasts with the lambda-calculus, where types are assigned to terms and hence provide us with an abstract view of their behaviour. There is however a close correspondence between lambda-calculus and pi-calculus types. As first noted by Turner [Tur95], Milner’s translations of untyped lazy and call-by-value lambda-calculi can be extended to translations of typed lambda-calculi, by defining a mapping from lambda-calculus types to pi-calculus types. The correspondence roughly goes as follows. The translation of a lambda-term is a pi-calculus process in which a special name, often called the location, is chosen for interactions with the external environment. For instance, the translation of a lambda-abstraction \( \lambda x.M \) receives its argument along the location name. (Something similar occurs in the translation of data values, as hinted in Section 1 where name \( b \) is the location of the boolean \( True \) and \( False \).) In the translation of typed lambda-calculi, the type of a lambda-term becomes the type of its location name. Such correspondences on types can be established when translating functional, object-oriented, imperative languages [PS93, Kob98, San98a, RS99] (in the case of imperative languages, processes play the role of commands; as the processes of the pi-calculus, so the commands of imperative languages have all the same type). [San98b] is a survey paper on the representation of functions (typed and untyped) as processes.

A process model that, like the lambda-calculus, assigns types to terms, is Abramsky and colleagues’s Interaction Categories [AGN95]. In Interaction Categories, objects are types, morphisms are processes respecting those types, and composition is process interaction. Interaction Categories have been used to give the semantics to data-flow languages such as Lustre and Signal, and to define classes of processes that are deadlock-free in a compositional way. It is not clear at present how Interaction Categories can handle process mobility and distribution.

The basic metatheory of the polymorphic pi-calculus has been studied by Turner [Tur95], who also shows a strong correspondence between the polymorphic pi- and lambda-calculi by demonstrating that Milner’s translations of lambda-terms into untyped pi-calculus both preserve and reflect polymorphic typing. Process calculi with weaker ML-style polymorphism have been developed by Gay [Gay93] and Vasconcelos and Honda [VH93]. A rather different style of system is considered by Liu and Walker [LW95]; here, polymorphism arises not from type quantification, but by explicitly declaring the possible set of types of values that a given channel may carry. Typing itself does not guarantee absence of run-time errors; for this a notion of consistent type is separately introduced.

Many other type systems have been proposed for process calculi. One that particularly invites comparison with the present system is the pi-calculus with input/output modalities developed by the present authors [PS93], in which the capabilities of reading and writing on channels are distinguished and may be passed separately from one process to another. There, as in the present work, the main focus is on the effect of refined typings on behavioral equivalences; the main result is that imposing a natural directionality on the use of channels in one of Milner’s encodings of the call-by-value lambda-calculus into the pi-calculus allowed us to prove that the encoding preserved beta-reduction, which is not true in the untyped case. I/O modalities, together with variant types, have also been used to prove the adequacy of a translation of a typed object-oriented language into \( \pi \)-calculus [San98a].

One difference between the way capabilities are restricted by polymorphism and by I/O modalities is that, with the latter, capabilities that are lost can never be recovered. By contrast, in the polymorphic system the capabilities on a channel can increase and decrease: for instance, we may pass it to the outside world in such a way that the receiver has no capabilities, but when it is passed back to us it recovers its hidden capabilities (we saw this phenomenon, for example, with
the channels $t$ and $f$ in the boolean package of Section 7).

I/O modalities can be cleanly integrated with polymorphism: for example, a variant of the polymorphic pi-calculus with I/O modalities (as well as higher-order polymorphism) forms the core of the Pict programming language [PT97].

Another class of pi-calculus type systems for which behavioral consequences have been studied are those based on linear typing [Hon93, KPT96, Hon96]. The crucial observation here is that, in the absence of global operators such as general choice, a communication occurring on a linear ("use-once") channel can never interfere with any other communication, and hence preserves the weak bisimilarity class of the process. Thus, like I/O modalities and polymorphism, linear typing not only leads to a coarser equivalence on processes (validating program transformations such as tail-call optimization), but also enables more powerful forms of algebraic reasoning about equivalence. The basic mechanisms of linearity have more recently been extended to type systems capable of guaranteeing properties such as deadlock freedom in certain cases [Yos96, Kob98].

The basic intuition behind the notion of parametricity, introduced by Strachey [Str67] and refined by Reynolds [Rey74] and others, is that a polymorphic function is parametric if its behavior is independent of (or uniform in) the type at which it is instantiated. This intuition can be phrased either intensionally — a parametric polymorphic function executes the same algorithm regardless of its type parameter — or extensionally, using Reynolds’s notion of relational parametricity [Rey83], which expresses the uniformity of behavior of polymorphic expressions in a convenient extensional form by showing how the externally observable behaviors of different instances of a polymorphic expression are “related” in a precise way. We have adopted an intensional point of view in this paper, observing that the “abstractness” of type parameters is preserved during the evolution of a process and using this to infer behavioral properties of unknown processes; but an extensional approach would also be of interest. The main difficulty to be overcome here is that, because of the “information leakage” phenomena discussed in Section 9, it is not easy to define what it means for two instances of a process expression to be “given related inputs” or what it means for the two instances to “behave in related ways.” Nor, for the same reasons, is it clear whether a more extensional account of parametricity for the pi-calculus would be much more useful than the operational one we’ve developed here. (For instance, it is not clear what relational parametricity would mean in the first example of Section 9: the behavior of the function $f$ has discontinuity points (for $r = g$ and $x = y$) and therefore $f$ does not obviously map related arguments into related results. Yet $f$ is still polymorphic, in Strachey’s sense of “uniform behavior.”) As far as we know, this problem has not yet been tackled satisfactorily in the lambda-calculus either, though recent work by Pitts [Pit96, PS96, Pit98b, Pit98a] and Lassen on operational accounts of parametricity may be relevant.

Our proof techniques based on polymorphic types yield proofs of equivalence between processes whose untyped behaviors have incomparable sets of traces. Proof techniques with this property are rare in the literature. Perhaps the best known is Larsen’s relativized bisimulation [Lar87]; indeed, our method can be seen as a disciplined instance of Larsen’s, in which one uses types to express constraints on the behaviors of the observers, rather than explicitly writing all their possible behaviors. Types allow a more compact representation of the constraints, and hence proof techniques that—we hope—are easier to use and more amenable to computer-aided verification.

Another proof technique in which a typed equivalence permits comparisons of processes with incomparable sets of traces was developed by Yoshida [Yos96] (cf. her Proposition 5.15 and its use in Section 7). That work uses a type system where types have a graph structure to prove the full abstraction of an encoding of the polyadic $\pi$-calculus into the monadic calculus. Graphs allow expressing sophisticated communication protocols among processes, but introduce some com-
plications in the typing rules and in the type checking. As the type systems with linearity and polymorphism, so in Yoshida’s system a transition of a process may cause significant modifications in the type environment for that process. But the two techniques are fundamentally similar in the sense that both encode non-trivial constraints on process behavior using types, both employ a labeled transition relation to track changes in these types, and both develop reasoning methods based on subject reduction.

15 Other Behavioral Equivalences

The behavioral equivalences that we have considered in this paper are strong: a transition of a process is always matched by exactly one transition by a bisimilar process. Weak behavioral equivalences abstract away from the number of internal interactions that the two processes may need to match each other’s external actions. Weak versions of the equivalences defined in this paper can be obtained in the standard way. Let $\Rightarrow$ be the reflexive and transitive closure of $\rightarrow$, let $\Rightarrow^*$ be $\Rightarrow \cup \{\epsilon\}$ (the composition of the three relations), and let $\Downarrow^*$ be $\Rightarrow^* \cup \{\epsilon\}$. Then weak barbed $\Delta$-bisimulation, written $\approx_\Delta$, is defined by replacing, in clause 1 of Definition 6.1, the transition $Q \rightarrow Q'$ with $Q \Rightarrow Q'$ and the predicate $Q \Downarrow a$ with $Q \Downarrow^* a$, and symmetrically in clause 2. Weak barbed $\Delta$-equivalence, written $\simeq_\Delta$, is defined by replacing $\sim_\Gamma$ with $\approx_\Gamma$. Weak polymorphic bisimulation is defined by an analogous modification of Definition 12.2.2: in clause 1, transition $P_2 \rightarrow P'_2$ becomes $P_2 \Rightarrow P'_2$; in clauses 2 and 3, $P_2 \mu P'_2$ becomes $P_2 \Rightarrow^* P'_2$. The extension to the weak case of the results in the paper, such as the congruence properties of barbed equivalence (except, as is usual for weak bisimilarities, the congruence with respect to summation) and the soundness of polymorphic bisimilarity, is straightforward.

We believe that our proof techniques can be adapted to forms of contextually defined behavioral equivalences other than barbed equivalence. Indeed, the choice of behavioral equivalence seems to be quite an orthogonal issue. We briefly discuss some other equivalences.

Honda and Yoshida’s maximum sound theory [HY95] roughly differs from barbed equivalence in that the quantification on contexts is placed inside the definition of bisimilarity, rather than outside. We see no technical difficulty in adapting our proof techniques to this equivalence, with the exception of the weak version of polymorphic bisimulation, for whose soundness some modifications would be need (technically speaking, we should take the dynamic version [MS92b] of polymorphic bisimulation).

The definition of may testing equivalence [DH84, Hen88, BD92] is similar to that of weak barbed equivalence, but the bisimulation game on interactions is removed. In the definition of must testing in addition, the observability predicates $P \Downarrow a$ indicate the guarantee, rather than the possibility, that $P$ will react at $a$. To adapt our first proof technique for barbed equivalence (Sections 7 and 8) to may and must testing, we would replace the co-inductive reasoning on the possible interactions of processes by inductive reasoning on the length of sequences of interactions that lead to a state in which an observability predicate holds. Weak polymorphic bisimulation would still be a sound technique for may testing; to make it sound for must testing, divergence should be taken into account, following Walker [Wal88]. The idea of polymorphic bisimulation in Section 12 can also be integrated with the definition of trace equivalence, which would yield another proof technique for may testing without context quantification.
16 Conclusions

We have investigated the behavioral consequences of polymorphism in a concurrent setting, studying the constraints that polymorphism imposes on well-typed processes and observing some surprising and subtle issues due to the interaction between polymorphism and aliasing—both in concurrent languages such as pi-calculus and in sequential languages such as ML. We have presented two proof techniques for establishing behavioral equivalence between polymorphic processes and illustrated their applications on some small, but nontrivial, examples.

Polymorphism is popular in programming languages, but proof techniques for reasoning about polymorphic terms are rare. The best known techniques are based on Reynolds's relational parametricity. The examples and the discussions in Section 9 and 14 suggest that relational parametricity is not obviously portable onto higher-order languages with side effects, not even sequential languages such as ML. The proof techniques proposed in this paper are, to our knowledge, the first for polymorphic concurrent languages. Combined with encodings of typed lambda-calculi into the pi-calculus—extending Turner's encoding of the polymorphic lambda-calculus [Tur95]—the techniques may also be useful for reasoning about sequential languages. We are not aware of other behavioral techniques for higher-order sequential polymorphic languages with aliasing.

More generally, developing proof techniques for higher-order languages with aliasing has proved a difficult task even when the language is not polymorphic. For instance, it may be difficult to prove that a bisimilarity is a congruence relation. The pi-calculus, as a name-passing calculus, is not syntactically higher-order (the values exchanged in communications do not contain terms), but it is semantically higher-order, as witnessed by embeddings of lambda-calculi and higher-order process calculi [Mil90, San92]. As a consequence, proof techniques developed for the pi-calculus may be useful on other higher-order languages, either by directly applying the technique to the language, or indirectly, by translating the language into the pi-calculus.

The ideas presented in this paper have also inspired proof techniques for subtype polymorphism [BS98] and for cryptography [BDF99] in pi-calculus-related languages.

The proof methods we have proposed are quite manual, but may represent first steps towards more automatic, computer-aided methods. The integration of the labeled bisimilarity of Section 12 with existing tools for automatic or semi-automatic verification on pi-calculus processes, such as the Mobility Workbench [VM94] or Hirschkoff's environment based on the theorem prover COQ [Hir97], appears challenging but promising. By contrast, the technique for barbed equivalence in Sections 7 and 8 does not seem to fit a fully automatic tool such as the Mobility Workbench, though a theorem prover implementation like Hirschkoff's might be feasible.

Acknowledgements

We are grateful to David N. Turner for early conversations on polymorphic bisimulation; to Peter O'Hearn, Andy Pitts, and Jon Riecke, for insights about parametricity and aliasing; and to the members of the the Cambridge Interruption Club for general discussions of polymorphism in the pi-calculus. Comments from Gerard Boudol, Ole Jensen, Uwe Nestmann, Andy Pitts, Peter Sewell, Perdita Stevens, David Turner, and the anonymous referees for POPL and JACM helped us improve earlier drafts.

This work was mostly completed while Pierce was at the Computer Lab, University of Cambridge, and supported by EPSRC grant number GR/K 38403; it was completed with the aid of NSF Career grant CCR-9701826, Principled Foundations for Programming with Objects. Sangiorgi was supported by the CNET project Modélisation de Systèmes Mobiles.
References


