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Abstract

We present a class of path constraints of interest in connection with both structured and semistructured databases, and investigate their associated implication problems. These path constraints are capable of expressing natural integrity constraints that are not only a fundamental part of the semantics of the data, but are also important in query optimization. We show that, despite the simple syntax of the constraints, the implication problem for the constraints is r.e. complete and the finite implication problem for the constraints is co-r.e. complete. Indeed, we establish the existence of a conservative reduction of the set of all first-order sentences to the path constraint language.

1 Introduction

Path inclusion constraints have been studied in [5] in the context of semistructured data. Consider the following object-oriented schema:

```java
class student{
    Name: string;
    Taking: set(course);
}
class course{
    CName: string;
    Enrolled: set(student);
}
Students: set(student);
Courses: set(course);
```
in which we assume that the declarations Students and Courses define (persistent) entry points into the database. As it stands, this declaration does not provide full information about the intended structure. Given such a database we would expect the following informally stated constraints to hold:

---
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That is, any course taken by a student must be a course that occurs in the database extent of courses and any student enrolled in a course must be a student that similarly occurs in the database. We shall call such constraints **extent constraints**.

We might also expect an inverse relationship to hold between Taking and Enrolled. Object-oriented databases differ in the ways they enable one to state and enforce extent constraints and inverse relationships. Compare, for example, O2 [6] and ObjectStore [21]. The presence of such constraints is important both for database and for query optimization.

Let us develop a more formal notation for describing such constraints. To do this we borrow an idea that has been exploited in the semistructured data models (e.g., [26, 11, 4, 25, 22]) of regarding semistructured data as an edge-labeled graph. The database consists of two sets, and we express this by a root node \( r \) with edges emanating from it that are labeled either Students or Courses. These connect to nodes that respectively represent students and courses which have edges emanating from them that respectively describe the structure of students and courses. For example a student has a single Name edge connected to a string node, and multiple Taking edges connected to course nodes. See Figure 1 for an example of such a graph.

Using this representation of data we can examine certain kinds of constraints.

**Extent Constraints.** By taking edge labels as binary predicates, constraints of the form (a) and (b) above can be stated as:

\[
\forall c \ (\exists s \ (\text{Students}(r, s) \land \text{Taking}(s, c)) \rightarrow \text{Courses}(r, c))
\]

\[
\forall s \ (\exists c \ (\text{Courses}(r, c) \land \text{Enrolled}(c, s)) \rightarrow \text{Students}(r, s))
\]

These constraints are examples of “word constraints” studied in [5]; the implication problems for word constraints were shown to be decidable there.

**Inverse Constraints.** These are common in object-oriented databases [13]. With respect to our student/course schema, the inverse between Taking and Enrolled is expressed as:

\[
\forall s \ c \ (\text{Students}(r, s) \land \text{Taking}(s, c) \rightarrow \text{Enrolled}(c, s))
\]

\[
\forall c \ s \ (\text{Courses}(r, c) \land \text{Enrolled}(c, s) \rightarrow \text{Taking}(s, c))
\]
Such constraints cannot be expressed as word constraints or even by the more general path constraints given in [5].

**Local Database Constraints.** In database integration it is sometimes desirable to make one database a component of another database, or to build a “database of databases”. Suppose, for example, we wanted to bring together a number of student/course databases as described above. We might write something like:

```java
class School-DB{
    DB-identifier: string;
    Students: set(student); // as defined above
    Courses: set(course); // as defined above
}

Schools: set(School-DB);
```

Now we may want certain constraints to hold on components of this database. For example, the “extent constraints” described above now hold on each member of the Schools set. Here we refer to a component database such as a member of the set Schools as a local database and its constraints as local database constraints. Extending our graph representation by adding Schools edges from the new root node to the roots of local databases, the local extent constraints are:

\[
\forall d c \ (Schools(r,d) \land \exists s \ (Students(d,s) \land Taking(s,c)) \rightarrow Courses(d,c))
\]

\[
\forall d s \ (Schools(r,d) \land \exists c \ (Courses(d,c) \land Enrolled(c,s)) \rightarrow Students(d,s))
\]

Again, these cannot be stated as path constraints of [5].

These considerations give rise to the question whether there is a natural generalization of the constraints of [5] which will capture these slightly more complicated forms. Here we consider a class of path constraints of either the form

\[
\forall x y \ (\alpha(r,x) \land \beta(x,y) \rightarrow \gamma(x,y)),
\]

or the form

\[
\forall x y \ (\alpha(r,x) \land \beta(x,y) \rightarrow \gamma(y,x)),
\]

where \(\alpha(x,y) \ (\beta(x,y), \gamma(x,y))\) represents a path from node \(x\) to node \(y\).

This class of path constraints can be used to express all the constraints we have so far encountered. For semistructured data, in particular, this class of constraints is useful not only for optimizing navigational queries, but also for inferring structure (see [10, 24, 25] on this subject). Surprisingly, the implication problems for this mild generalization of word constraints are undecidable. However, certain restricted cases are decidable in semistructured databases, and these cases are sufficient to express at least the constraints we have described above. In this paper, we establish the undecidability of the implication problems for this class of path constraints. We defer to another paper [12] a full treatment of the decidability results.

**Related work**

The idea of representing data as an edge-labeled graph and using paths to specify navigational queries dates back to the early 1980s [23, 30]. Recently, the idea has been exploited and adapted to a variety of new database applications, ranging from querying object-oriented databases (e.g., XSQL [20], OQL-doc [3]) to querying semistructured data (e.g., UnQL [11], Lorel [4], WebSQL [22], STRUQL [16]).

There has also been work in constraint languages defined in terms of paths for structured data [28, 14, 8, 18, 29, 19] as well as for semistructured data [5]. A class of functional constraints, called
path functional dependencies, was proposed in [28, 14]. The axiomatizability and decidability of its associated unrestricted implication problem were established in [28, 8, 18]. This constraint language generalizes functional dependencies in the relational data model for semantic and object-oriented data models. It differs significantly from ours, which is a generalization of (unary) inclusion dependencies in the relational model for both structured and semistructured data.

In [29, 14], a class of constraints for specifying range restrictions associated with paths, called specialization constraints, was proposed for object-oriented data models. The axiomatizability and decidability of its associated implication problems were established in [19]. A specialization constraint asserts a type condition which is often specified by a schema. The central difference between specialization constraints and our path constraints is that specialization constraints are type constraints for a graph representing a schema, whereas our path constraints specify inclusion relations for a graph representing data. In particular, specialization constraints must be associated with a schema, whereas our path constraints are defined for both structured and semistructured data.

Closer to our work is the path inclusion constraint language introduced and investigated in [5]. A constraint in this language is an expression of the form \( p \subseteq q \) or \( p = q \), where \( p \) and \( q \) are regular expressions denoting paths in a graph representing semistructured data. In particular, if \( p \) and \( q \) are simply sequences of labels, the constraint is called a word constraint. A constraint \( p \subseteq q \) \((p = q)\) expresses the inclusion (equality) relation between the two sets of nodes reachable via \( p \) and \( q \). The decidability of the implication problems for the language was established in [5]. In addition, [5] also showed that word constraint implication is decidable in PTIME. This constraint language differs from ours in expressive power. On the one hand, the constraint language of [5] allows a more general form of path expressions than ours. On the other hand, it does not capture inverse constraints and local database constraints mentioned above, whereas these constraints can be expressed in our language. In short, our constraints language is a generalization of the class of word constraints given in [5].

The rest of the paper is organized as follows. Section 2 formally presents our path constraint language and identifies two of its fragments. Section 3 and 4 show that for each of the two fragments, the implication problem is r.e. complete and the finite implication problem is co-r.e. complete, and therefore establish the undecidability of the implication problems for our path constraint language.

2 Path Constraint Language \( P \)

In this section, we formalize the path constraints language, \( P \). We first present an abstraction of semistructured databases, and define the language \( P \) in terms of first-order logic. We then describe the implication problems for \( P \) and state the main results of the paper.

We assume the standard notions of sentences, models and implication used in first-order logic [15].

2.1 Abstraction of semistructured data

Semistructured data is usually represented as an edge-labeled (rooted) directed graph, e.g., in UnQL [11] and in OEM [26, 4, 25]. See [2] for a survey of semistructured data models. Along the same lines, here we use an abstraction of semistructured databases as (finite) first-order logic structures of signature

\[ \sigma = (r, E), \]

where \( r \) is a constant denoting the root and \( E \) is a finite set of binary relations denoting the edge labels.
2.2 Path constraints

A path, i.e., a sequence of labels, can be represented as a logic formula with two free variables.

**Definition 2.1:** A path is a formula \( \alpha(x, y) \) having one of the following forms:

- \( x = y \), denoted \( e(x, y) \) and called an *empty path*;
- \( K(x, y) \), where \( K \in E \); or
- \( \exists z(K(x, z) \land \beta(z, y)) \), where \( K \in E \) and \( \beta(z, y) \) is a path.

Here the free variables \( x \) and \( y \) denote the tail and head nodes of the path, respectively. We write \( \alpha(x, y) \) as \( \alpha \) when the parameters \( x \) and \( y \) are clear from the context.

The path constraint language \( P \) is formalized as follows.

**Definition 2.2:** A *path constraint* \( \varphi \) is an expression of either the *forward* form

\[
\forall x y (\alpha(r, x) \land \beta(x, y) \rightarrow \gamma(x, y)),
\]

or the *backward* form

\[
\forall x y (\alpha(r, x) \land \beta(x, y) \rightarrow \gamma(y, x)),
\]

where \( \alpha, \beta, \gamma \) are paths. The path \( \alpha \) is called the *prefix* of \( \varphi \). The paths \( \alpha, \beta \) and \( \gamma \) are denoted by \( pf(\varphi), lt(\varphi) \) and \( rt(\varphi) \), respectively.

The set of all path constraints is denoted by \( P \).

For example, all the path constraints presented in the last section are constraints in the set \( P \).

Next, we identify several special subclasses of \( P \).

We call a path constraint \( \varphi \) in \( P \) a *simple path constraint* if \( pf(\varphi) = e \). That is, \( \varphi \) is of either the form

\[
\forall y (\beta(r, y) \rightarrow \gamma(r, y)),
\]

or the form

\[
\forall y (\beta(r, y) \rightarrow \gamma(y, r)).
\]

The set of all simple path constraints is denoted by \( P_s \).

A proper subclass of simple path constraints, called *word constraints* and denoted by \( P_w \), was introduced and investigated in [5]. A word constraint can be represented as

\[
\forall y (\beta(r, y) \rightarrow \gamma(r, y)),
\]

where \( \beta \) and \( \gamma \) are paths.

2.3 Path constraint implication

We next describe the implication problems for path constraints in \( P \).

We borrow the standard notations of models and implication from first-order logic [15]. For a \( \sigma \)-structure \( G \) and a constraint \( \varphi \) in \( P \), we use \( G \models \varphi \) to denote that \( G \) *satisfies* \( \varphi \) (i.e., \( G \) is a model of \( \varphi \)). For any finite subset \( \Sigma \cup \{ \varphi \} \) of \( P \), we use \( \Sigma \models \varphi \) to denote that \( \Sigma \) *implies* \( \varphi \). That is, for every structure \( G \), if \( G \models \Sigma \), then \( G \models \varphi \). Similarly, we use \( \Sigma \models_{f} \varphi \) to denote that \( \Sigma \) *finitely implies* \( \varphi \). That is, for every finite structure \( G \), if \( G \models \Sigma \), then \( G \models \varphi \).

The *implication problem* for \( P \) is the problem of determining, given any finite set \( \Sigma \cup \{ \varphi \} \) of sentences in \( P \), whether \( \Sigma \models \varphi \). The *finite implication problem* for \( P \) is the problem of determining, given any finite subset \( \Sigma \cup \{ \varphi \} \) of \( P \), whether \( \Sigma \models_{f} \varphi \).
As observed by [5], every word constraint (in fact, every simple path constraint) can be expressed by a sentence in two-variable first-order logic ($FO^2$), the fragment of first-order logic consisting of all relational sentences with at most two distinct variables. Recently, [17] has shown that the satisfiability problem for $FO^2$ is NEXPTIME-complete by establishing that any satisfiable $FO^2$ sentence has a model of size exponential in the length of the sentence. The decidability of the implication and finite implication problems for word constraints (and for simple constraints) follows immediately. In fact, [5] directly establishes (without reference to the embedding into $FO^2$) that the implication problems for word constraints are in PTIME.

In contrast to word constraint implication, both the implication and the finite implication problems for $P$ are undecidable. These undecidability results, which are the main results of the paper, are stated as follows.

**Theorem 2.1:** The implication problem for $P$ is r.e. complete, and the finite implication problem for $P$ is co-r.e. complete.

In fact, these results hold true for two proper subclasses of $P$. One of the subclasses, $P_f$, is the set of all the constraints of the forward form in $P$. The other, $P_+$, is the set

$$\{ \varphi \mid \varphi \in P, lt(\varphi) \neq \epsilon, rt(\varphi) \neq \epsilon \}.$$  

Note that $P_+$ is the largest subset of $P$ without equality.

For $P_+$ and $P_f$ we have the following theorems, from which Theorem 2.1 follows immediately.

**Theorem 2.2:** The implication problem for $P_+$ is r.e. complete, and the finite implication problem for $P_+$ is co-r.e. complete.

**Theorem 2.3:** The implication problem for $P_f$ is r.e. complete, and the finite implication problem for $P_f$ is co-r.e. complete.

We prove Theorem 2.2 and 2.3 in the next two sections.

### 3 The Implication Problems for $P_+$

In this section, we establish the undecidability of the implication and finite implication problems for $P_+$.

#### 3.1 Preliminaries

We first recall the definitions of two-register machines and conservative reduction classes from [1, 9].

#### 3.1.1 Two-register machines

A two-register machine (2-RM) $M$ consists of two registers $\text{register}_1, \text{register}_2$, and is programmed by a numbered sequence $I_0, I_1, \ldots, I_l$ of instructions. Each register contains a natural number.

An instantaneous description (ID) of $M$ is $(i, m, n)$, where $i \in [0, l]$, $m$ and $n$ are natural numbers. It indicates that $M$ is ready to execute instruction $I_i$ (or at “state $i$”) with $\text{register}_1$ and $\text{register}_2$ containing $m$ and $n$, respectively.

An instruction of $M$ is either an addition or a subtraction, which defines a relation $\rightarrow_M$ between IDs, described as follows:

- **addition**: $(i, rg, j)$, where $rg$ is either $\text{register}_1$ or $\text{register}_2$, $0 \leq i, j \leq l$. The semantics of the addition instruction is: at state $i$, $M$ adds 1 to the content of $rg$, and then goes to state
j. Accordingly:

\[(i,m,n) \rightarrow M \left\{ \begin{array}{ll}
(j,m+1,n) & \text{if } rg = register_1 \\
(j,m,n+1) & \text{otherwise}
\end{array} \right.\]

- **Subtraction:** \((i,rg,j,k)\), where \(rg\) is either \(register_1\) or \(register_2\), \(0 \leq i,j,k \leq l\). The semantics of the subtraction instruction is: at state \(i\), \(M\) tests whether the content of \(rg\) is 0, and if it is, then goes to state \(j\); otherwise \(M\) subtracts 1 from the content of \(rg\) and goes to the state \(k\). Accordingly:

\[(i,m,n) \rightarrow M \left\{ \begin{array}{ll}
(j,0,n) & \text{if } rg = register_1 \text{ and } m = 0 \\
(k,m-1,n) & \text{if } rg = register_1 \text{ and } m \neq 0 \\
(j,m,0) & \text{if } rg = register_2 \text{ and } n = 0 \\
(k,m,n-1) & \text{if } rg = register_2 \text{ and } n \neq 0
\end{array} \right.\]

The relation \(\rightarrow_M\) can be understood as a set of rewrite rules for IDs.

We use \(\Rightarrow_M\) to denote the reflexive and transitive closure of \(\rightarrow_M\). The relation of \(M\)-reachability \(C \Rightarrow_M D\) holds just in case \(M\), started from ID \(C\), reaches ID \(D\) by application of zero or more \(\rightarrow_M\) rewrite rules.

We will need the following definitions from [1, 9].

**Definition 3.1 [1, 9]:** Let \(X\) be a class of sentences. We write

- \(N(X)\) for the set of all *unsatisfiable* sentences in \(X\); that is,

\[N(X) = \{ \psi \mid \psi \in X, \psi \text{ does not have a model} \};\]

- \(F(X)\) for the set of all *finitely satisfiable* sentences in \(X\); that is,

\[F(X) = \{ \psi \mid \psi \in X, \psi \text{ has a finite model} \}.\]

We write \(FO\) for the set of all first-order sentences.

Recall the following well-known result [27]:

There is an effective partial procedure by which, given a sentence in \(FO\), we can test whether it has no model, a finite model, or only infinite models. The procedure terminates in the first two cases, but does not terminate in the last case.

We fix \(M_L\) to be a two-register machine with the following behavior (the existence of such a machine follows from the result just quoted. See [9] for additional discussions). The two-register machine \(M_L\) has two halting states: \((1,0,0)\) and \((2,0,0)\). For each \(\psi \in FO\), let \(m(\psi)\) be an appropriate encoding of \(\psi\) (a natural number) and \(C(\psi)\) the ID \((0,m(\psi),0)\) of \(M_L\). Started from \(C(\psi)\),

- \(M_L\) halts at \((1,0,0)\) iff \(\psi\) is not satisfiable;
- \(M_L\) halts at \((2,0,0)\) iff \(\psi\) has a finite model.

In other words, \(M_L\) has the following property. For \(i = 1,2\), let

\[H_{M_L,i} = \{ \psi \mid \psi \in FO, C(\psi) \Rightarrow_{M_L} (i,0,0) \}.\]

Then \(H_{M_L,1}\) is \(N(FO)\) and \(H_{M_L,2}\) is \(F(FO)\).

Here halting of \(M_L\) means that the ID sequence becomes constant when reaching a stop state. This stop condition can be assumed without loss of generality [9].
3.1.2 Conservative reductions

Recall the following definitions from [1, 9].

**Definition 3.2 [9]:** Let $X$ and $Y$ be recursive classes of sentences. A *reduction* from $X$ to $Y$ is a recursive function $f : X \rightarrow Y$ such that for any $\psi \in X$, $\psi$ is satisfiable iff $f(\psi)$ is satisfiable.

A *conservative reduction* from $X$ to $Y$ is a recursive function $f : X \rightarrow Y$ such that for any $\psi \in X$,

- $\psi$ is satisfiable iff $f(\psi)$ is satisfiable; and
- $\psi$ is finitely satisfiable iff $f(\psi)$ is finitely satisfiable.

A recursive class of sentences $X$ is a **conservative reduction class** if there exists a conservative reduction from $FO$ to $X$.

The *(finite) satisfiability problem* for a recursive class of sentences $X$ is the problem of determining, given any $\psi \in X$, whether $\psi$ has a *(finite) model.*

Obviously, if a recursive class of sentences $X$ is a conservative reduction class, then

- the satisfiability problem for $X$ is co-r.e. complete; and
- the finite satisfiability problem for $X$ is r.e. complete.

To show that a recursive subset $X$ of $FO$ is a conservative reduction class, it suffices to reduce $N(FO)$ and $F(FO)$ to $N(X)$ and $F(X)$, respectively. More precisely, we define the notion of semi-conservative reductions as follows.

**Definition 3.3 [9]:** Let $X$ and $Y$ be recursive classes of sentences. A *semi-conservative reduction* from $X$ to $Y$ is a recursive function $f : X \rightarrow Y$ such that

- $f(N(X)) \subseteq N(Y)$; and
- $f(F(X)) \subseteq F(Y)$.

**Lemma 3.1 [9]:** If there exists a semi-conservative reduction from $FO$ to a recursive subset $X$ of $FO$, then $X$ is a conservative reduction class.

3.2 Reduction from the halting problem for 2-RMs

We next show Theorem 2.2. It suffices to show that the set

$$S(P_+) = \{ \bigwedge \Sigma \land \neg \varphi \mid \varphi \in P_+, \Sigma \subseteq P_+, \Sigma \text{ is finite} \}$$

is a **conservative reduction class**. To establish the conservative reduction class property for $S(P_+)$, by Lemma 3.1, it suffices to show that there is a semi-conservative reduction from $FO$ to $S(P_+)$. We establish the existence of such a semi-conservative reduction by reduction from the halting problem for two-register machines. We first present an encoding of two-register machines by sentences in $P_+$, and then prove a reduction property of the encoding. Using this reduction property, we define a semi-conservative reduction from $FO$ to $S(P_+)$. 
3.2.1 Encoding

Let $M$ be a two-register machine. Assume that $M$ is programmed by

$$I_0, I_1, \ldots, I_l.$$  

We also assume that the set $E$ of binary relations in the signature $\sigma$ includes:

- the predicates encoding the states of $M$:
  - $K_0, K_1, \ldots, K_l,$
  - $K_0^-, K_1^-, \ldots, K_l^-;$

- the predicates encoding the contents of the registers (natural numbers):
  - $R_1^+, R_1^{-}$: to encode the successor and the predecessor of the contents of $register_1$;
  - $R_2^+, R_2^{-}$: to encode the successor and the predecessor of the contents of $register_2$;
  - $E_{01}, E_{01}^{-}$: to indicate that the content of $register_1$ is 0;
  - $E_{02}, E_{02}^{-}$: to indicate that the content of $register_2$ is 0;

- the predicates distinguishing $register_1$ from $register_2$:
  - $L_1, L_1^{-}$: to identify $register_1$;
  - $L_2, L_2^{-}$: to identify $register_2$; and
  - $L$: to identify the root $r$.

We now define the encoding as follows.

**Registers**

We encode the contents of the registers by $\Phi_N$, which is the conjunction of the path constraints of $P_+$ given below.

- **Successor, predecessor:**
  - $\phi_1 = \forall xy(L_1(r,x) \land R_1^+(x,y) \rightarrow R_1^{-}(y,x))$
  - $\phi_2 = \forall xy(L_1(r,x) \land R_1^{-}(x,y) \rightarrow R_1^+(y,x))$
  - $\phi_3 = \forall xy(L_2(r,x) \land R_2^+(x,y) \rightarrow R_2^{-}(y,x))$
  - $\phi_4 = \forall xy(L_2(r,x) \land R_2^{-}(x,y) \rightarrow R_2^+(y,x))$

  ($\phi_1, \phi_2, \phi_3$ and $\phi_4$ are constraints of the backward form.)
  - $\phi_5 = \forall x(L_1(r,x) \rightarrow \exists y(R_1^+(x,y) \land L_1^{-}(y,r)))$.
  - $\phi_6 = \forall x(L_2(r,x) \rightarrow \exists y(R_2^+(x,y) \land L_2^{-}(y,r)))$.

  ($\phi_5$ and $\phi_6$ are simple constraints of the backward form.)

- **Register identification:**
  - $\phi_7 = \forall x(\exists y(L_1(r,y) \land R_1^+(y,x)) \rightarrow L_1(r,x))$
  - $\phi_8 = \forall x(\exists y(L_1(r,y) \land R_1^{-}(y,x)) \rightarrow L_1(r,x))$
  - $\phi_9 = \forall x(\exists y(L_2(r,y) \land R_2^{+}(y,x)) \rightarrow L_2(r,x))$
  - $\phi_{10} = \forall x(\exists y(L_2(r,y) \land R_2^{-}(y,x)) \rightarrow L_2(r,x))$

  ($\phi_7, \phi_8, \phi_9$ and $\phi_{10}$ are simple constraints of the forward form.)
• States: for \( i \in [0, l] \),
  
  \[- \phi_{11}^{i} = \forall x y (L_1 (r, x) \land K_i (x, y) \rightarrow K_i^- (y, x)) \]
  \[- \phi_{12}^{i} = \forall x y (L_2 (r, x) \land K_i^- (x, y) \rightarrow K_i (y, x)) \]
  
  (\( \phi_{11}^{i} \) and \( \phi_{12}^{i} \) are constraints of the backward form.)

• Zeros:
  
  \[- \phi_{13} = \forall x y (L_1 (r, x) \land E_{01}^- (x, y) \rightarrow E_{01} (y, x)) \]
  \[- \phi_{14} = \forall x y (L_1 (r, x) \land E_{01}^- (x, y) \rightarrow L_r (r, y)) \]
  \[- \phi_{15} = \forall x y (L_r (r, x) \land E_{01} (x, y) \rightarrow E_{01} (r, y)) \]
  \[- \phi_{16} = \forall x (\exists z (L_1 (r, z) \land E_{01}^- (z, y) \land E_{02} (y, x))) \rightarrow E_{02} (r, x)) \]
  
  (\( \phi_{13} \) is a constraint of the backward form, \( \phi_{14}, \phi_{15} \) and \( \phi_{16} \) are simple constraints of the forward form.)

\[- \phi_{17} = \forall x (E_{01} (r, x) \rightarrow L_1 (r, x)) \]
\[- \phi_{18} = \forall x (E_{02} (r, x) \rightarrow L_2 (r, x)) \]

(\( \phi_{17} \) and \( \phi_{18} \) are simple constraints of the forward form.)

IDs

We encode each ID \( C = (i, m, n) \) of \( M \) by

$$\varphi_C = \forall x y (L_1 (r, x) \land (R_i^-)^m \cdot E_{01} \cdot E_{02} \cdot (R_i^+)^n (x, y) \rightarrow K_i (x, y)),$$

where

• \( \alpha \cdot \beta \) (abbreviation for \( \alpha (x, z) \cdot \beta (z, y) \)) stands for the concatenation of paths \( \alpha (x, z) \) and \( \beta (z, y) \), which is defined by:

$$\alpha (x, z) \cdot \beta (z, y) = \begin{cases} 
\beta (x, y) & \text{if } \alpha = \epsilon \\
\exists z (K (x, z) \land \beta (z, y)) & \text{if } \alpha = K \\
\exists u (K (x, u) \land (\alpha' (u, z) \cdot \beta (z, y))) & \text{if } \alpha (x, z) = \exists u (K (x, u) \land \alpha' (u, z))
\end{cases}$$

• \( (\alpha)^m \) stands for the \( m \)-time concatenation of \( \alpha \), which is defined by:

$$\begin{cases} 
\epsilon & \text{if } m = 0 \\
\alpha \cdot (\alpha)^{m-1} & \text{otherwise}
\end{cases}$$

It is easy to see that the constraint \( \varphi_C \) is in \( P_+ \). It has the forward form with \( pf (\varphi_C) = L_1 \), \( lt (\varphi_C) = (R_i^-)^m \cdot E_{01}^- \cdot E_{02} \cdot (R_i^+)^n \), and \( rt (\varphi_C) = K_i \).

Instructions

For each \( i \in [0, l] \), we encode the instruction \( I_i \) by \( \phi_{I_i} \) given below.

• Addition:

  - For \( (i, register_1, j) \), \( \phi_{I_i} \) is

    $$\phi_{I_i}^{i} = \forall x y (L_1 (r, x) \land \exists x' (R_i^- (x, x') \land K_i (x', y)) \rightarrow K_j (x, y)).$$

  Here \( \phi_{I_i}^{i} \) is a constraint of the forward form with \( pf (\phi_{I_i}^{i}) = L_1 \), \( lt (\phi_{I_i}^{i}) = R_i^- \cdot K_i \) and \( rt (\phi_{I_i}^{i}) = K_j \).
- For \((i, register_2, j), \phi_{t_i}\) is

\[
\phi_{t_2}^i = \forall x y (L_1(r, x) \land \exists y' (K_i(x, y') \land R_2^+(y', y)) \rightarrow K_j(x, y)).
\]

Here \(\phi_{t_2}^i\) is a constraint of the forward form with \(pf(\phi_{t_2}^i) = L_1, \ ut(\phi_{t_2}^i) = K_i \cdot R_2^+\) and \(rt(\phi_{t_2}^i) = K_j\).

- Subtraction:

  - For \((i, register_1, j, k), \phi_{t_i}\) is

\[
\phi_{t_1}^i = \phi_{t_1,0}^i \land \phi_{t_1,n}^i,
\]

where

\[
\phi_{t_1,0}^i = \forall x y (E_{01}(r, x) \land K_i(x, y) \rightarrow K_j(x, y)),
\]

and

\[
\phi_{t_1,n}^i = \forall x y (L_1(r, x) \land \exists x' (R_1^-(x, x') \land K(x', y)) \rightarrow K_k(x, y)).
\]

Here \(\phi_{t_1}^i\) is a conjunction of two constraints having the forward form. The first conjunct is a constraint with \(pf(\phi_{t_1,0}^i) = E_{01}, \ ut(\phi_{t_1,0}^i) = K_i\) and \(rt(\phi_{t_1,0}^i) = K_j\). In the second conjunct, \(pf(\phi_{t_1,n}^i) = L_1, \ ut(\phi_{t_1,n}^i) = R_1^+ \cdot K_i\) and \(rt(\phi_{t_1,n}^i) = K_k\).

  - For \((i, register_2, j, k), \phi_{t_i}\) is

\[
\phi_{t_2}^i = \phi_{t_2,0}^i \land \phi_{t_2,n}^i,
\]

where

\[
\phi_{t_2,0}^i = \forall x y (E_{02}(r, y) \land K_i^- (y, x) \rightarrow K_j(x, y)),
\]

and

\[
\phi_{t_2,n}^i = \forall x y (L_1(r, x) \land \exists y' (K_i(x, y') \land R_2^-(y', y)) \rightarrow K_k(x, y)).
\]

Here \(\phi_{t_2}^i\) is a conjunction of two constraints. The first conjunct is a constraint of the backward form with \(pf(\phi_{t_2,0}^i) = L_1, \ ut(\phi_{t_2,0}^i) = K_i^-\) and \(rt(\phi_{t_2,0}^i) = K_j\). The second conjunct is a constraint of the forward form with \(pf(\phi_{t_2,n}^i) = L_1, \ ut(\phi_{t_2,n}^i) = K_i \cdot R_2^-\) and \(rt(\phi_{t_2,n}^i) = K_k\).

The encoding of the program of \(M\) is \(\Phi_M = \bigwedge_{i=0}^t \phi_{t_i}\). Clearly, \(\Phi_M\) is a conjunction of path constraints in \(P_+\).

### 3.2.2 Reduction property

Now we show that the encoding above has the following reduction property.

**Proposition 3.2:** Let \(M\) be a two-register machine. For all IDs \(C\) and \(D\) of \(M\),

\[
C \Rightarrow_M D \iff \Phi_N \land \Phi_M \land \varphi_C \rightarrow \varphi_D \text{ is valid.}
\]

**Proof:**

1. Assume \(C \Rightarrow_M D\). We show that for each model \(G\) of \(\Phi_N \land \Phi_M \land \varphi_C\), \(G \models \varphi_D\). To show this, it suffices to show that for each natural number \(t\) and each ID \(E\) of \(M\), if \(E\) is reached by \(M\) in \(t\) steps starting from \(C\) (denoted \(C \Rightarrow_M^t E\)), then \(G \models \varphi_E\). We prove this by induction on \(t\).

   **Base case:** If \(t = 0\), then the claim holds since \(G \models \varphi_C\).

   **Inductive step:** Assume the claim for \(t\).

2. Assume \(C \not\Rightarrow_M D\). We show that for each model \(G\) of \(\Phi_N \land \Phi_M \land \varphi_C\), \(G \not\models \varphi_D\). To show this, it suffices to show that for each natural number \(t\) and each ID \(E\) of \(M\), if \(E\) is reached by \(M\) in \(t\) steps starting from \(C\) (denoted \(C \Rightarrow_M^t E\)), then \(G \not\models \varphi_E\). We prove this by induction on \(t\).

   **Base case:** If \(t = 0\), then the claim holds since \(G \not\models \varphi_C\).

   **Inductive step:** Assume the claim for \(t\).
Suppose that \( C \Rightarrow_{m}^{i} C_{1} \rightarrow_{M}^{i} E \), where \( C_{1} = (i, m, n) \), and \( C_{1} \rightarrow_{M}^{i} E \) stands for that \( E \) is reached by executing instruction \( I_{i} \) at \( C_{1} \). Then by the induction hypothesis, we have \( G \models \varphi_{C_{1}} \). That is

\[
G \models \forall x y (L_{1}(r, x) \land (R_{1}^{-})^{m} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(x, y) \rightarrow K_{i}(x, y)).
\]

We show that the claim holds for \( t + 1 \) for each case of \( I_{i} \), which has six cases in total.

**Case 1:** \( I_{i} = (i, \text{register}_{1}, j) \). In this case, \( E \) must be \((j, m + 1, n)\).

Suppose, for \textit{reductio}, that there exist \( a, b \in \langle G \rangle \), such that

\[
G \models L_{1}(r, a) \land (R_{1}^{-})^{m+1} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(a, b) \land \neg K_{j}(a, b),
\]

then there exists \( c \in \langle G \rangle \), such that

\[
G \models R_{1}^{-}(a, c) \land (R_{1}^{-})^{m} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(c, b).
\]

By \( \phi_{8} \) in \( \Phi_{N} \), we have \( G \models L_{1}(r, c) \). Thus by \( G \models \varphi_{C_{1}} \), \( G \models K_{i}(c, b) \). Hence

\[
G \models L_{1}(r, a) \land R_{1}^{-}(a, c) \land K_{i}(c, b).
\]

Thus by \( \phi_{1}^{i} \) in \( \Phi_{M} \), we have \( G \models K_{j}(a, b) \). This contradicts the assumption.

**Case 2:** \( I_{i} = (i, \text{register}_{2}, j) \). In this case, \( E \) must be \((j, m, n + 1)\).

Suppose, for \textit{reductio}, that there exist \( a, b \in \langle G \rangle \), such that

\[
G \models L_{1}(r, a) \land (R_{1}^{-})^{m} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n+1}(a, b) \land \neg K_{j}(a, b),
\]

then there exists \( c \in \langle G \rangle \), such that

\[
G \models (R_{1}^{-})^{m} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(a, c) \land R_{2}^{+}(c, b).
\]

By \( G \models \varphi_{C_{1}} \), we have \( G \models K_{i}(a, c) \). Hence

\[
G \models L_{1}(r, a) \land K_{i}(a, c) \land R_{2}^{+}(c, b).
\]

Thus by \( \phi_{2}^{i} \) in \( \Phi_{M} \), we have \( G \models K_{j}(a, b) \). This contradicts the assumption.

**Case 3:** \( I_{i} = (i, \text{register}_{1}, j, k) \) and \( m = 0 \). In this case, \( E \) must be \((j, 0, n)\).

Suppose, for \textit{reductio}, that there exist \( a, b \in \langle G \rangle \), such that

\[
G \models L_{1}(r, a) \land E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(a, b) \land \neg K_{j}(a, b),
\]

then by \( G \models \varphi_{C_{1}} \), we have \( G \models K_{i}(a, b) \). In addition, there exists \( c \in \langle G \rangle \), such that

\[
G \models L_{1}(r, a) \land E_{01}^{-}(a, c).
\]

By \( \phi_{13}, \phi_{14} \) and \( \phi_{15} \) in \( \Phi_{N} \), we have \( G \models E_{01}(r, a) \). Hence

\[
G \models E_{01}(r, a) \land K_{i}(a, b).
\]

Thus by \( \phi_{1}^{i} \) in \( \Phi_{M} \), we have \( G \models K_{j}(a, b) \). This contradicts the assumption.

**Case 4:** \( I_{i} = (i, \text{register}_{1}, j, k) \) and \( m = p + 1 \). In this case, \( E \) must be \((k, p, n)\).

Suppose, for \textit{reductio}, that there exist \( a, b \in \langle G \rangle \), such that

\[
G \models L_{1}(r, a) \land (R_{1}^{-})^{p} \cdot E_{01}^{-} \cdot E_{02} \cdot (R_{2}^{+})^{n}(a, b) \land \neg K_{k}(a, b),
\]
then by \( \phi_5 \) in \( \Phi_N \), there exists \( c \in |G| \), such that
\[
G \models L_1(r, a) \land R_1^+(a, c).
\]
By \( \phi_7, \phi_1 \) in \( \Phi_N \), we have \( G \models L_1(r, c) \land R_1^-(c, a) \). Hence
\[
G \models L_1(r, c) \land (R_1^-)^{p+1} \cdot E_0^- \cdot E_0^2 \cdot (R_2^+)^n(c, b).
\]
Thus by \( G \models \varphi_{C_1} \), \( G \models K_i(c, b) \). Hence
\[
G \models L_1(r, a) \land R_1^+(a, c) \land K_i(c, b).
\]
Thus by \( \phi_{i1}^{k,n} \) in \( \Phi_M \), we have \( G \models K_k(a, b) \). This contradicts the assumption.

Case 5: \( I_i = (i, \text{register}_2, j, k) \) and \( n = 0 \). In this case, \( E \) must be \((j, m, 0)\).
Suppose, for reductio, that there exist \( a, b \in |G| \), such that
\[
G \models L_1(r, a) \land (R_1^-)^m(a, d) \land E_0^- \cdot E_0^2(a, b) \land -K_j(a, b),
\]
then by \( G \models \varphi_{C_1} \), we have \( G \models K_i(a, b) \). By \( \phi_{i1} \) in \( \Phi_N \), \( G \models K_j^-(b, a) \). Moreover, there exist \( c, d \in |G| \), such that
\[
G \models (R_1^-)^m(a, d) \land E_0^- \cdot E_0^2(c, d) \land E_0^2(c, b).
\]
By \( G \models L_1(r, a) \) and \( \phi_8 \) in \( \Phi_N \), we have \( G \models L_1(r, d) \). Thus by \( \phi_{i6} \) in \( \Phi_N \), \( G \models E_0^2(r, b) \). Hence
\[
G \models E_0^2(r, b) \land K_i^-(b, a).
\]
Thus by \( \phi_{i2}^{k,n} \) in \( \Phi_M \), we have \( G \models K_j(a, b) \). This contradicts the assumption.

Case 6: \( I_i = (i, \text{register}_2, j, k) \) and \( n = p + 1 \). In this case, \( E \) must be \((k, m, p)\).
Suppose, for reductio, that there exist \( a, b \in |G| \), such that
\[
G \models L_1(r, a) \land (R_1^-)^m \cdot E_0^- \cdot E_0^2 \cdot (R_2^+)^p(a, b) \land -K_j(a, b),
\]
then there exist \( c, d \in |G| \), such that
\[
G \models (R_1^-)^m(a, c) \land E_0^- \cdot E_0^2(c, d) \land (R_2^+)^p(d, b).
\]
By \( \phi_8 \) in \( \Phi_N \), we have \( G \models L_1(r, c) \). By \( \phi_{i6} \) in \( \Phi_N \), \( G \models E_0^2(r, d) \). By \( \phi_{i8} \) in \( \Phi_N \), \( G \models L_2(r, d) \).
By \( \phi_9 \) in \( \Phi_N \), \( G \models L_2(r, b) \). Therefore, by \( \phi_9 \) in \( \Phi_N \), there exists \( e \in |G| \), such that
\[
G \models R_2^+(b, e).
\]
Hence
\[
G \models L_1(r, a) \land (R_1^-)^m \cdot E_0^- \cdot E_0^2 \cdot (R_2^+)^{p+1}(a, e).
\]
By \( G \models \varphi_{C_1} \), we have \( G \models K_i(a, e) \). By \( \phi_3 \) in \( \Phi_N \) and \( G \models R_2^+(b, e) \), \( G \models R_2^-(e, b) \). Hence
\[
G \models L_1(r, a) \land K_i(a, e) \land R_2^-(e, b).
\]
Thus by \( \phi_{i3}^{k,n} \) in \( \Phi_M \), we have \( G \models K_k(a, b) \). This contradicts the assumption.
Hence the claim holds for \( t + 1 \) for all the cases of \( I_i \).

(2) Conversely, assume \( C \nvDash M \ D \). We show that \( \Phi_N \land \Phi_M \land \varphi_C \rightarrow \varphi_D \) is not valid. That is, we show that \( \Phi_N \land \Phi_M \land \varphi_C \land \neg \varphi_D \) is satisfiable. To show this, we construct a structure \( G \) such that \( G \models \Phi_N \land \Phi_M \land \varphi_C \land \neg \varphi_D \).
The structure $G$ is defined as follows. The universe of $G$ consists of a distinguished node $rt$, which is the interpretation of the constant $r$ in $G$, and two distinct infinite chains of natural numbers. More specifically, let $\mathbb{N}$ denote the set of all natural numbers, then

$$|G| = \{rt\} \cup \mathbb{N} \cup \{i' \mid i \in \mathbb{N}\}.$$  

The binary relations in $G$ are populated as follows:

$$L_r = \{(rt,rt)\} \quad E_{01} = \{(rt,0)\} \quad E_{01}^- = \{(0,rt)\} \quad E_{02} = \{(rt,0')\} \quad E_{02}^- = \{(0',rt)\}$$

$$L_1 = \{(rt,i) \mid i \in \mathbb{N}\} \quad L_1^- = \{(i,rt) \mid i \in \mathbb{N}\} \quad L_2 = \{(rt,i') \mid i \in \mathbb{N}\} \quad L_2^- = \{(i',rt) \mid i \in \mathbb{N}\}$$

$$R_1^+ = \{(i,i+1) \mid i \in \mathbb{N}\} \quad R_1^- = \{(i+1,i) \mid i \in \mathbb{N}\} \quad R_2^+ = \{((i+1),i') \mid i \in \mathbb{N}\} \quad R_2^- = \{(n',m) \mid (m,n') \in K_i\}$$

$$K_i = \{(m,n') \mid C \models M (i,m,n)\} \quad K_i^- = \{(n',m) \mid (m,n') \in K_i\}$$

See Figure 2 for the structure $G$ ($E_{01}^-, E_{02}^-, L_1^-, L_2^-, R_1^-, R_2^-, K_i^-$ edges are omitted in the graph).

It is easy to verify the following claims.

Claim 1: $G \models \varphi_C \land \neg \varphi_D$.

This is because $C \models_M C$ and $C \neq_M D$.

Claim 2: $G \models \Phi_N$.

This is immediate from the construction of $G$.

Claim 3: $G \models \Phi_M$.

Claim 3 follows from the simple facts given below.

- **Fact 1**: $G \models K_i(m,n')$ iff $C \models_M (i,m,n)$.

- **Fact 2**: If $C \models_M (i,m,n) \rightarrow I_M^E$, then $C \models_M E$. Moreover, $E$ must satisfy the following conditions.

  - If $I_i = (i,\text{register}_1, j)$, then $E = (j,m + 1,n)$.
  - If $I_i = (i,\text{register}_2, j)$, then $E = (j,m,n + 1)$.
  - If $I_i = (i,\text{register}_1, j,k)$ and $m = 0$, then $E = (j,0,n)$.
  - If $I_i = (i,\text{register}_1, j,k)$ and $m = p + 1$, then $E = (j,p,n)$.
  - If $I_i = (i,\text{register}_2, j,k)$ and $n = 0$, then $E = (j,m,0)$.
  - If $I_i = (i,\text{register}_2, j,k)$ and $n = p + 1$, then $E = (j,m,p)$.

- **Fact 3**: If $G \neq \Phi_M$, i.e., there exists $I_i$ for some $i \in [0, l]$ such that $G \models \phi_{I_i}$, then there exist $m,n' \in |G|$, such that

  - if $I_i = (i,\text{register}_1, j)$, then $G \models K_i(m,n') \land \neg K_j(m+1,n')$.
  - if $I_i = (i,\text{register}_2, j)$, then $G \models K_i(m,n') \land \neg K_j(m,n+1)$.
  - if $I_i = (i,\text{register}_1, j,k)$, then either
    * $G \models K_i(0,n') \land \neg K_j(0,n')$, where $m = 0$, or
    * $G \models K_i(p+1,n') \land \neg K_k(p,n')$, where $m = p + 1$.
  - if $I_i = (i,\text{register}_2, j,k)$, then either
    * $G \models K_i(m,0') \land \neg K_j(m,0')$, where $n = 0$, or
Figure 2: The structure $G$ in Proposition 3.2
* $G \models K_i(m, (p + 1)') \land \neg K_k(m, p')$, where $n = p + 1$.

Using these facts, Claim 3 can be easily verified by reduction. More specifically, suppose that $G \not\models \Phi_M$. Then there is $i \in [0, l]$ such that $G \not\models \phi_i$. Here $I_i$ has six cases. For each of these cases, the assumption contradicts the facts above. As an example, consider the case in which $I_i = (i, \text{register}_1, j)$. By Fact 3, there exist $m, n' \in \mathcal{G}$, such that $G \models K_i(m, n') \land \neg K_j(m + 1, n')$. By Fact 1, $C \Rightarrow_M (i, m, n')$. In addition, by Fact 2, $C \Rightarrow_M (j, m + 1, n')$. Thus again by Fact 1, $G \models K_j(m + 1, n')$. This contradicts the assumption. The proofs for the other cases are similar.

Therefore, if $C \not\models_D D$, then $\Phi_N \land \Phi_M \land \varphi_C \land \neg \varphi_D$ is satisfiable.

This completes the proof of Proposition 3.2.

3.2.3 Semi-conservative reduction

Taking advantage of the reduction property established above, we now define a recursive function $f : FO \to S(P_+)$ by:

$$f(\psi) \to \Phi_N \land \Phi_M \land \varphi_{C(\psi)} \land \neg \varphi_{(1,0,0)}$$

where $C(\psi)$ is the ID $(0, m(\psi), 0)$ of $M_L$ with an appropriate encoding $m(\psi)$ of $\psi$, as described in Section 3.1.1.

The proposition below shows that $f$ is indeed a semi-conservative reduction from $FO$ to $S(P_+)$.  

**Proposition 3.3**: Let $M_L$ be the two-register machine described in Section 3.1.1. For each first-order sentence $\psi$,

1. $\psi \in H_{M_L,1}$ iff $f(\psi)$ is not satisfiable; and
2. if $\psi \in H_{M_L,2}$, then $f(\psi)$ has a finite model.

**Proof**:

(1) By Proposition 3.2, we have that

$$C(\psi) \Rightarrow_{M_L} (1, 0, 0) \iff \Phi_N \land \Phi_M \land \varphi_{C(\psi)} \land \neg \varphi_{(1,0,0)}$$

Therefore,

$$C(\psi) \Rightarrow_{M_L} (1, 0, 0) \iff \Phi_N \land \Phi_M \land \varphi_{C(\psi)} \land \neg \varphi_{(1,0,0)}$$

is not satisfiable.

Notice that $\psi \in H_{M_L,1}$ iff $C(\psi) \Rightarrow_{M_L} (1, 0, 0)$. Therefore, $\psi \in H_{M_L,1}$ iff $f(\psi)$ is not satisfiable. This completes the proof of claim 1.

(2) We show that if $\psi \in H_{M_L,2}$, then $f(\psi)$ has a finite model.

First note that if $\psi \in H_{M_L,2}$, then the computation of $M_L$ with initial ID $C(\psi)$ is finite. Therefore, the set

$$SID_{C(\psi)} = \{(i, m, n) \mid C(\psi) \Rightarrow_{M_L} (i, m, n)\}$$

is finite. Hence there is a natural number $p$, such that for each $(i, m, n) \in SID_{C(\psi)}$, $m + 2 \leq p$ and $n + 2 \leq p$.

Now we construct a finite model $H$ for $\Phi_N \land \Phi_M \land \varphi_{C(\psi)} \land \neg \varphi_{(1,0,0)}$. The universe of $H$ has $2p + 1$ nodes. More specifically,

$$|H| = \{r, t, 1, 2, ..., p\} \cup \{1', 2', ..., p'\},$$

where $rt$ is the interpretation of the constant $r$ in $H$.  

16
The binary relations \( L_i, E_{01}, E_{02}, E_{01}^-, K_i \), and \( K_i^- \) in \( H \) are exactly the same as those in the structure \( G \) given in the proof of Proposition 3.2. The binary relations \( L_1, L_2, L_2^-, R_1^+, R_1^-, R_2^+ \) and \( R_2^- \) are populated in \( H \) as follows:

\[
\begin{align*}
R_1^+ & = \{(i, i + 1) \mid 0 \leq i < p\} \cup \{(p, p)\} \\
R_1^- & = \{(i + 1, i) \mid 0 \leq i < p\} \cup \{(p, p)\} \\
R_2^+ & = \{(i', (i + 1)') \mid 0 \leq i < p\} \cup \{(p', p')\} \\
R_2^- & = \{(i' + 1, i') \mid 0 \leq i < p\} \cup \{(p', p')\}
\end{align*}
\]

\( L_1 = \{(rt, i) \mid 0 \leq i \leq p\} \quad L_1^- = \{(i, rt) \mid 0 \leq i \leq p\} \quad L_2 = \{(rt, i') \mid 0 \leq i \leq p\} \quad L_2^- = \{(i', rt) \mid 0 \leq i \leq p\} \)

See Figure 3 for the structure \( H \) \((E_{01}^-, E_{02}^-, L_1^-, L_2^-, R_1^+, R_2^-, K_i^- \) edges are omitted in the graph). Note that the relations \( K_i \) and \( K_i^- \) in \( H \) are well-defined, since if \( C(\psi) \Rightarrow M_L (i, m, n) \), then \( m < p - 1 \) and \( n < p - 1 \). In addition, it is easy to verify that \( H \) is well-defined.

We now show that \( H \) is indeed a model of \( \Phi_N \wedge \Phi_M \wedge \varphi_{C(\psi)} \wedge \neg \varphi_{(1,0,0)} \).

First, by \( C(\psi) \Rightarrow M_L C(\psi) \) and \( C(\psi) \not\Rightarrow M_L (1, 0, 0) \), we have that \( H \models \varphi_{M_L} \wedge \neg \varphi_{(1,0,0)} \).

Second, it is easy to verify that \( H \models \Phi_N \). Note here it is to ensure \( H \models \phi_5 \wedge \phi_6 \) that we require \( H \models R_1^+(p, p) \wedge R_2^-(p', p') \).

Finally, we show that \( H \models \Phi_M \). It is straightforward to verify the following simple facts.

- **Fact 4**: If \( C(\psi) \Rightarrow M_L (i, m, n) \), then \( m < p - 1 \) and \( n < p - 1 \).
- **Fact 5**: If \( (i, m, n) \rightarrow_{M_L} (j, m_1, n_1) \), then \( m_1 \leq m + 1 \) and \( n_1 \leq n + 1 \). As a result of Fact 4, \( m_1 < p \) and \( n_1 < p \).

Consequently, Facts 1, 2 and 3 for showing \( G \models \Phi_M \) in the proof of Proposition 3.2 are also true here. Therefore, the argument for showing \( G \models \Phi_M \) in the proof of Proposition 3.2, together with Facts 4 and 5 above, proves \( H \models \Phi_M \).

Hence \( H \) is indeed a finite model of \( \Phi_N \wedge \Phi_M \wedge \varphi_{C(\psi)} \wedge \neg \varphi_{(1,0,0)} \).

This completes the proof of Proposition 3.3.

**Corollary 3.4**: The function \( f \) defined above is a reduction from \( FO \) to \( S(P_+) \).

**Proof**: By the definition of \( M_L \), for each \( \psi \in FO \), \( \psi \) is satisfiable iff \( \psi \not\in H_M(1) \). As shown in the proof of Proposition 3.3, \( \psi \not\in H_M(1) \) iff \( f(\psi) \) is satisfiable. Therefore, \( f \) is a reduction from \( FO \) to \( S(P_+) \).

As an immediate result of Proposition 3.3 and Lemma 3.1, we have the following corollary.

**Corollary 3.5**: The set \( S(P_+) \) is a conservative reduction class.

From Corollary 3.5, Theorem 2.2 follows immediately.

### 4 The Implication Problems for \( P_f \)

In this section, we establish Theorem 2.3. As in the proof of Theorem 2.2, we show that the set

\[
S(P_f) = \{ \land \Sigma \wedge \neg \varphi \mid \varphi \in P_f, \Sigma \subset P_f, \Sigma \text{ is finite} \}
\]

is a conservative reduction class. To do this, we first present an encoding of two-register machines by sentences in \( P_f \), and then prove a reduction property of the encoding. Using this reduction property, we define a semi-conservative reduction from \( FO \) to \( S(P_f) \).
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Figure 3: The structure $H$ in Proposition 3.3
4.1 Encoding

Let $M$ be a two-register machine, as described in Section 3.2.1. Assume that the set $E$ of binary relations in the signature $\sigma$ is the same as the one described in Section 3.2.1, except that the predicates $L_i$ and $K_i^-$ for $i \in [0,t]$ are no longer required here.

We define the encoding as follows.

Registers
We encode the contents of the registers by $\Phi^f_N$, which is the conjunction of the path constraints of $P_f$ given below.

- Successor, predecessor:
  \[- \phi_1 = \forall xy(L_1(r,x) \land \exists z(R^+_1(x,z) \land R^-_1(z,y)) \rightarrow \epsilon(x,y)) \]
  \[ (pf(\phi_1) = L_1, \text{lt}(\phi_1) = R^+_1 \cdot R^-_1 \text{ and rt}(\phi_1) = \epsilon.) \]
  \[- \phi_2 = \forall xy(L_1(r,x) \land \exists z(R^-_1(x,z) \land R^+_1(z,y)) \rightarrow \epsilon(x,y)) \]
  \[- \phi_3 = \forall xy(L_2(r,x) \land \exists z(R^-_2(x,z) \land R^+_2(z,y)) \rightarrow \epsilon(x,y)) \]
  \[- \phi_4 = \forall xy(L_2(r,x) \land \exists z(R^-_2(x,z) \land R^+_2(z,y)) \rightarrow \epsilon(x,y)) \]

- Register identification: $\phi_7, \phi_8, \phi_9$ and $\phi_{10}$ are the same as given in Section 3.2.1.

- Zeros:
  \[- \phi_{11} = \forall x(\exists y(L_1(r,y) \land E^{-}_{01}(y,x)) \rightarrow \epsilon(r,x)) \]
  \[ (\phi_{11} \text{ is a simple path constraint with } \text{lt}(\phi_{11}) = L_1 \cdot E^{-}_{01} \text{ and } \text{rt}(\phi_{11}) = \epsilon.) \]
  \[- \phi_{12} = \forall xy(L_1(r,x) \land E^{-}_{01}(x,y) \rightarrow \exists z(E^{-}_{01}(x,z) \land \exists z'(E_{01}(z,z') \land E^{-}_{01}(z',y)))) \]
  \[ (pf(\phi_{12}) = L_1, \text{lt}(\phi_{12}) = E^{-}_{01} \text{ and } \text{rt}(\phi_{12}) = E^{-}_{01} \cdot E^{-}_{01}.) \]
  \[- \phi_{13} = \forall xy(L_1(r,x) \land \exists z(E^{-}_{01}(x,z) \land E_{01}(z,y)) \rightarrow \epsilon(x,y)) \]
  \[ (pf(\phi_{13}) = L_1, \text{lt}(\phi_{13}) = E^{-}_{01} \cdot E_{01} \text{ and } \text{rt}(\phi_{13}) = \epsilon.) \]
  \[- \phi_{14} = \forall x(\exists y(L_1(r,y) \land \exists z(E^{-}_{01}(y,z) \land E_{02}(z,x))))) \rightarrow E_{02}(r,x)) \]
  \[ (\phi_{14} \text{ is a simple path constraint with } \text{lt}(\phi_{14}) = L_1 \cdot E^{-}_{01} \cdot E_{02} \text{ and } \text{rt}(\phi_{14}) = E_{02}.) \]
  \[- \phi_{15} = \forall xy(E_{02}(r,x) \land \epsilon(x,y) \rightarrow \exists z(E^{-}_{02}(x,z) \land E_{02}(z,y)))) \]
  \[ (pf(\phi_{15}) = E_{02}, \text{lt}(\phi_{15}) = \epsilon \text{ and } \text{rt}(\phi_{15}) = E^{-}_{02} \cdot E_{02}.) \]
  \[- \phi_{16} = \forall x(E_{02}(r,x) \rightarrow L_2(r,x)) \]

IDs
The encoding of each ID $C$ of $M$, $\varphi_C$, is the same as the one given in Section 3.2.1. Note that $\varphi_C$ is in $P_f$.

Instructions
The encoding of each instruction $I_i$, $\phi_{i\cdot}$, is the same as the one given in Section 3.2.1, except

\[ \phi^{i\cdot}_{s_{2\cdot}} = \forall xy(L_1(r,x) \land \exists z(K_i(x,z) \land E^{-}_{02} \cdot E_{02}(z,y)) \rightarrow K_j(x,y)). \]

Here $pf(\phi^{i\cdot}_{s_{2\cdot}}) = L_1, \text{lt}(\phi^{i\cdot}_{s_{2\cdot}}) = K_i \cdot E^{-}_{02} \cdot E_{02}$, and $\text{rt}(\phi^{i\cdot}_{s_{2\cdot}}) = K_j.$
The encoding of the program of $M$ is $\Phi_M^f = \bigwedge_{i=0}^t \phi_i$.

It is clear that $\Phi_M^f$ is a conjunction of path constraints in $P_f$.

4.2 Reduction property

Analogous to Proposition 3.2, we establish the reduction property of the encoding above as follows.

Proposition 4.1: Let $M$ be a two-register machine. For all IDs $C$ and $D$ of $M$, we have that

$$C \Rightarrow_M D \iff \Phi_N^f \land \Phi_M^f \land \varphi_C \rightarrow \varphi_D \text{ is valid.}$$

Proof:

(1) Assume that $C \Rightarrow_M D$. As in the proof of Proposition 3.2, we prove by induction on step $t$ that for each ID $E$ of $M$ and each model $G$ of $\Phi_N^f \land \Phi_M^f \land \varphi_C$, if $C \Rightarrow_M E$ then $G \models \varphi_E$. This can be shown in basically the same way as for Proposition 3.2, except for the following cases in the inductive step.

Case 3: $I_i = (i, \text{register}_1, j, k)$ and $m = 0$. In this case, $E$ must be $(j, 0, n)$.

Suppose, for reductio, that there exist $a, b \in |G|$, such that

$$G \models L_1(r, a) \land E_{01}^\neg \land E_{02} \cdot (R_2^+)^n(a, b) \land \neg K_j(a, b).$$

Then by $G \models \varphi_C$, we have $G \models K_i(a, b)$. In addition, there exists $c \in |G|$, such that

$$G \models L_1(r, a) \land E_{01}^\neg(a, c) \land E_{01}(c, d).$$

By $\phi_{12}$ in $\Phi_N^f$, there exist $c, d \in |G|$, such that

$$G \models L_1(r, a) \land E_{01}^\neg(a, c) \land E_{01}(c, d).$$

Thus by $\phi_{13}$ in $\Phi_N^f$, we have $G \models \epsilon(a, d)$. Hence

$$G \models L_1(r, a) \land E_{01}^\neg(a, c) \land E_{01}(c, a).$$

By $G \models L_1(r, a) \land E_{01}^\neg(a, c)$ and $\phi_{11}$ in $\Phi_N^f$, we have $G \models \epsilon(r, c)$. Thus $G \models E_{01}(r, a)$. Hence

$$G \models E_{01}(r, a) \land K_i(a, b).$$

Thus by $\phi_{3, 2}$ in $\Phi_{\neg M}^f$, we have $G \models K_j(a, b)$. This contradicts the assumption.

Case 4: $I_i = (i, \text{register}_1, j, k)$ and $m = p + 1$. In this case, $E$ must be $(k, p, n)$.

Suppose, for reductio, that there exist $a, b \in |G|$, such that

$$G \models L_1(r, a) \land (R_1^+)^p \cdot E_{01}^\neg \land E_{02} \cdot (R_2^+)^n(a, b) \land \neg K_k(a, b).$$

Then by $\phi_5$ in $\Phi_N^f$, there exists $c \in |G|$, such that

$$G \models L_1(r, a) \land R_1^+(a, c) \land R_1^-(c, a).$$

By $\phi_5$ in $\Phi_N^f$, we have $G \models L_1(r, c) \land R_1^-(c, a)$. Hence

$$G \models L_1(r, c) \land (R_1'^+)^{p+1} \cdot E_{01}^\neg \land E_{02} \cdot (R_2^+)^n(c, b).$$
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Thus by $G \models \varphi_{C_1}$, we have $G \models K_i(c, b)$. Hence

$$G \models L_1(r, a) \land R_1^+ (a, c) \land K_i(c, b).$$

Thus by $\phi_{s_1, n}^i$ in $\Phi_M^f$, we have $G \models K_k(a, b)$. This contradicts the assumption.

**Case 5:** $I_i = (i, \text{register}_2, j, k)$ and $n = 0$. In this case, $E$ must be $(j, m, 0)$.

Suppose, for reductio, that there exist $a, b \in |G|$, such that

$$G \models L_1(r, a) \land (R_1^-)^m \cdot E_{01}^- \cdot E_{02}(a, b) \land \neg K_j(a, b).$$

Then by $G \models \varphi_{C_1}$, we have $G \models K_i(a, b)$. Moreover, there exist $c, d \in |G|$, such that

$$G \models (R_1^-)^m (a, d) \land E_{01}^- (d, c) \land E_{02}(c, b).$$

By $G \models L_1(r, a)$ and $\phi_8$ in $\Phi_N^f$, we have $G \models L_1(r, d)$. Thus by $\phi_{14}$ in $\Phi_N^f$, we have

$$G \models E_{02}(r, b).$$

By $\phi_{15}$ in $\Phi_N^f$, there exists $e \in |G|$, such that

$$G \models E_{02}(b, e) \land E_{02}(e, b).$$

Hence

$$G \models L_1(r, a) \land K_i(a, b) \land E_{02}(b, e) \land E_{02}(e, b).$$

Thus by $\phi_{s_2, n}^i$ in $\Phi_M^f$, we have $G \models K_j(a, b)$. This contradicts the assumption.

**Case 6:** $I_i = (i, \text{register}_2, j, k)$ and $n = p + 1$. In this case, $E$ must be $(k, m, p)$.

Suppose, for reductio, that there exist $a, b \in |G|$, such that

$$G \models L_1(r, a) \land (R_1^-)^m \cdot E_{01}^- \cdot E_{02} \cdot (R_1^+)^p(a, b) \land \neg K_k(a, b).$$

Then there exist $c, d \in |G|$, such that

$$G = (R_1^-)^m (a, c) \land E_{01}^- \cdot E_{02}(c, d) \land (R_1^+)^p(d, b).$$

By $\phi_8$ in $\Phi_N^f$, we have $G \models L_1(r, c)$. By $\phi_{14}$ in $\Phi_N^f$, $G \models E_{02}(r, d)$. By $\phi_{16}$ in $\Phi_N^f$, $G \models L_2(r, d)$.

By $\phi_3$ in $\Phi_N^f$, $G \models L_2(r, b)$. Therefore, by $\phi_6$ in $\Phi_N^f$, there exists $e \in |G|$, such that

$$G \models R_1^+(b, e) \land R_2^-(e, b).$$

Hence

$$G \models L_1(r, a) \land (R_1^-)^m \cdot E_{01}^- \cdot E_{02} \cdot (R_2^+)^{p+1}(a, e).$$

By $G \models \varphi_{C_1}$, we have $G \models K_i(a, e)$. Hence

$$G \models L_1(r, a) \land K_i(a, e) \land R_2^-(e, b).$$

Thus by $\phi_{s_2, n}^i$ in $\Phi_M^f$, we have $G \models K_k(a, b)$. This contradicts the assumption.

---

(2) Conversely, assume that $C \not\models_M D$. It is easy to verify that the structure $G$ (without $L_r$ and $K_i^-$ edges) constructed in the proof of Proposition 3.2 is a model of $\Phi_N^f \land \Phi_M^f \land \varphi_C \land \neg \varphi_D$. ◼
4.3 Semi-conservative reduction

We define a recursive function \( g : FO \rightarrow S(P_f) \) by

\[
g(\psi) \mapsto \Phi_N^f \land \Phi_M^f \land \varphi_C(\psi) \land \neg \varphi_{(1,0,0)}.
\]

where \( C(\psi) \) is the ID \((0,m(\psi),0)\) of \( M_L \) with an appropriate encoding \( m(\psi) \) of \( \psi \), as described in Section 3.1.1.

Proposition 4.2 below shows that the function \( g \) is indeed a semi-conservative reduction from \( FO \) to \( S(P_f) \).

**Proposition 4.2:** Let \( M_L \) be the two-register machine described in Section 3.1.1. For each first-order sentence \( \psi \),

1. \( \psi \in H_{M_L,1} \) iff \( g(\psi) \) is not satisfiable; and

2. if \( \psi \in H_{M_L,2} \), then \( g(\psi) \) has a finite model.

**Proof:** The proof is the same as the proof of Proposition 3.3, except that here in the structure \( H \) shown in Figure 3, there are no \( L_r \) and \( K_i^- \) edges.

**Corollary 4.3:** The function \( g \) defined above is a reduction from \( FO \) to \( S(P_f) \).

**Corollary 4.4:** The set \( S(P_f) \) is a conservative reduction class.

From Corollary 4.4, Theorem 2.3 follows immediately.

5 Conclusions

We have presented a class of path constraints, \( P \). These constraints are important in both structured and semistructured data for specifying natural integrity constraints. They are not only a fundamental part of the semantics of the data; they are also important in query optimization. For example, the familiar inverse constraints that occur in object-oriented databases can be stated as path constraints of \( P \).

For semistructured data, we have shown that, despite the simple syntax of the language \( P \), its associated implication problem is r.e. complete and its finite implication problem is co-r.e. complete. Indeed, we have established these undecidability results for two fragments of \( P \). One of the fragments is the largest subset of \( P \) without equality. The other is the set of path constraints of the forward form in \( P \).

These undecidability results motivate our search for decidable fragments of \( P \). In [12], we establish the decidability of the implication problems for several fragments of \( P \), which retain sufficient expressive power to capture important semantic information such as inverse constraints and local database constraints commonly found in object-oriented databases.
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