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Abstract—In this paper, we consider the problem of robot motion planning in order to satisfy formulas expressible in temporal logics. Temporal logics naturally express traditional robot specifications such as reaching a goal or avoiding an obstacle, but also more sophisticated specifications such as sequencing, coverage, or temporal ordering of different tasks. In order to provide computational solutions to this problem, we first construct discrete abstractions of robot motion based on some environmental decomposition. We then generate discrete plans satisfying the temporal logic formula using powerful model checking tools, and finally translate the discrete plans to continuous trajectories using hybrid control. Critical to our approach is providing formal guarantees ensuring that if the discrete plan satisfies the temporal logic formula, then the continuous motion also satisfies the exact same formula.

Index Terms—Motion planning, temporal logics, model checking, discrete abstractions, hybrid control.

I. INTRODUCTION

Robot motion planning problem has historically focused on generating trajectories which reach a goal configuration while avoiding obstacles [1], [2]. Mathematically formulating specifications such as motion sequencing, synchronization, or temporal ordering of different motions present new challenges for motion planning, as they require not only novel formulations, but also powerful computational approaches due to the inherent problem complexity.

Formally defining such specifications can be achieved using temporal logics, such as linear temporal logic (LTL) and computation tree logic (CTL), developed in concurrency theory. The applicability of temporal logics in robotics was advocated as far back as [3]. Over the years, the formal methods community has developed very sophisticated model checking tools such as SPIN [4] and NuSMV [5], which verify whether a discrete transition system satisfies a temporal logic formula. More recently, model checking approaches have been used for discrete planning in order to satisfy temporal logic specifications. This research has led to planning algorithms and tools such as MBP [6], TLPLAN [7] and UMOP [8]. These tools generate high-level, discrete plans that do not take into consideration the dynamic model of the robot, resulting in potentially infeasible plans.

This paper addresses the novel problem of generating continuous trajectories for mobile robots while satisfying formulas in temporal logic. Our approach first lifts the problem to the discrete level by partitioning the environment into a finite number of equivalence classes. A variety of partitions are applicable, in particular the cellular decomposition in [9] or the triangular decomposition in [10]. The partition results in a natural discrete abstraction for robot motion which is used then for planning using model checking tools, in particular SPIN and NuSMV.

In order to ensure that the discrete plan is feasible at the continuous level, the decomposition must satisfy the so-called bisimulation property [11]. Bisimulations allow us to prove that if the abstract, discrete robot model satisfies the LTL formula, then the continuous robot model also satisfies the same formula. To ensure this critical property we utilize the hybrid control framework of [10], even though the framework of [9] is equally applicable but computationally more demanding.

Related work can be found in the hybrid systems community, and in particular the recent work of [12] which focuses on designing controllers for discrete-time control systems in order to satisfy temporal logic specifications. In [13], controllers are designed for satisfying LTL formulas by composing controllers using navigation functions [14]. In [15], the UPPAAL model checking tool for timed automata has been used for multi-robot motion planning using CTL formulas, but without taking into account the dynamics of the robots. This paper differentiates itself from all previous approaches by building upon the framework proposed in [10] which has, comparatively, the best computational properties, is fully automated, and is ideally suited for interfacing with model checking tools.

In addition to addressing this novel problem, we believe that this direction of research is important for at least three reasons. First, this work formally connects high-level planning with low-level control, resulting in a mathematically precise interface between discrete AI planning and continuous motion planning. Second, the mapping from temporal logic to physical motion is the first important step in the mapping from natural language to physical motion in a compositional manner. Finally, this work can be extended to multi-agent environments where formal specifications and computational solutions will result in verified coordination logic for cooperating robots.

---
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II. Problem Formulation

We consider a fully actuated, planar model of robot motion operating in a polygonal environment $P$. The motion of the robot is expressed as

$$\dot{x}(t) = u(t) \quad x(t) \in P \subseteq \mathbb{R}^2 \quad u(t) \in U \subseteq \mathbb{R}^2 \quad (1)$$

where $x(t)$ is the position of the robot at time $t$, and $u(t)$ is the control input. The goal of this paper is to construct a control input $u(t)$ for system (1) so that the resulting trajectory $x(t)$ satisfies a formula in a temporal logic, such as the temporal logic LTL [16]. The formulas are built from a finite number of atomic propositions or observables which label areas of interest in the environment such as rooms or obstacles. Let $\Pi = \{\pi_1, \pi_2, \ldots, \pi_n\}$ be a set of such propositions. For system (1) we then associate an observation map

$$h_C : P \to \Pi \quad (2)$$

which maps the continuous states of the robot to the finite set of propositions. Proposition $\pi_i \in \Pi$ represents an area of interest in the environment which can be characterized by a convex set of the form:

$$P_i = \{x \in \mathbb{R}^2 \mid \bigwedge_{1 \leq k \leq m} a_k^T x + b_k \leq 0, a_k \in \mathbb{R}^2, b_k \in \mathbb{R} \}$$

In other words, the observation map $h_C : P \to \Pi$ has the form $h_C(x) = \pi_i$ iff $x$ belongs in the associated set $P_i$.

We first give some informal examples of LTL formulas and defer the formal syntax and semantics of LTL to Section III. Propositional logic is the traditional logic of conjunction ($\wedge$), disjunction ($\vee$), negation ($\neg$), implication ($\Rightarrow$), and equivalence ($\Leftrightarrow$). LTL is obtained from standard propositional logic by adding temporal operators such as eventually ($\Diamond$), always ($\Box$), next ($\nu$) and until ($\mu$). Some LTL examples that express interesting properties include:

- **Reach goal while avoiding obstacles**: The formula $\neg(o_1 \vee o_2 \vee \cdots \vee o_n) \mu t \pi$ expresses the property that eventually $\pi$ will be true, and until $\pi$ is reached, we must avoid all obstacles labeled as $o_i$, $i = 1, \ldots, n$.
- **Sequencing**: The requirement that we must first visit $\pi_1$, $\pi_2$, and $\pi_3$ in this order is naturally captured by the formula $\Diamond (\pi_1 \wedge \Diamond (\pi_2 \wedge \pi_3))$.
- **Coverage**: Formula $\Diamond \pi_1 \wedge \Diamond \pi_2 \wedge \cdots \wedge \Diamond \pi_m$ reads as the robot will eventually reach $\pi_1$ and eventually $\pi_2$ and ... eventually $\pi_m$, requiring the robot to eventually visit all regions of interest in any order.

More complicated specifications can be composed from more basic specifications using the logic operators. For such temporal logic formulas, in this paper we provide computational solution of the following problem.

**Problem 1**: [Temporal logic motion planning] Given robot model (1), observation map (2), initial condition $x(0) \in P$, and a LTL temporal logic formula $\phi$, construct a control input $u(t)$ so that the resulting robot trajectory $x(t)$ satisfies the formula.

**Example 1**: In order to better explain the different steps in this paper, we will consider throughout the paper the following example. Consider a robot that is moving in a square environment with four areas of interest denoted by $\pi_1, \pi_2, \pi_3, \pi_4$. Initially, the robot is placed somewhere in the region labeled $\pi_1$ (see Figure 1). The desired specification for the robot given in natural language is: “Visit area $\pi_2$ then area $\pi_3$, then area $\pi_4$ and, finally, return to region $\pi_1$ while avoiding areas $\pi_2$ and $\pi_3$.”

III. Linear Temporal Logic

In this section, we formally describe linear temporal logic (LTL) by giving its syntax and semantics.

**Syntax**: LTL formulas are interpreted over all trajectories of the system starting from some initial state $x(0)$ [16]. The atomic propositions of the logic are labels representing areas of interest in the environment such as rooms or obstacles. Let $\Pi = \{\pi_1, \pi_2, \ldots\}$ be a set of such propositions. The LTL formulas are defined according to the following grammar:

$$\phi ::= \pi \mid \neg \phi \mid \phi \vee \phi \mid \phi \mu \phi$$

As usual, the Boolean constants $\top$ and $\bot$ are defined as $\top = \pi \vee \neg \pi$ and $\bot = \neg \top$ respectively. Given negation ($\neg$) and disjunction ($\vee$), we can define conjunction ($\wedge$), implication ($\Rightarrow$), and equivalence ($\Leftrightarrow$). Furthermore, we can also derive additional temporal operators such as eventual $\Diamond \phi = \top \mu \phi$ and safety $\Box \phi = \neg \Diamond \neg \phi$. Note that our syntax does not contain the so-called next operator $\Diamond \phi$.

**Semantics**: We define the continuous semantics of LTL formulas over robot trajectories. Let $x(t)$ for $t \geq 0$ denote the state of the robot at time $t$ and let $x[t]$ be a possible robot trajectory starting at $x(t)$. That is $x[t] = \{x(s) \mid s \geq t \}$ and $x(t) = u(t)$ or $x[t]$ denotes the flow of $x(s)$ under the input $u(s)$ for $s \geq t$.

![Fig. 1. Example 1. The 4 areas of interest and the initial position of the robot marked with x.](image-url)
LTL formulas $\phi$ are interpreted over a trajectory $x[t]$. $x[t] \models_C \phi$ denotes the satisfaction of the formula $\phi$ over the trajectory $x[t]$ starting at $x(t)$. The semantics of any formula can be recursively defined as:

- $x[t] \models_C \pi$ if $h_C(x(t)) = \pi$
- $x[t] \models_C \neg \phi$ if $x[t] \not\models_C \phi$
- $x[t] \models_C \phi_1 \lor \phi_2$ if $x[t] \models_C \phi_1$ or $x[t] \models_C \phi_2$
- $x[t] \models_C \phi_1 \land \phi_2$ if there exists $s \geq t$ such that $x[s] \models_C \phi_2$ and for all $s'$ with $t \leq s' < s$ we have $x[s'] \models_C \phi_1$

Therefore, the formula $\phi_1 \land \phi_2$ intuitively expresses the property that over the trajectory $x[t]$ $\phi_1$ is true until $\phi_2$ becomes true. Formula $\diamond \phi$ indicates that over the trajectory the formula $\phi$ becomes eventually true, whereas $\Box \phi$ indicates that $\phi$ is true over the trajectory $x[t]$ for all time $t' \geq t$.

Example 2: Coming back to Example (1), we can now formally define the specification using temporal logic formulas. Let $\pi_i$ be the proposition that is true when the robot is in area $i$. Using LTL the precise specification is:

$$\phi = \diamond(\pi_2 \land \diamond(\pi_3 \land \diamond(\neg \pi_2 \land \neg \pi_3) \lor \pi_1))$$

IV. TEMPORAL LOGIC MOTION PLANNING

Our solution to generating continuous robot trajectories satisfying LTL formulas $\phi$ consists of the following three steps:

1) **Discrete Abstraction of Robot Motion**: Decompose the environment $P$ into a finite number of equivalence classes resulting in a finite state model of robot motion.

2) **Temporal Logic Planning using Model Checking**: Construct plans for the discrete robot motion satisfying desired specifications using model checkers.

3) **Continuous Implementation of Discrete Plan**: Implement the discrete plan at the continuous level while preserving the satisfaction of the temporal formula.

A. Discrete Abstraction of Robot Motion

We first partition the workspace $P$ of the robot into a finite number of equivalence classes (or cells). Clearly, we can use many efficient cell decomposition methods for polygonal environments [2]. In this paper, we chose to triangulate $P$ for two main reasons. First, there exist several efficient triangulation algorithms which can partition very complicated environments [17]. Second, the choice of controllers used in Section IV-C is proven to exist and be efficiently computable on triangles [10]. Despite this choice, many of the results in this section can be easily adapted to similar decompositions, such as the decomposition described in [9].

Let $T : P \rightarrow Q$ denote the map which sends each state $x \in P$ to the finite set $Q = \{q_1, \ldots, q_n\}$ of all equivalence classes (triangles in this paper). In other words, $T^{-1}(q)$ contains all states $x \in P$ which are contained in the triangle labeled by $q$ and $T^{-1}(q) \subseteq Q$ is a partition of the state space. Given such a partition of $P$, we can naturally abstract the robot motion by defining a finite transition system

$$D = (Q, q(0), \rightarrow_D, h_D)$$

where $Q$ is the finite set of states, and $q(0) \in Q$ is the initial robot state. The dynamics are captured by the transition relation $\rightarrow_D \subseteq Q \times Q$, defined as $q_i \rightarrow_D q_j$ iff the cells labeled by $q_i, q_j$ are topologically adjacent, that is triangles $T^{-1}(q_i)$ and $T^{-1}(q_j)$ have a common line segment. The transition relation $\rightarrow_D$ is also known as the dual graph of the triangulation and can be easily computed. Having defined transitions $\rightarrow_P$ for transition system $D$, we can define trajectories $p$ of $D$ as sequences of the form $p[j] = p_i \rightarrow_D p_{i+1} \rightarrow_D p_{i+2} \rightarrow_D \ldots$, where $p_i = p(i) \in Q$.

In addition to defining the transition relation, we also define the observation map $h_D : Q \rightarrow \Pi$, as $h_D(q) = \pi$, if there exists $x \in T^{-1}(q)$ such that $h_C(x) = \pi$. In order to ensure that $h_D$ is well defined, we must impose the requirement that the decomposition is proposition or observation preserving, that is for all $x_1, x_2 \in P$ and all $\pi \in \Pi$, $T(x_1) = T(x_2) \Rightarrow h_C(x_1) = h_C(x_2)$. In other words, states that belong in the same equivalence class or cell, map to the same observations.

Example 3: Revisiting Example 1, we can now triangulate the environment (see [18] for the algorithm used) and construct the dual graph of the triangulation (Figure 2). The resulting undirected graph has 34 states and 49 transitions.

The transition system $D$ will serve as an abstract model of robot motion. We must now lift our problem formulation from the continuous to the discrete domain. In the previous section we defined the semantics of LTL formulas over continuous trajectories. We keep the LTL syntax exactly
the same, but we reformulate the semantics of the temporal logic formula to be interpreted over the discrete trajectories generated by transition system $D$.

**Discrete LTL Semantics:** Path formulas $\phi$ are interpreted over an execution $p[i]$, denoted as $p[i] \models_D \phi$. The semantics of any path formula can be recursively defined as:

- $p[i] \models_D \pi$ iff $h_D(p(i)) = \pi$
- $p[i] \models_D \neg \phi$ if $p[i] \not\models_D \phi$
- $p[i] \models_D \phi_1 \lor \phi_2$ if $p[i] \models_D \phi_1$ or $p[i] \models_D \phi_2$
- $p[i] \models_D \phi_i \land \phi_2$ if there exists $j \geq i$ s. t. $p[j] \models_D \phi_2$, and for all $j'$ with $i \leq j' < j$ we have $p[j'] \models_D \phi_1$

We are interested in understanding the relationship between the continuous robot model satisfying formula $x[0] \models_C \phi$ with continuous LTL semantics and the transition system $D$ satisfying formula $p[0] \models_D \phi$, where $p(0) = T(x(0))$, but with the discrete LTL semantics.

**B. Temporal Logic Planning using Model Checking**

In a nutshell, model checking is the algorithmic procedure for testing whether a specification formula holds over some semantic model [19]. The model of the system is usually given in the form of a discrete transition system like the one described in Section IV-A. The specification formula is usually given in the form of temporal logics such as LTL.

As mentioned earlier, we are looking for computation paths $p[i]$ that satisfy the temporal formula $p[0] \models_D \phi$. In the model checking community, this is known as the generation of witnesses. Unfortunately, the current versions of the model checking software tools do not support the construction of witnesses as they are mainly analysis tools. Hence, we have to employ the algorithms that solve the dual problem, i.e., the generation of counterexamples. In this case, when the model checker determines that a formula $\phi$ is false, it constructs a finite trace $p[0]$ which demonstrates that the negation of $\phi$ is true, i.e., $p[0] \models_D \neg \phi$.

Let $\phi$ be the formula that the system should satisfy. Assume now that we give as input to our model checking algorithm the LTL formula $\neg \phi$, representing the negation of the desired behavior. If the formula is false in our discrete model of the environment, then the model checker will return a finite trace $p[0]$ that satisfies the formula $\neg (\neg \phi) \equiv \phi$ and, thus, we are done as we have found a finite path that satisfies the original LTL formula $\phi$.

Out of the variety of model checking tools that have been developed over the years, we chose the most dominant ones, that is, NuSMV [5] which is based on symbolic model checking techniques and is mainly targeted for CTL (but it can also handle LTL) model checking problems, and SPIN [4] which uses an automaton approach to the model checking problem and accepts only LTL formulas. Both toolboxes support hierarchy and composition, multiple agents, generation of counterexamples in case the temporal formula is invalidated and nondeterministic environments. Of course, there are also several differences between the two toolboxes mainly concerning the way they deal with the model checking problem, the user interface and the expressive power of the underlying logic. SPIN only supports asynchronous communication among agents, but it gives us the option for the generation of traces that are optimal in the sense of minimum number of transitions (trace length). The conversion of the discrete transition system of Section IV-A to the input language of NuSMV or to the input language of SPIN is straightforward and it is automated.

**Example 4:** Using NuSMV for our example, we get the following witness trace $p = \{33, 34, 24, 25, 27, 16, 15, 14, 3, 4, 5, 32, 23, 26, 29, 30, 3, 14, 33\}$, which satisfies our specification.

**C. Continuous Implementation of Discrete Trajectory**

Our next task is to utilize the discrete trajectory $p[0]$ in order to construct a control input $u(t)$ for $t \geq 0$ and, therefore, a continuous trajectory $x[0]$ that satisfies exactly the same path formula. We achieve this desired goal by simulating (or implementing) at the continuous level each discrete transition of $p[0]$. This means that if the discrete system $D$ makes a transition $p_i \rightarrow_D p_j$, then the continuous system must match this discrete step by moving the robot from states in triangle $T^{-1}(p_i)$ to states in triangle $T^{-1}(p_j)$.

We define a transition relation $\rightarrow_C \subseteq P \times P$ between continuous robot states in $P$. Formally, there is a transition $x \rightarrow_C x'$ if $x$ and $x'$ belong to adjacent triangles, and it is possible to construct a trajectory $x(t)$ for $0 \leq t \leq T$ with $x(0) = x$ and $x(T) = x'$, and, furthermore, for all $0 \leq t \leq T$ we have $x(t) \in (T^{-1}(T(x))) \cup T^{-1}(T(x'))$. Informally, $x \rightarrow_C x'$ if we can steer the robot from $x$ to $x'$ without visiting any triangle other than the triangle containing $x$ or the neighboring triangle containing $x'$. Having defined $\rightarrow_C$ allows us to formally define a transition system $C = (P, x(0), \rightarrow_C, h_C)$.

In order to ensure that the continuous system can implement any discrete plan obtained by the model checker, we require that the decomposition of $P$ satisfies the so-called bisimulation property [11].

**Definition 1 (Bisimulations):** A partition $T : P \rightarrow Q$ is called a bisimulation if the following properties hold for all $x, y \in P$:

- (Observation preserving) If $T(x) = T(y)$, then $h_C(x) = h_C(y)$
- (Reachability preserving) If $T(x) = T(y)$, then if $x \rightarrow_C x'$ then $y \rightarrow_C y'$ for some $y'$ with $T(x') = T(y')$.

In other words, the triangulation is a bisimulation if the whole triangle is mapped to the same observation, and furthermore, if one state $x$ can move to the adjacent triangle
to some state \( x' \), then all states \( y \) in the same triangle with \( x \) can also move to the same triangle with \( x' \).

Assuming that this property is satisfied by the partition with respect to transitions we just defined, it is straightforward to show the following proposition.

**Proposition 1:** Let \( \phi \) be an LTL path formula, and let \( T : P \rightarrow Q \) be a bisimulation. If \( p[0] \models_D \phi \), then for every \( x(0) \in T^{-1}(p(0)) \) there exists a trajectory \( x[0] \) satisfying \( x[0] \models_C \phi \).

It remains to design controllers that satisfy the so-called bisimulation property. There are several recent approaches for generating such controllers, such as [9], [10] and [20]. We use the framework developed in [10] due to its computational properties in triangular environments. In this approach, an affine vector field is created in each triangle that drives the robot to the desired adjacent triangle, while taking into consideration any velocity bounds the robot might have. For a description of this controller design, we refer the reader to [10].

Note however, that by satisfying the bisimulation property using feedback controllers, the temporal logic formula is *robustly* satisfied not only by the initial state \( x(0) \), but also by all other states in the same triangle. Furthermore, the design of the controllers in [10] can guarantee the continuity of the vector fields at the common edges of adjacent triangles.

**Example 5:** Figure 3 shows the continuous trajectory corresponding to our example, which was created using the triangulation from Example 3 and the discrete path generated by NuSMV in example 4.

**V. SIMULATIONS**

In order to test our approach to the problem of motion planning, we ran several simulations. We started with simple environments and continued by increasing the complexity of both the environment and the specification in order to make sure our approach scales well. In this section, we describe the process of creating a solution to the motion planning problem, and we show examples of non-trivial behaviors in complex environments, which may include holes and regions of interest.

The first step consists of specifying the environment. The environment is described as a set of vertices which define the outer contour, inner holes and inner regions of interest (such as rooms). We specify these vertices either by using a MATLAB based graphical user interface which allows the user to select points on a grid or by writing MATLAB functions that create vertices in a desired pattern. Next, we triangulate the polygonal environment using the software developed in [18] and we create the input code for the model checker which we augment with the temporal logic formula. The required path is generated as a counter example trace using a model checker. The final step is to create the control law \( u(t) \) for \( t \geq 0 \) and to simulate the robot path. This step is performed in MATLAB and the control law is generated according to the method developed in [10] using linear programming.

**Example 6:** Figure 4 is an example of a trajectory, generated by NuSMV, satisfying a coverage requirement. In this example the desired behavior was to visit each of the rooms (shaded areas) in no particular order. The LTL formula that captures the specification is: \( \Diamond r_1 \land \Diamond r_2 \land \Diamond r_3 \land \Diamond r_4 \land \Diamond r_5 \land \Diamond r_6 \). For problems of this size, the generation of the discrete path is almost instant and the controller synthesis in MATLAB takes less than 15 seconds.

**Example 7:** This is an example of a trajectory satisfying a more complex requirement. In this example the desired behavior is “Visit room \( r_2 \), then room \( r_1 \) and then cover rooms \( r_3, r_4, r_5 \) – all this while avoiding obstacles \( o_1, o_2, o_3 \)”. Figure 5 depicts the path generated by SPIN.

**Example 8:** Figure 6 is an example of a very large environment. This environment includes 1156 areas of interest (rooms) and its discrete abstraction consists of 9250 triangles. The specification for this example was “Start in the white room and go to both black rooms”. Even though this environment is very large, the computation time was a few seconds for the triangulation, about 55 seconds for the path generation in NuSMV and around 90 seconds for the
controller synthesis of a path of 145 triangles in MATLAB.

VI. CONCLUSIONS - FUTURE WORK

In this paper, we have described our approach to the problem of motion planning, which begins at a high level of behavior specification, expressed in temporal logic, and ends in creating continuous control inputs for the robot that satisfy those requirements. We have shown that this approach is computationally feasible, that complex environments can be handled easily and that many complex robot behaviors can be expressed and satisfied.

We find this approach to be very promising and there are several directions in which we are planning to proceed, such as, extending this framework to multiple robots, incorporating natural language as a higher level specification (which will be automatically translated into temporal logic), and looking at different cell decomposition techniques.

Currently, we are investigating the extension of the presented approach to the design of hybrid controllers that would guarantee the satisfaction of a path formula $\phi$ in the presence of localization and actuation errors, in the presence of observable predicates (sensory input) and under a set $R$ of initial conditions (i.e., $\forall x(0) \in R \Rightarrow x[0] \models C \phi$). Furthermore, we plan to run experiments testing our approach using ACTIVMEDIA mobile robots as a testbed.
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