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N-body simulations of DGP and degravitation theories

Abstract
We perform N-body simulations of theories with infinite-volume extra dimensions, such as the Dvali-Gabadadze-Porrati model and its higher-dimensional generalizations, where 4D gravity is mediated by massive gravitons. The longitudinal mode of these gravitons mediates an extra scalar force, which we model as a density-dependent modification to the Poisson equation. This enhances gravitational clustering, particularly on scales that have undergone mild nonlinear processing. While the standard nonlinear fitting algorithm of Smith et al. overestimates this power enhancement on nonlinear scales, we present a modified fitting formula that offers a remarkably good fit to our power spectra. Because of the uncertainty in galaxy bias, our results are consistent with precision power spectrum determinations from galaxy redshift surveys, even for graviton Compton wavelengths as small as 300 Mpc. Our model is sufficiently general that we expect it to capture the phenomenology of a wide class of related higher-dimensional gravity scenarios.
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**I. INTRODUCTION**

One of the most pressing questions in cosmology is whether the mounting evidence for dark energy is in fact a consequence of a breakdown of Einstein’s gravity on the largest scales. While observations are converging on a background history consistent with that predicted by $\Lambda$-cold dark matter ($\Lambda$CDM) cosmology, the most stringent tests on the standard gravity/$\Lambda$CDM paradigm will come from the formation of large-scale structure [1].

In this paper we study structure formation within a well-motivated class of infrared-modified gravity theories, namely those in which 4D gravity is mediated by massive gravitons with characteristic mass $r_c^{-1}$. Aside from being phenomenologically interesting to study, these theories shed new light on the cosmological constant problem [2].

Because the graviton is massive, long wavelength sources—such as vacuum energy—may effectively decouple from gravity, or degravitate [3–5].

The simplest and best-studied example in this class is the Dvali-Gabadadze-Porrati (DGP) scenario [6], consisting of a 3-brane with one extra dimension. Since the bulk is flat and infinite in extent, gravity on the brane does not reduce to general relativity at low energies. Instead, the force law is approximately $1/r^2$ at short distances but weakens to $1/r^3$ at distances much greater than $r_c$. Much effort has been devoted recently to confronting DGP with cosmological observations [7–16], most of which pertains to the self-accelerated or unstable branch. In this work we focus exclusively on the normal or stable branch of DGP.

Our analysis more generally encompasses extensions of DGP to higher dimensions—a class of models that are non-self-accelerating and free of ghostlike instabilities. In particular, we are interested in the cascading gravity framework [17–19]. In this construction, our 3-brane lies within a succession of higher-dimensional DGP branes, embedded in one another within a flat bulk space-time [17, 18]. This hierarchy of branes in turn leads to a force law that successively goes through a $1/r^2$ regime, followed by $1/r^3$, then $1/r^4$ etc., as one probes larger distances from a source. (A similar cascading behavior was also obtained through a different construction in [20].) It was recently argued [21] that the cosmological predictions of cascading gravity models can explain certain anomalies in the data.

When massive, gravitons propagate five polarization states: the two helicity-2 states of Einstein gravity, two helicity-1 states, and one helicity-0 or longitudinal mode. The last, traditionally denoted by $\pi$, is most interesting phenomenologically—it mediates an extra scalar force which enhances structure growth. However, this extra force is only effective at sufficiently low density: thanks to the Vainshtein effect [22], nonlinearities decouple $\pi$ near astrophysical sources, thereby ensuring consistency with solar system constraints. [This is qualitatively similar to the chameleon mechanism [23–25], at play in phenomenologically consistent examples [26] of $f(R)$ gravity models [27].] Translated to the cosmological context, this screening mechanism implies that gravity becomes stronger only at late times and on sufficiently large scales.

**Summary of results**

To perform $N$-body simulations of DGP and cascading/degravitation models, we work in the Newtonian limit where the perturbation equations are local on the brane. In the DGP context, these have been worked out explicitly by Ref. [7] for the case of a spherical top-hat perturbation. From the parametric dependence of these results, we can infer their generalization to higher-dimensional cascading models. For simplicity, we assume a background expansion history identical to that of $\Lambda$CDM cosmology, allowing us...
to focus on the effects from the modified growth history. Moreover, the $\Lambda$CDM background cosmology is a realistic approximation for the expansion history expected in higher-dimensional DGP models [21], as we review below.

Figure 1 shows the relative difference in power spectrum between cascading/degravitation models and standard gravity, with $r_c = 300$ (dashed blue line) and $r_c = 500$ Mpc (black solid line). The spectra from our simulations, spanning the range $0.01 \leq k \leq 1.2 h$ Mpc$^{-1}$, have been extended to smaller $k$ using results from a direct numerical solution of the linear perturbation equations. Because of the extra scalar force mediated by $\pi$, gravitational clustering is enhanced substantially on a wide range of scales, and further enhanced on scales that have undergone nonlinear processing. Because this extra force becomes active at earlier times for smaller $r_c$, the enhancement is greater for $r_c = 300$ than 500 Mpc. For comparison, we have also plotted the enhancement expected from linear theory (dash-dotted lines) and the Smith et al. algorithm [28] to account for nonlinear effects (dotted lines).

The enhancement of large-scale structure growth in our modified gravity simulations is seen directly by making a contour plot of the kinetic energy density in degravitated and standard gravity simulations. Figure 2 compares the results at $z = 0$ for slices of depth $31.25 h^{-1}$ Mpc from $400 h^{-1}$ Mpc simulations. Structure is clearly more evolved in the modified gravity panel due to the $\pi$-mediated force. We plot kinetic energy density, rather than simple overdensity, because the density enhancement in these models is too subtle to detect readily by eye in such a plot. Kinetic energy density, however, is greatly enhanced by the greater gravitational force felt by the particles.

Because of uncertainties in the bias between galaxy redshift surveys and the CDM power spectrum we model, however, this enhancement is nevertheless consistent with power spectrum determinations such as the Sloan digital sky survey (SDSS). Figure 3 shows the fit to the Sloan main galaxy power spectrum [29], assuming a scale-independent bias. While the fiducial cosmological parameters assumed here—$\Omega_m = 0.3$, $n_s = 1.0$, $h = 0.7$—offer a poor fit to the data, even for the standard $\Lambda$CDM model, the purpose of this comparison is to demonstrate that the apparent difference in $P(k)$, as viewed via galaxy redshift surveys,
is small, given the uncertainty in galaxy bias. For the record, the bias required for our \( r_e = 300(500) \) Mpc models to fit these data is 56% (67%) of the bias parameter needed for the standard gravity results from our simulations. This is a consequence of the greater amplitude of the modified gravity CDM power spectra. Note that an important assumption in this comparison is that of a constant bias. It was argued recently that modified gravity theories generally lead to a scale-dependent bias \([30]\), an effect we are currently quantifying using our simulations.

II. PHENOMENOLOGY OF MASSIVE/RESONANCE GRAVITY

A. Fundamentals

The modified gravitational law in standard DGP follows from the graviton propagator \( 1/(k^2 + r_e^{-1} k^2) \), where \( r_e \) sets the crossover scale from the 4D \((1/r^2)\) to the 5D \((1/r^3)\) regime. While the more complicated nature of the force law in higher-dimensional degravitation models does not lend itself to such a simple form for the propagator, a useful parametrization is \([5,31]\)

\[
\frac{1}{k^2 + r_e^{-2(1-\alpha)} k^{2\alpha}},
\]

with standard DGP corresponding to \( \alpha = 1/2 \). This power-law parametrization is not only simple in form, but it also makes contact with the far infrared limit of the cascading/degravitation propagator: since these models all have \( D \geq 6 \) space-time dimensions, the force law scales as \( 1/r^{D-2} \) in the far infrared, corresponding to a propagator that tends to a constant \((D > 6)\) or behaves as \( \log(k) \) \((D = 6)\) as \( k \to 0 \). Thus, all higher-dimensional extensions of DGP correspond to \( \alpha = 0 \) theories in the infrared \([18]\).

In this work, therefore, we shall be primarily interested in \( \alpha = 1/2 \) and \( \alpha = 0 \), corresponding, respectively, to standard DGP and cascading/degravitation models. More generally, \( \alpha \) is a free parameter within the allowed range \( 0 \leq \alpha < 1 \). The upper bound is required in order for the modification to be relevant in the infrared; the lower bound follows from unitarity \([31]\).

The above propagator describes a resonance graviton—a continuum of massive gravitons—whose spectral density peaks at the tiny scale \( r_e^{-1} \). By virtue of being massive spin-2 particles, each graviton state propagates five polarizations, including a helicity-0 or longitudinal mode \( \pi \). (Cascading gravity models also have extra 4D scalar degrees of freedom inherited from the higher-dimensional massless graviton \([17,32]\). For simplicity, in this work we shall ignore these scalars and focus exclusively on \( \pi \).

As emphasized above, this longitudinal mode is responsible for nearly all of the interesting phenomenology of the models considered here. At the linearized level, it contributes an additional \( T_{\mu \nu} T^{\mu \nu}/6 \) to the one-particle exchange amplitude between conserved sources, which at first sight would seem grossly to violate solar system constraints \([33]\).

As Vainshtein \([22]\) realized, however, the weak-field approximation is invalid for the longitudinal mode in the vicinity of astrophysical sources. Instead, nonlinearities in \( \pi \) become important and result in it decoupling from matter on scales smaller than a macroscopic scale given by \([31]\)

\[
r_s = (r_e^{4(1-\alpha)} r_{Sch})^{1/(1+4(1-\alpha))}.
\]

where \( r_{Sch} \) is the Schwarzschild radius of the source. For \( \alpha = 1/2 \), this \( r_s \) effect has been confirmed in explicit DGP solutions \([34–36]\).

To be more explicit, on scales \( r \ll r_s \) the leading correction to the Newtonian potential is \([5,31]\)

\[
\frac{\delta \Psi}{\Psi} \bigg|_{r \ll r_s} \sim \sqrt{r/r_{Sch}} \left( \frac{r}{r_e} \right)^{2(1-\alpha)}.
\]

The above parametric dependence is fixed by two requirements: (i) that \( \pi \) be of order \( r_{Sch}/r_e \) at \( r = r_s \), to match the linear solution; (ii) that the solution be analytic in \( r_e^{-2(1-\alpha)} \) for \( r \ll r_s \). Equation (3) shows that, as desired, \( \pi \) leads to a small correction to the Newtonian potential for \( r \ll r_s \). Thus nonlinearities lead to a decoupling of \( \pi \) and recovery of Einstein gravity locally.

For \( r \gg r_s \), on the other hand, \( \pi \) yields a correction of order unity,
\[
\frac{\delta \Psi}{\Psi} \bigg|_{r \gg r_c} = \frac{1}{3}.
\] (4)

This is consistent with the \( \pi \) contribution to the exchange amplitude mentioned earlier.

Thus one can think of the helicity-0 mode as mediating a scalar fifth force which is suppressed near high-density sources but becomes relevant at astrophysically large distances. This is precisely the opposite of a fifth force mediated by a massive scalar field, where the Yukawa potential fades away at distances larger than the Compton wavelength. The \( \pi \) behavior instead closely resembles that of the \( f(R) \) scalar field [27] under the chameleon mechanism [23–25]. Indeed we will see that many of our results share qualitative features of \( N \)-body simulations of \( f(R) \) gravity [37].

The key point is that \( r_s \), while large for astrophysical sources, is nevertheless parametrically smaller than \( r_c \). Quantitatively, a \( 10^{10}M_\odot \) galaxy has a Vainshtein radius of \( r_s \sim 50 \) kpc for \( r_c = 300 \) Mpc with \( \alpha = 0 \). For a \( 10^{12}M_\odot \) galaxy cluster, this gives 1 Mpc. Given these scales, we expect \( \pi \) to play an important role in structure formation.

B. Background cosmology

The infrared modifications of gravity discussed above should translate in the cosmological context into corrections to the expansion history. This is certainly the case in the standard DGP scenario, where the Friedmann equation receives an added contribution proportional to \( H/r_c \) [38]. By virtue of being linear in \( H \), however, this correction results in too large a deviation from \( \Lambda \)CDM expansion history, leading to significant tensions with current data [15].

The situation is much more hopeful in higher-dimensional models. As argued in [21], for general \( \alpha \) theories we expect power-law corrections to the Friedmann equation of the form

\[
H^2 = \frac{8\pi G}{3} \rho + \frac{\Lambda}{3} - \frac{H^{2\alpha}}{r_c^{(1-\alpha)}}. \quad (5)
\]

(Recall that in this work we focus exclusively on the so-called “normal” branch, as opposed to the self-accelerated branch, hence the choice of minus sign on the right-hand side. The “plus” branch version of this equation was introduced in [39] to study generalized self-accelerated solutions.) In particular, (5) agrees with the standard DGP Friedmann equation [38] for \( \alpha = 1/2 \). More importantly, we immediately see that \( \alpha = 0 \) (corresponding to two or more extra dimensions) leads to an expansion history identical to that of \( \Lambda \)CDM cosmology. Of course, a complete understanding of higher-codimension cascading gravity models will inevitably uncover small departures in their expansion history compared with \( \Lambda \)CDM, as they do not exactly correspond to \( \alpha = 0 \). But \( \alpha = 0 \) should offer a realistic approximation to their modified Friedmann equation since we expect the departures to be a slowly varying function of \( H/r_c \) [40].

In light of these considerations, in this work we therefore assume that the expansion history is identical to that of \( \Lambda \)CDM cosmology. This has the virtue of disentangling the effects due to a modified growth history, which is our primary interest. While this is only justified for higher-dimensional cascading models, we also assume a \( \Lambda \)CDM background expansion for DGP, so that our simulations can enlighten us on the \( \alpha \) dependence of the modified growth history.

C. Cosmological perturbations

For the purpose of \( N \)-body simulations, we are interested in sub-Hubble scales and nonrelativistic sources. In this regime, Lue et al. [7] derived the modified evolution equations for a spherical top-hat perturbation in the standard DGP model; these results were extended in [41]. Here we propose a phenomenological extension of these results valid for general \( \alpha \) theories, which reduce to the equations of [7] in the DGP case.

The change in the perturbation equations can be entirely encoded as a scale-dependent modification to the Poisson equation:

\[
\left( \frac{k^2}{a^2} + \frac{kr_c}{a^2} \right)^2 \Psi = -4\pi G \rho \left[ \left( 1 - \frac{2g}{\epsilon} \left[ \sqrt{1 + \epsilon} - 1 \right] \right) \delta \right], \quad (6)
\]

where \( \epsilon \) measures the overdensity \( \delta \equiv \delta \rho / \bar{\rho} \) in units of \( r_c \),

\[
\epsilon = \frac{8g^2 r_c}{3} \frac{8\pi G}{3} \delta = \frac{8g^2 H^2 r_c^2 \Omega_m \delta}{3}. \quad (7)
\]

and \( g \) is defined by

\[
g = \frac{1}{3} \left[ 1 + 2(2Hr_c)^2(1 + \frac{H}{3H_0}) \right], \quad (8)
\]

where the dot indicates a derivative with respect to proper time. Note that the right-hand side of Eq. (6) is meant first to be evaluated in real space before being transformed into Fourier space to match the form of the left-hand side.

A few comments are in order:

(i) The above results all agree with [7] for the DGP case \( \alpha = 1/2 \), with one exception: we have taken into account the modified propagator (1) in the right-hand side of (6). This mass term has been neglected in most earlier studies of DGP cosmological perturbations [7,9,14], except in [13], presumably because \( r_c \) was assumed to be of order \( H_0^{-1} \). In this work, however, we shall consider much smaller values for \( r_c \), and the mass term cannot be dropped.

(ii) The correction factor on the right-hand side of (6) encodes the “fifth force” mediated by the longitu-
The effective correction to Newton’s constant, $G_{\text{eff}} = G(1 - g)$, can be attributed to the behavior of $\pi$ in a cosmological background. Indeed, for the universe as a whole both $r$ and $r_{\text{Sch}}$ can be approximated by the Hubble radius, $H^{-1}$. Thus, in the strong coupling regime, $Hr_c \gg 1$, we can translate (3) to the cosmological context:

$$\delta \Psi \bigg|_{Hr_c \gg 1} \sim \frac{1}{(Hr_c)^{(1 - \alpha)}}.$$  \hspace{1cm} (10)

The parametric dependence agrees precisely with (8) in the $Hr_c \gg 1$ limit: $g(Hr_c \gg 1) \sim 1/(Hr_c)^{(2(1 - \alpha))}$. Similarly, in the weak coupling regime, we have $g(Hr_c \ll 1) = -1/3$, which is consistent with (4).

(iii) The nonlinear dependence on $\epsilon$ in (6) encodes the Vainshtein effect for local overdensities. Indeed, for sufficiently large overdensities such that $\epsilon \gg 1$, the right-hand side of (6) reduces to its standard gravity form. The dependence of the effective gravitational force as a function of $\delta$ is shown in Fig. 4 for $z = 1$. Because these are plotted at $z = 1$, the enhancement at small $\delta$ is not yet maximized, thanks to the global Vainshtein effect. In other words, $\epsilon$ has not yet relaxed to its late-time value of $-1/3$. Since $g$ is a slower function of $Hr_c$ for $\alpha = 1/2$ than for $\alpha = 0$, the relaxation time is longer for $\alpha = 1/2$, hence the DGP curve has smaller amplitude at $z = 1$.

Figure 4 underscores the fact that our modification depends on the local density, in a way akin to the chameleon mechanism in $f(R)$ gravity simulations [37]. This is unlike earlier studies that assumed density-independent modifications, such as [42,43].

(iv) This same nonlinear dependence also encodes a weak, but interesting, “anti-Vainshtein” effect in local underdensities, where the gravitational force can become even a bit larger than even its usual low-overdensity enhanced value. In other words, if Fig. 4 were extended to include underdensities, the curves would keep rising slightly in the range $\delta < 0$. This effect merits further study, but could be relevant to the void phenomenon, as we will discuss briefly in Sec. V.

(v) The analysis of [7], on which the above results are based, assumes spherical top-hat perturbations. For general perturbations, the equation of motion for $\pi$ in DGP takes a more complicated form and is therefore harder to solve. The precise relation between our framework and the $\pi$ equation of motion is spelled out in Appendix A. Ongoing $N$-body simulations in DGP by Scoccimarro have established that a spherical approximation yields a power spectrum that agrees well with the full calculation [44].

(vi) Implicit in our modified Poisson equation is some coarse graining for the density field. Otherwise, since $\epsilon$ is formally a delta function for a point particle, our modification would vanish everywhere in this extreme case. Of course, since (6) depends nonlinearly on $\delta$, its solution will unavoidably have some sensitivity to the choice of coarse-graining scale. As we discuss further in Sec. IV, however, we will check that this effect is under control by comparing simulations of different resolution. Note that these averaging issues also pertain to $f(R)$ gravity simulations [37], since the chameleon mechanism depends sensitively on the size and density of objects.

Equations (6)–(8) constitute the core ingredients for our simulations. Given a density field $\delta$ and Hubble parameter $H$, we can solve (6) for the Newtonian potential. The latter then specifies how particles evolve in time in the usual way. We should stress that the above expressions only hold well inside the horizon, which is of course all we care about for our simulations. In DGP, for instance, the corrections to general relativity take on a rather different form.

![Fig. 4](color online). Effective gravitational attraction relative to standard gravity at $z = 1$ as a function of $\delta \rho/\rho$. More precisely, what is plotted is $1 - 2g(\sqrt{1 + \epsilon} - 1)/\epsilon$, which appears on the right-hand side of (6). The enhancement compared to standard gravity fades away for large $\delta \rho/\rho$, a manifestation of the Vainshtein screening effect.
on super-Hubble scales, as shown by [10,11,14] in the self-accelerated and normal branch, respectively.

The generalization of (9) for near- and super-Hubble modes, and the implications for large-scale growth history, have been studied recently in [21]. In particular, it was shown that modified gravity can explain the lack of CMB temperature correlation on $\gtrsim 60^\circ$ angular separations [45–47], provided that the curvature perturbation $\xi$ is conserved on all relevant scales. The Newtonian limit in this case is different than (6), but the physics is qualitatively very similar—enhanced structure growth on scales smaller than the graviton Compton wavelength.

We follow a more conservative approach here. By focusing on only two parameters, $r_c$ and $\alpha$, we are able to succinctly explore the large-scale structure phenomenology of this class of models. Furthermore, since the modifications we introduce are less dependent on the somewhat uncertain superhorizon physics of these extra-dimensional scenarios, we can expect our general conclusions to be robust to changes in those scenarios’ particulars. As we learn more from observations and how they compare with simulations, we will be able to place better constraints on explicit brane constructions.

D. Linear regime

Before launching into the numerical analysis, we can gain analytical intuition by studying the linear regime, described by (9). The physics is illustrated in Fig. 5, where the solid lines labeled by $aH$ and $r_c/a$ denote the Hubble horizon and graviton Compton wavelength, respectively.

At early times, $H \gg r_c^{-1}$, gravity is approximately standard on all scales since $g \approx 0$. Once $H$ drops below $r_c^{-1}$, however, the scalar force mediated by the longitudinal mode kicks in, and perturbations experience enhanced growth, at least on sufficiently small scales. Thus we expect excess power on small scales compared to what is expected in $\Lambda$CDM, at least until they reach large overdensities.

On large scales, the graviton mass suppresses the growth of modes with $k < a/r_c$. As can be seen from Fig. 5, intermediate wavelength modes ($k \lesssim a/r_c$) first experience a period of enhanced growth from the longitudinal mode, followed by a period of decay; very long wavelength modes ($k \ll a/r_c$), on the other hand, experience only decay from horizon entry until today.

III. NUMERICAL SIMULATIONS OF MODIFIED GRAVITY

Our numerical solutions were performed by modifying a publicly available particle mesh $N$-body code [48]; a modification of the same original code was used in [16] for other modified gravity models. While many more accurate methods for computing the formation of large-scale structure now exist for standard gravity, the particle mesh approach is actually better suited to the modification of gravity we consider here. This is because our modification, like the particle mesh approximation, does not accurately capture the two point interaction between any two of the gravitating $N$ bodies. On the contrary, its implicit spherical top-hat assumption only works over fairly long distance averaging scales, where the coarse-grained picture it relies on is a good approximation of reality. This is also true of the particle mesh approximation for computing $N$-body evolution. There, too, individual particles only source the gravitational potential after being coarse-grained over. Recognizing this vindicates our use of the less sophisticated particle mesh approach, but will prove a difficulty as we attempt to test our model of gravity with more precision; we will discuss this issue further in Sec. IIIA. In short, the nonlinearities in the $\varphi$ scalar field make it both phenomenologically viable and hard to simulate.

The equations derived above are written with an implicit assumption of long wavelengths and Fourier transforms. This is what allowed us to write the d’Alembertian operator as $k^2$, for instance. Our numerical solution of the modified Poisson equation (6) is of course performed using discrete Fourier transforms and cyclic reduction in the usual way. The effect of the modifications on the right-hand side of (6) is to provide a nonlinearly transformed density field, with the operations all performed in real space. The result of that transformation is then converted into Fourier space. The effect of the change on the left-hand side is even simpler. Since we have the Fourier space version of the left-hand side, we simply use it to solve for $\Phi_\varphi$, albeit using the Green’s function appropriate for the discrete Fourier transform that appears in the code.

A. The continuum limit and high-density screening

As written, our modified Poisson equation (6) does not have a smooth continuum limit: as we increase the resolu-

![FIG. 5 (color online). Different growth regimes as a function of scale factor $a$ and comoving wave number $k$. Colored regions correspond to modes inside the horizon today. At early times, $H > r_c^{-1}$, growth proceeds as in general relativity (green region); for $H < r_c^{-1}$ and on scales smaller than the graviton Compton wavelength ($k > a/r_c$), growth is enhanced thanks to the helicity-0 mode (blue region); on large scales, $k > a/r_c$, the graviton mass suppresses growth (red region). The Vainshtein effect is not included here.](image-url)
tion of our simulation, the nonlinearities of the equation will cause a larger and larger fraction of the mass in the Universe to be screened. Fortunately, however, (6) is an approximation to an underlying equation of motion which does have a smooth limit. As described in Appendix A, (6) is exact for homogeneous density, but gives a poor approximation in very sparse regions and whenever a significant fraction of the matter lies in high-density regions.

A moment’s thought reveals that our modified Poisson equation should be applicable provided that the mass in typical grid cells are not screened, that is, provided that the typical grid smoothing scale, \( \ell_G \), is larger than the \( r_\ast \) corresponding to the mass in a given cell. Concretely, let us write the density in a given cell as \( \delta \rho = N M / \ell_G^3 \), where \( M \) is the mass in a grid cell with mean cosmological density, and \( N \) is an overdensity factor. It is easily seen that our modified Poisson equation is a good approximation for cells satisfying

\[
\frac{r_\ast}{\ell_G} \simeq \frac{N^{1/3}}{15} \left( \frac{r_c}{400 \, \text{Mpc}} \right)^{2/3} \leq 1. \tag{11}
\]

In other words, any grid cell that has an overdensity of less than \( 4 \times 10^3 \) compared with the average density today will not experience substantial screening. This is consistent with Fig. 4, where the suppression of the extra force is significant only for very large overdensities. Note that our criterion is independent of the number of particles in the simulation because we have averaged over each grid cell. This is a good approximation when \( N_{\delta} \lesssim 2 N_p \), where \( N_{\delta} \) and \( N_p \) denote the number of grid cells and particles, respectively, since the cloud-in-cell density assignment scheme used in our code smears individual particles over several grid cells.

Of course the above criterion is harder to maintain at early times, since the density is larger. But this is neither a surprise nor a concern, since extreme overdensities on the length scales of interest are rare until late times, cosmologically speaking. Moreover, at early times any enhanced force effect is quenched by the cosmological screening through the parameter \( \beta \).

Even in the regime where (6) is valid, we can check whether a more dense grid leads to a systematic reduction in structure growth over the range of scales where we trust our simulations. The results of this test, shown in Fig. 14 and discussed in detail in Sec. IV D, show no such systematic effect.

**IV. POWER SPECTRUM**

We perform a variety of runs—approximately 40 replicates for each parameter combination—each with \( 512^3 \) grid points and \( 256^3 \) particles. The model parameter values tested in the runs are \( r_c = 300 \) and \( 500 \) Mpc, with \( \alpha = 0 \) and 0.5. (The values of \( r_c \) quoted here are all in physical Mpc, as opposed to \( h^{-1} \) Mpc; all other quantities throughout the paper are expressed in the usual \( h^{-1} \) Mpc units.) We also perform a set of runs with identical initial conditions assuming standard gravity.

Each parameter combination is run in boxes of size 800, 400, 200, and \( 100 h^{-1} \) Mpc. For each of our four simulation boxes, we can compute a power spectrum. What we want, though, is a combined power spectrum that includes information over a wide range of scales. The power spectrum for a box of a given size \( L \) and containing \( N_p \) particles is accurate down to a length scale \( 2L/N_p \), or, equivalently, a frequency scale \( k_{Ny} = N_p/2L \)—the Nyquist frequency. We therefore join our power spectra together in the following way. Starting with the largest box, we keep the power spectrum for modes between the smallest \( k \) mode that the box can resolve (e.g., \( 0.01 h \) Mpc\(^{-1} \) for the \( 800 h^{-1} \) Mpc box) and the half Nyquist frequency. We then continue the power spectrum by taking the next larger frequency mode from the next smaller box. That is, the power at \( k_{Ny} \) for the \( 800 h^{-1} \) Mpc box is followed in the composite power spectrum by a power value determined from the \( 400 h^{-1} \) Mpc box. We then keep all of the power spectrum points from the \( 400 h^{-1} \) Mpc box between that first frequency and the \( 400 h^{-1} \) Mpc half Nyquist frequency. The procedure is repeated to include points from the \( 200 \) and \( 100 h^{-1} \) Mpc boxes. The power spectrum determined from our simulations thus ends at the half Nyquist frequency of the \( 100 h^{-1} \) Mpc box.

![Power spectrum assembly from 4 boxes](image)

FIG. 6 (color online). This plot demonstrates how a full range power spectrum is assembled from our four overlapping simulation boxes. The vertical dashed lines indicate the half Nyquist frequencies for the four boxes. The orange, blue, black, and red (from top to bottom) represent the averaged power spectra for the \( 800 \), \( 400 \), \( 200 \), and \( 100 h^{-1} \) Mpc boxes, respectively. The simulation pictured is that for \( r_c = 500 \) Mpc in the degravitation model (\( \alpha = 0 \)).
it be randomly sampled. The modified simulations show larger scatter due to their enhanced growth, which exaggerates the differences between different initial conditions among small box realizations.

For standard gravity, we can test the accuracy of our simulations by comparing our power spectrum with the nonlinear fitting algorithm of Smith et al. [28]. The result, displayed in Fig. 7, shows very good agreement.

A. Comparison with nonlinear fitting formulas

Figures 8 and 9 compare power spectra for DGP and degravitation models with standard gravity. The quantity plotted in Fig. 9 is the power spectrum multiplied by the wave number, \( kP(k) \), to highlight features on nonlinear scales. As anticipated, the extra scalar attraction due to \( \alpha \) enhances gravitational clustering compared to \( \Lambda \)CDM cosmology. Power is increased substantially on a wide range of scales, and even more so on scales that have undergone nonlinear evolution. The relative enhancement compared to standard gravity is quantified in Figs. 1 and 10 for degravitation and DGP models, respectively.

Also plotted in Figs. 8 and 9 are the results of the Smith et al. fitting algorithm [28] in each case. We see that the fitting approach agrees very well with our simulations over the entire range of \( k \) for standard gravity, and for the linear and weakly nonlinear scales in the modified gravity models. On more strongly nonlinear scales (\( k \approx 0.2h \text{ Mpc}^{-1} \)), however, the Smith et al. algorithm heavily overpredicts...
This is most easily seen in the high-\(k\) "bump" in Fig. 9, spanning the range \(0.2 \leq k \leq 1.2\) \(h\) \(\text{Mpc}^{-1}\). The modified gravity bump is more pronounced than in standard gravity—as can be seen in Fig. 3—but not as large as what the Smith et al. algorithm predicts. This mismatch on small scales is attributable to the Vainshtein mechanism present in our equations, which is not captured by the Smith et al. procedure. In modified gravity, sufficiently small-scale structures enter the nonlinear regime early enough that the \(\sigma_{25}\)-mediated force is negligible \((g = 0)\) at that time. Subsequently, as they become increasingly nonlinear, such perturbations simply cease to feel any influence of \(\sigma\). Sufficiently small-scale modes thus never experience the effects of modified gravity. Intermediate-scale perturbations, on the other hand, experience a phase of \(\sigma_{25}\)-enhanced growth before going nonlinear.

This leads to a scale-dependent pattern of structure growth that is different from that expected from general relativity. The Smith et al. algorithm, on the other hand, was calibrated against simulations of standard gravity that were—apart from the horizon scale—genuinely scale free. The algorithm simply scales the nonlinear power according to the linear prediction and, as a result, overpredicts small-scale power for our model. This mismatch is also present in simulations of \(f(R)\) gravity [37], in that case due to the chameleon mechanism.

Remarkably, it is straightforward to recalibrate the Smith et al. formulas to capture the distinctive development of nonlinear structure in our simulations. We show the results in Fig. 11. To achieve this, we simply rescaled most of the Halofit algorithm's numerical coefficients until we found a set that fit our simulations. The parameter adjustments necessary are listed in Table I of

![Figure 9](color online). Plot of \(kP(k)\) for our simulations. The convention for curves and data points is identical to that of Fig. 8.

![Figure 10](color online). The same as Fig. 1 for the DGP parameter choice, \(\alpha = 0.5\); \(r_c = 300\) Mpc is represented by the blue dashed line and \(r_c = 500\) Mpc by the black solid line. The dash-dotted lines are the expected difference from linear perturbation theory. The dotted lines are the expected difference assuming the Smith et al. procedure [28] for including nonlinear effects.
Appendix B. Because the difference between the DGP and cascading/degravitation simulations is small over the range of our simulations—and expected to grow smaller for larger values of $r_c$—we have provided a single set of fitting parameters. For small values of $r_c$ these two models become increasingly different, so the compromise parameters fit less well. The better fitting parameters are mentioned in the Appendix. A code for calculating these fitting formulas will be made publicly available [49].

This result at first appears to disagree with another study [16] that found good agreement between Halofit and a variety of weak modifications to gravity, including a phenomenological model that mimicked the DGP scalar that is also our focus. Their work, however, focused on the case where the change in the scalar force was explicitly correlated to an alteration of the expansion history, and where it mediated a repulsive force. This constrained their modification of the growth rate to be relatively small and to work against, rather than in concert with, the Newtonian force. For very large values of $r_c$, our model also recovers standard gravity smoothly, and for the large values of $r_c$ considered in [16], we would similarly find much better agreement with the Halofitting algorithm.

B. Dependence upon model parameters

Another important question is how the growth history depends on $\alpha$. Figure 12 shows the relative difference between power spectra for degravitation/cascading ($\alpha = 0$) and the DGP ($\alpha = 1/2$) model. The difference between them is only a few percent over the scales probed by the simulations and is thus smaller than the variance in the simulations, which are suppressed in the plot. This can be seen most clearly in the results from the linearized perturbation theory results (dash-dotted lines). The one clear difference that is evident both in the linearized results and in the simulations is that the difference between the two values of $\alpha$ is more pronounced for smaller $r_c$, which is sensible.

The dependence of our results on the graviton Compton wavelength is simpler. Smaller $r_c$ leads to more power on intermediate scales, but reaches the “cutoff” beyond which gravity ceases to operate at larger $k$. As is implicit in Fig. 3, over the scales we simulate and for the relatively small difference in values of $r_c$, we consider, a simple linear rescaling is all that is necessary to account for the differ-
The Vainshtein screening effect in our class of models arises in two ways: (i) through a global Vainshtein effect due to the cosmological background density, encoded in the function $g$ defined in (8); (ii) through a local Vainshtein effect from overdensities, encoded in the nonlinear $\epsilon$ dependence in (6)—see Fig. 4. To disentangle these two effects, we performed an additional set of simulations where, instead of using (6) as the modified Poisson equation, we used its linearized form given in (9). The latter does not include the Vainshtein screening from local overdensities, only from the cosmological background. In other words, this comparison allows us to isolate the effects from local Vainshtein screening.

The results of this comparison in a representative simulation box are shown in Fig. 13. The results for each simulation box—and the combined power spectra—were similar, but focusing on a single box allows us to see the changes due to the local Vainshtein effect.

The main take-away message from this figure is that the power is greater without the local Vainshtein effect, as expected intuitively. More interestingly, the power excess is larger for $r_c = 500$ Mpc than for 300 Mpc. Indeed, for larger $r_c$, nonlinearities in $\pi$ are more easily triggered, hence the local Vainshtein screening is more effective. Quantitatively, local screening requires a large overdensity in units of $r_c$, that is, $\epsilon \gg 1$. From (7), $\epsilon \gg 1$ is easier to achieve for larger $r_c$. (Of course, for much larger values of $r_c$, such that $H_0 r_c \gg 1$, the global Vainshtein screening would still be effective today, and the local Vainshtein effect would therefore be irrelevant.)
Going back to Fig. 13, the reason that the difference between the two simulations goes to zero past the half Nyquist frequency is because the simulations cease to give a valid determination of the power spectrum beyond that point. Intuitively, we expect that the reason why these highest frequency modes have more power in the linear simulation is because of the enhanced kinetic energy of the particles in that simulation: since the mesh cannot resolve the interparticle potential on small scales, we can see that in simulations with stronger gravity that the two particle correlation falls off more quickly than in simulations where gravity is weaker on smaller length-scales.

**D. Sensitivity to averaging**

As discussed in Secs. II C and III A, our modified Poisson equation (6) requires averaging the density field. Since the equation depends nonlinearly on δ, one might have expected our results to depend on the coarse-graining scale. As discussed in Sec. III A, the relevant scale is set by the grid resolution. Therefore, we can quantify the dependence on the scale of averaging by comparing simulations of different resolution. Figure 14 shows that degrading the resolution of runs by a half, both in grid size and in particle number, results in a ≲ 10% change in power. Most importantly, the difference is smallest over the intermediate length scales where our simulations are most accurate. This demonstrates that the short distance, high-density screening discussed in Sec. III A is not propagating its effects to these length scales. Indeed, we even see that the finer grid—which resolves more high-density structures in a universe with hierarchical clustering—has more power on small scales than the coarse grid, whereas the effect of spurious screening would be to decrease the power present at higher resolution.

**E. Confronting observations**

The relatively poor fit of our simulation power spectra to the SDSS data shown in Fig. 3 should not cause alarm. This is due to several factors, most obviously that our chosen cosmological parameters were chosen for model comparison purposes, not to fit these data. Also, our simulations, which contain only dark matter, will necessarily match real data poorly.

With regard to data, the most obvious difference between the modified and standard models is that the bias needed for the modified gravity models to fit these data is very different from the typical bias parameter—56% (67%) for 300 (500) Mpc relative to that needed for the standard gravity results. This is a natural consequence of our model’s enhanced gravitational strength; its consequences bear further study. At the present, the theory of bias in modified gravity models has yet to be worked out. The study bias in these models is complicated by the fact that they introduce scale dependence into the growth factor. There are also indications in related work [21] that a more complete phenomenology of a massive/resonance graviton model may require a more subtle treatment of superhorizon evolution. Both of these effects will introduce scale dependence into the bias.

A more pressing concern for these models comes from recent precision weak lensing measurements [50]. These observations observe a power spectrum normalization of \( \sigma_8(\Omega_m/0.25)^{0.64} = 0.837 \pm 0.084 \) on \( \theta > 85' \) angular scales, in good agreement with the WMAP measurement [51]: \( \sigma_8 = 0.80 \pm 0.04 \). This would appear at first to rule out a significant boost in power spectrum amplitude from modified gravity. However, lensing data are not so easy to interpret in the context of our modified gravity model, and do not provide a strong constraint on it as yet.

A simple way to see this is to compare with the results in [43], which studies the consequences for weak lensing of adding a mass term in the Poisson equation. This is of course very different from the density-dependent modifications considered here. Nevertheless, as can be seen from the growth factor shown in their Fig. 1, our class of models is mimicked reasonably well by their Yukawa potential with \( \phi_{Dore} = -0.2 \) and inverse mass \( \approx 0.1-1 \) Mpc (similar to our \( r_g \)). Using these values, we see that, according to their Fig. 2, this model is as yet in no conflict with the weak
lensing data. Furthermore, because of the bias issues discussed above, the comparison with the Sloan luminous red galaxies also shown in their Fig. 2 should be ignored.

Another subtlety to keep in mind is that weak lensing observations are sensitive to a different gravitational potential, usually denoted by $\Phi_\ast$. This quantity is related to the Newtonian potential by

$$
\Phi_\ast = -\frac{\Psi}{1 - g}.
$$

We can understand this result by noting that, unlike non-relativistic particles, photons do not couple directly to $\pi$. Hence, the gravitational potential relevant for their motion must be suppressed by a factor of $1/1 - g$ relative to the Newtonian potential.

The expression for $\Phi_\ast$ follows from substituting (12) into (6):

$$
\Phi_\ast(k) = \frac{1}{1 + (\frac{k r_c}{a})^2 (\alpha - 1)} \left(1 - \frac{2\epsilon}{\epsilon + 1}\right) \frac{a^2}{k^2} \frac{4\pi G \rho}{\delta_k}.
$$

The last factor of $4\pi G \rho a^2 \delta_k/k^2$ is what one would use in standard gravity to translate $\delta$ into a lensing potential. Here, however, the two prefactors each act to suppress $\Phi_\ast$ relative to the density perturbation:

(i) On scales much larger than the graviton Compton wavelength, such that $k r_c/a \ll 1$, the first prefactor suppresses $\Phi_\ast$.

(ii) On highly nonlinear scales, such that $\epsilon \gg 1$, we have

$$
1 - \frac{2\epsilon}{\epsilon + 1} \frac{a^2}{k^2} \frac{4\pi G \rho}{\delta_k} \approx \frac{1}{1 - g}.
$$

Since $g \to -1/3$ at late times, the local Vainshtein effect therefore results in a $4/3$ suppression factor for $\Phi_\ast$ on these scales.

V. CONCLUSIONS

Over the next decade observations of the large-scale structure will subject the $\Lambda$CDM/standard gravity paradigm, thus far remarkably successful at accounting for cosmological data, to increasingly stringent tests of its predictions. In this work we have studied the possibility that cosmic acceleration instead stems from a breakdown of Einstein gravity at cosmological distances, due to the graviton having a small mass.

Specifically, we have focused on the normal branch of the DGP model as well as its extension to higher dimensions, called cascading gravity. The longitudinal mode of the graviton in these models results in stronger gravitational attraction which, thanks to the Vainshtein screening effect, only kicks in at late times and on sufficiently large scales. We have focused exclusively on the normal branch of these theories, which are ghost-free and not self-accelerating. (Note that the effects uncovered in this work would be exactly the opposite on the self-accelerating branch—the longitudinal mode would mediate a repulsive force, thereby impeding the formation of structure.)

We have presented a simple phenomenological procedure for calculating the development of large-scale structure in the standard DGP model and its higher-dimensional, cascading gravity cousins. To focus on the effects of modifications to the growth history, we have assumed a background $\Lambda$CDM expansion history in all cases. This should be a good approximation for the actual background in cascading models, where the corrections to the Friedmann equation are expected to be a slowly varying function of $Hr_c$.

Our N-body simulations confirm the expectation that structure is more evolved in modified gravity than in $\Lambda$CDM cosmology:

(i) Structure grows faster on large scales, leading to enhanced clustering for fixed primordial normalization.

(ii) As a converse, for a power spectrum normalized to the power observed today, our model predicts systematically less power in the past than would be inferred from a standard $\Lambda$CDM evolution.

(iii) Nonlinear processing reaches longer length scales thanks to enhanced gravitational strength, leading to an additional enhancement in power on nonlinear scales relative to standard gravity.

(iv) Nonetheless, freedom to marginalize over galaxy bias allows our modified gravity model to fit the power spectrum derived from the Sloan digital sky survey main galaxies.

While our understanding of these simple results are encouraging, they represent only the beginning of our program for testing this class of modifications of gravity. Galaxy power spectra, with their bias uncertainty, are not the most discriminating measurements for constraining or demonstrating the particular effects of these models.

Several observational probes can constrain or confirm the phenomenology of our class of models. For instance, bulk flows and weak lensing are sensitive directly to collections of dark matter. Since gravity does not lens light with the same potential as it attracts matter in our model, though, lensing will not be as useful in constraining this model as it may appear at first. Bulk flows, though, give a direct measure of the local matter potential, and are becoming a more robust observational tool. Intriguingly, recent results from the compilation of peculiar velocity surveys [52] and systematically uncertain, but highly suggestive, kinetic Sunyaev-Zel’dovich observations [53] have provided evidence that the peculiar motions of galaxies on the largest length scales are higher than that...
expected in the standard cosmological paradigm. Our model may be able to account for these enhanced flows [54].
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APPENDIX A: RELATION TO DECOUPLING ARGUMENTS

In this Appendix we elucidate the relation between our modified Poisson equation and the $\pi$ equation of motion derived in a decoupling limit of DGP [55–57]. For simplicity, we neglect the effect of the cosmological background and treat the source as embedded in flat Minkowski space. Hence, $g \rightarrow -1/3$ and $\rho \delta \rightarrow \rho$. Moreover, we focus on scales much smaller than the graviton Compton wavelength: $kr_c \gg 1$. In this approximation, (6) reduces to

$$\nabla^2 \Psi = 4\pi G \rho \left(1 + \frac{9}{32 \pi G r_c^2 \rho} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right]\right).$$

(A1)

The contribution from $\pi$ in the above is the difference from the usual Poisson equation, namely

$$\nabla^2 \pi = 4\pi G \rho \left(1 + \frac{9}{32 \pi G r_c^2 \rho} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right]\right)$$

$$= \frac{9}{8 r_c^2} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right].$$

(A2)

In particular, in the limit $Gr_c^2 \rho \ll 1$, this simplifies to

$$\nabla^2 \pi = \frac{4\pi G}{3} \rho.$$

(A3)

The factor of 1/3 relative to the standard Poisson equation is consistent with the correction in (4).

Let us compare these results with the $\pi$ equation of motion of DGP. In a certain decoupling limit of the theory [55–57], the longitudinal mode decouples and obeys the equation of motion,

$$3\nabla^2 \pi + \frac{2}{r_c} [\nabla^2 \pi - (\nabla_i \nabla^i \pi)] = 4\pi G \rho.$$ 

(A4)

In general, because of the $\nabla_i \nabla_j \pi$ term, we cannot algebraically solve for $\nabla^2 \pi$, as implied by (A2).

However, within a spherical top-hat of radius $R$, it is easily seen that the solution is given by

$$\pi = \frac{3r^2}{16r_c^2} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right]$$

for $r \leq R$,

(A5)

which agrees precisely with (A2). After all this is not surprising since we obtained (A2) from the spherical top-hat solutions of Lue et al. [7]. At the origin of this agreement is the fact that $\pi(r) \sim r^2$ within the top-hat, and hence

$$\nabla_i \nabla_i \pi^2 = \frac{3}{2} (\nabla^2 \pi)^2.$$

(A6)

Therefore, the underlying assumption in (A2) is that (A6) holds in general.

To see what this entails, consider the solution outside the top-hat ($r > R$). From (A2), we obtain

$$|\nabla \pi_{\text{approx}}| = \frac{GM}{3r^2} \left[\frac{27}{32 \pi G r_c^2 \rho} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right]\right].$$

(A7)

The solution to the exact equation (A4), on the other hand, decreases more slowly, since $|\nabla \pi_{\text{exact}}| \sim 1/r^{1/2}$ for $r < r_*$, as can be seen from (3), and approaches the $1/r^2$ profile asymptotically: $|\nabla \pi_{\text{exact}}| \rightarrow GM/3r^2$ for $r \gg r_*$. In other words, far away from the source we have

$$|\nabla \pi_{\text{approx}}|_{r \gg r_*} = \frac{27}{32 \pi G r_c^2 \rho} \left[\sqrt{1 + \frac{64 \pi G r_c^2 \rho}{27}} - 1\right].$$

(A8)

FIG. 15 (color online). Comparison of our approximate solution for $\pi$ with exact profile in the far-field regime. We do not expect this mismatch to be very consequential at the level of approximation used in this study because most of the dynamics in our simulation are driven by regions whose overdensity $G \rho r_c^2 \ll 1$, where the approximate and exact solution are most similar.
For small density, $G \rho r_c^2 \ll 1$, this ratio approaches unity. For large density, on the other hand, our approximation tends to underestimate the far-field effect of $\pi$. This ratio is plotted in Fig. 15 as a function of $G \rho r_c^2$. Hence, our simulations offer a conservative approximation to the actual modifications induced by the scalar-mediated force.

**APPENDIX B: MODIFICATIONS TO NONLINEAR FITTING ALGORITHM**

The changes to the Smith et al. fitting coefficients necessary to fit our runs are as follows. Any parameters not mentioned are left as in the original algorithm. Since we have only one set of simulations, we cannot give the full dependence of the parameters on the effective index, $n$, or the spectral curvature; these dependencies will, for our purposes, be left the same as in the original algorithm. The one alteration we make that is not part of the original algorithm is to change the definition of the parameter $y$ from $y(\text{Smith}) = k/k_{c,0}$ to $y(\text{mod}) = \delta k/k_{c,0}$; that is, we introduce a new parameter, $\delta$.

The relevant parameters and their modified values are listed in Table I. These parameters have been calibrated only for our small sample of runs. A code containing the modified Smith algorithm, with updated fitting coefficients if we perform a wider variety of runs, will be made available [49]. We provide a single set of parameters because both the DGP and degravitation simulations can both be fit reasonably well by them. There is some disagreement for the smallest values of $r_c$ (see Fig. 12) though. To fit these, it is necessary to use slightly different parameters for each case. For degravitation, the small $r_c$ fit requires $\delta = 1.02$, the correction to $\beta$ to be 2.0, and the correction to $\mu_n$ and $\nu_n$ to be 0.8. For DGP, the small $r_c$ fit requires $\delta = 1.05$, the correction to $\beta$ to be 1.9, and the correction to $\mu_n$ and $\nu_n$ to be 0.95.
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