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Abstract
This thesis examines the problems of performing structural transformations on databases involving complex data-structures and object-identities, and proposes an approach to specifying and implementing such transformations.

We start by looking at various applications of such database transformations, and at some of the more significant work in these areas. In particular we will look at work on transformations in the area of database integration, which has been one of the major motivating areas for this work. We will also look at various notions of correctness that have been proposed for database transformations, and show that the utility of such notions is limited by the dependence of transformations on certain implicit database constraints. We draw attention to the limitations of existing work on transformations, and argue that there is a need for a more general formalism for reasoning about database transformations and constraints.

We will also argue that, in order to ensure that database transformations are well-defined and meaningful, it is necessary to understand the information capacity of the data-models being transformed. To this end we give a thorough analysis of the information capacity of data-models supporting object identity, and will show that this is dependent on the operations supported by a query language for comparing object identities.

We introduce a declarative language, WOL, based on Horn-clause logic, for specifying database transformations and constraints. We also propose a method of implementing transformations specified in this language, by manipulating their clauses into a normal form which can then be translated into an underlying database programming language. Finally we will present a number of optimizations and techniques necessary in order to build a practical implementation based on these proposals, and will discuss the results of some of the trials that were carried out using a prototype of such a system.
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This thesis examines the problems of performing structural transformations on databases involving complex data-structures and object-identities, and proposes an approach to specifying and implementing such transformations.

We start by looking at various applications of such database transformations, and at some of the more significant work in these areas. In particular we will look at work on transformations in the area of database integration, which has been one of the major motivating areas for this work. We will also look at various notions of correctness that have been proposed for database transformations, and show that the utility of such notions is limited by the dependence of transformations on certain implicit database constraints. We draw attention to the limitations of existing work on transformations, and argue that there is a need for a more general formalism for reasoning about database transformations and constraints.

We will also argue that, in order to ensure that database transformations are well-defined and meaningful, it is necessary to understand the information capacity of the data-models being transformed. To this end we give a thorough analysis of the information capacity of data-models supporting object identity, and will show that this is dependent on the operations supported by a query language for comparing object identities.

We introduce a declarative language, WOL, based on Horn-clause logic, for specifying database transformations and constraints. We also propose a method of implementing transformations specified in this language, by manipulating their clauses into a normal form which can then be translated into an underlying database programming language.

Finally we will present a number of optimizations and techniques necessary in order to build a practical implementation based on these proposals, and will discuss the results of some of the trials that were carried out using a prototype of such a system.
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Foreword

The theme of this thesis is to study the problems associated with performing structural transformations on databases involving complex data-structures and object identity, and to propose an approach to specifying and implementing such transformations based on a declarative language. Such transformations arise from a number of areas including database integration, schema evolution and implementing user views and data entry applications.

The language we propose, called WOL (Well-founded Object Language), is a declarative language based on Horn-clause logic, which allows us to express database transformations and constraints in a single framework, and thus allows us to reason about interactions between the two. WOL differs from established Horn-clause based languages, such as Prolog or Datalog, in that it is designed to deal with partial descriptions of database objects: a necessary facility when dealing with very large and complex data-structures. We will propose a method of implementing database transformations specified using WOL by first converting the clauses of a transformation program to a normal form, and then translating the normal form clauses to an underlying database programming language.

We will also look at a variety of related issues, including database constraints, and the information capacity of data-models involving object identity. In the case of the first, we will argue that there is an important interaction between database transformations and constraints, in that constraints play a part in determining transformations, but also in that, in order for a transformation program to be correct, various constraints may be implied on the source and target databases of the program.

We are concerned with transformations of databases involving complex, arbitrarily deeply nested and possibly self-referential data-structures. In order to represent such data-structures we require a data-model equipped with a rich variety of type constructors, and also some sort of reference mechanism such as pointers, object identities or variables defined via systems of equations. We will pursue a model similar to that of [2], based on the notion of object-identity and incorporating set, variant and record type constructors. However our choice of using object-identities is largely a stylistic one, and models based on any alternative reference mechanism would yield similar results: indeed, in some sense, this point could be considered the theme of part II of this thesis. In addition a central feature of our data-model is the notion of finite
*extents*: that is that a database instance consists of a collection of known, finite extents, and all values in the instance arise from those extents. This point, though it may seem trivial, is in fact a major distinguishing factor between databases and other areas of computation, in that allows us to compute a variety of functions on instances which would not be decidable in a more general computational framework.

1.1 A Roadmap

This thesis covers a variety of aspects of database transformations, and related issues, from a variety of perspectives. Since the interests of readers may vary, I will attempt to provide a guide allowing the reader to concentrate on those parts of the thesis of interest to him or her, while avoiding those parts which are not. The thesis is divided into four Parts, each of which is equipped with its own introductory section, which will motivate the Part and also include a more detailed roadmap. Here I will provide a brief overview of each Part, and also pointers to sections that are of a particular importance to the remainder of the thesis.

Part I serves as a general introduction to the field of database transformations, and a survey of some of the more significant work in this field. We start by describing the various different areas in which database transformations arise, and the different possible approaches to implementing them. In section 3 we look specifically at work done in the area of *database integration*. Database integration is the area from which the most significant work on transformations has arisen, and also the main motivating area for my work in this subject. In section 4 we discuss the requirements on data-models for use in database transformations. In section 5 we examine the various notions of correctness that have been proposed for database transformations. In particular we describe various notions of *information dominance*, and show that in order to ensure the correctness of a database transformation, it is necessary to consider constraints on the source database which may not be explicit in the database schemas.

In Part II we will give a formal examination of the information capacity of data-models supporting object identity. It is essential to understand these issues in order to provide a formal treatment of database transformations: transformations must respect the information represented by instances, and should map equivalent instances to equivalent instances. We will argue that the information represented by a database instance coincides precisely with its observable properties, and show that the observational equivalence of instances is determined by our assumptions about what operations are available in a query language for comparing object identities.

In section 7 we will introduce our data-model, and in section 10 we will extend this model with the notion of *keys*. It is recommended that a reader who is not concerned with the discussions of Part II should nevertheless read section 7 and the first part of section 10, since these will be necessary in order to understand the remaining parts of the thesis.

In Part III we will present an approach to specifying and implementing transformations based on the WOL language. In section 13 we will introduce the WOL language, defining its syntax and semantics, and giving examples to show how WOL can be used to express a variety of database
constraints. In section 14 we will show how WOL can be used to express transformations, and
describe the idea of normal form transformation programs which may be implemented efficiently
using some underlying database programming language. In section 15 we will show how WOL
may be extended to deal with alternative collection types such as bags and lists.

In Part IV we will present information necessary in order to implement transformations using
WOL. We will present various optimizations necessary in order to make the algorithms con-
structed in Part III feasible, and will show how two-stage transformations can be used to avoid
potential exponential blowups in the size of transformations programs. We will also describe
our work on a prototype implementation of WOL and our experiences with trials using this
implementation.

1.2 Some Comments on the Mathematical Approach and Assumptions

Though the work described in this thesis was driven largely by pragmatic problems and by
intuitions about these problems, its foundations nevertheless lie in formal mathematics and
logic. As such, each result in the thesis requires a formal proof, and each concept a formal
definition, built on the proofs and definitions that have gone before. However many of the
required proofs are similar or almost identical, and some proofs are repetitive and involve many
similar cases. Writing out every detail of such proofs would be extremely time consuming, and
the resulting document would lack continuity and be very difficult to read. Consequently, in
the case of many similar proofs, I may choose to give the first proof in detail, and only outline
later proofs, or concentrate on the details particular to each later proof. In the case of proofs
involving large numbers of similar cases, I may only provide details of some representative cases,
and concentrate on any cases which require special treatment. In all cases I will provide sufficient
details for the reader to completely reconstruct a proof by comparison and adaption of other
proofs in the thesis.

I have tried to make this work as general as possible, and to avoid simplifying assumptions
and restrictions when ever it was feasible to do so. In some cases this generality may lead to
excessive complexity, and simpler but slightly more restrictive approaches may be suitable for
most pragmatic purposes. In such cases I have tried to first provide the most general versions of
the work, and then to describe the simplified versions and explain the restrictions they entail.

There are a number of pervasive assumptions about the underlying mathematical models that I
am dealing with. In particular I will assume a universe of sets which supports constructors for
finite products, power sets and finite power sets, and function spaces. I will make the slightly
non-standard assumption that function spaces and products are disjoint: if $X$ and $Y$ are sets, I
will assume that $X \rightarrow Y$, the set of functions from $X$ to $Y$, and $X \times Y$, the set of pairs with
first element taken from $X$ and second element from $Y$, are disjoint sets.

There are also a number of notational conventions and abbreviations which will occur sufficiently
often that they warrant mentioning. Finitely indexed families of sets or functions will occur
frequently. For example, $\mathcal{C}$ might be some finite set, and for each $C \in \mathcal{C}$ there might be a
corresponding set $\sigma^C$. In such a case I will write $\sigma^C$ for the family of sets $\sigma^C$ for $C \in \mathcal{C}$.

I will also frequently make use of ellipses, “...”, in order to represent sequences of similar terms or expressions. For example I would write $a_1 : \tau_1, \ldots, a_k : \tau_k$ to represent a series of $k$ terms separated by commas, where the $i$th term has the form $a_i : \tau_i$. Such notational conventions will greatly simplify our presentation.
Part I

Database Transformations

2 Introduction

A database transformation is a mappings from the instances of one or more source database schemas to the instances of some target schema. The terms “schema” and “instance” are used here in a very general sense, to mean an abstract description of the structure of data in a database, and the data stored in a database at a particular moment in time respectively. The precise interpretation of these terms is dependent on the particular data-models being considered: the schemas involved may be expressed in a variety of different data-models, and implemented using different DBMSs.

The need to implement transformations between distinct, heterogeneous databases has become a major factor in information management in recent years. Such transformations arise from a number of different sources, including:

**Database integration:** where data from a number of distinct heterogeneous databases is mapped into a local database, or made available through a federated database system, to give the impression of a single unified database;

**Schema evolution:** where changes in the concepts being modeled and the tasks for which a database is used result in changes in the database schema, and it is necessary to transform existing data so that it conforms to a new, evolved schema; and

**User views and data-entry applications:** where the format in which data is entered into a system or viewed are substantially different from the format in which data is actually stored, and so it is necessary to transform data between these formats.

Incompatibilities between the sources and target exist at all levels – the choice of data-model, the representation of data within a model, and the data within a particular instance – and must be explicitly resolved within the transformations. The wide variety of data models in use,
including those supporting complex data structures and object-identities, further complicate these problems.

Much of the existing work on transformations concentrates on the restructuring of source database schemas into a target schema, either by means of a series of simple manipulations or by a description in some abstract language, and the mappings of the underlying instances are determined by the restructurings of schemas. In some cases this emphasis is at the expense of a formal treatment of the effect of transformations on instances, which is stated informally or left to the intuition. However there are, in general, many possible interpretations of a particular schema manipulation. For example, in a data model supporting classes of objects and optional attributes of classes, suppose we changed an attribute of an existing class from being optional to being required. There are a number of ways that such a schema manipulation can be reflected on the underlying data: we could insert a default value for the attribute where ever it is omitted, compute a new value based on the other attributes, or we could simply delete any objects from the class for which the attribute is missing.

It is clear that there may be many transformations, with differing semantics, corresponding to the same schema manipulation, and that it is necessary to be able to distinguish between them. In contrast to existing work, our focus in this thesis is therefore on how transformations effect the underlying data itself. We will use the term "database transformations", as opposed to the more common "schema transformations", in order to emphasize this distinction.

In the remainder of this section we will describe the different methods used for implementing database transformations. In section 3 we will examine database transformations as they arise in the field of database integration. We will present an example and show how various existing approaches might be used to address this example, and where the limitations of such existing work lie. In section 4 we discuss the requirements on a data-model for database transformations, and motivate our choice of an object-identity based model with set, variant and record type constructors. In section 5 we will discuss the various notions of correctness that have been proposed for database transformations. In particular we will describe Hull's hierarchy of notions of information dominance [23], and more recent work linking information dominance to database constraints. We will argue that, in order to satisfy such correctness criteria, a transformation may imply constraints on the databases involved which have been left implicit, or may not be expressible in the datamodels used, and consequently the usefulness of such notions of correctness is limited. We conclude that there is a need for general formalism for expressing database transformations and constraints, and for reasoning about the interactions between the two.

2.1 Methods of Implementing Database Transformation

Implementations of database transformations fall into two camps: those in which the data is actually transformed into a format compatible with the target schema and then stored in a target database, and those in which the data remains stored in the source databases and queries against the target schema are translated into queries against the source databases. The first of these approaches can be thought of as performing a one-time bulk transformation, while the
second approach evaluates transformations in a call-by-need manner. Which of these methods is most appropriate depends on the purpose of a particular transformation, and also the nature of the underlying databases: their size and complexity, how rapidly they change, how difficult it is to access them remotely, and so on.

For example, the most common approach adopted within federated database systems [22] is call-by-need [32, 17, 29]. This approach has the advantage that the source databases retain their autonomy, and updates to the various source databases are automatically reflected in the target database. However, in cases where accessing the component databases is costly and the databases are not frequently updated, actually merging the data into a local unified database may be more efficient. Furthermore, maintaining integrity constraints over a federated database system is a much more difficult task than checking data integrity for a single merged database [38, 48]. As a result, the approach of performing a one-time bulk transformation is taken in [47].

Some work on schema evolution also advocates implementing transformations in a call-by-need manner [7, 41, 44]. In this case multiple versions of a schema are maintained, and data is stored using the version for which it was originally entered. The advantage of this approach is that major database reorganizations can be avoided, and applications implemented for an earlier version of a schema can still be used. However, for applications built on old versions of a schema to be applied to new data, reverse transformations must also be implemented. Furthermore the cost of maintaining multiple views and computing compounded transformations may be prohibitively expensive. These problems are especially significant when schema evolutions are frequent, and it is not possible a priori to tell when old views or data cease to be relevant. Consequently some practical work on implementing schema evolutions has been based on performing bulk transformations of data [35].

It is clear that the implementation method appropriate for a particular transformation will depend on the application and on the databases involved. However, the semantics of a transformation, that is the effect of a transformation on the underlying data, should be independent of the implementation method chosen as well as of the application area itself. Unfortunately, for much of the work in the area of database transformations this is not the case, primarily due to the fact that there is no independent model or characterization for the semantics of transformations. One of the aims of this thesis is therefore to develop a semantics of database transformations, and examine various metrics for the “goodness” or “correctness” of such transformations.

3 Transformations in Database Integration

In this section we will look at some examples of database transformations, particularly in the context of database integration, and show how some parts of these examples are addressed by existing work, while others require more general transformation techniques. The context of database integration is particularly appropriate since much of the most significant work in database transformations stems from this field. In contrast, transformations proposed in say the area of schema evolution are comparatively simple [36, 44, 35, 7, 41], normally being based
a single model and a small set of basic schema modifications (such as introducing specialization and generalization classes, adding or removing attributes, and so on). It is not clear whether the reason for this is historical, since database integration became a significant problem earlier in terms of needing formal tools and techniques, or because the transformations involved in database integration are inherently more difficult than those arising in other areas.

3.1 Database Integration: An Example

The objective of database integration is to make data distributed over a number of distinct, heterogeneous databases accessible via a single database interface, either by constructing a (virtual) view of the component databases to give them the appearance of a single database, or by actually mapping data from the component databases into a single unified database. In either case, the problem from the perspective of database transformations is how to transform data from the various formats and structures in which it is represented in the component databases into a form compatible with the integrated database schema.

**Figure 1:** Schemas for US Cities and European Cities databases

Example 3.1: Figure 1 shows the schemas of two databases representing US Cities and States, and European Cities and Countries respectively. The graphical notation used here is inspired by [5]: the boxes represent classes which are finite sets of objects; the arrows represent attributes, or functions on classes; and str and Bool represent sets of base values. An instance of such a schema consists of an assignment of finite sets of objects to each class, and of functions on these sets to each attribute. The details of this model will be made precise in section 7.
The first schema has two classes: City and State. The City class has two attributes: name, representing the name of a city, and state, which points to the state to which a city belongs. The State class also has two attributes, representing its name and its capital city.

The second schema also has two classes, this time City and Country. The City class has attributes representing its name and its country, but in addition has a Boolean-valued attribute capital which represents whether or not it is the capital city of a country. The Country class has attributes representing its name, currency and the language spoken.

Suppose we wanted to combine these two databases into a single database containing information about both US and European cities. A suitable schema is shown in figure 2, where the “plus” node indicates a variant. Here the City classes from both the source databases are mapped to a single class City in the target database. The state and country attributes of the City classes are mapped to a single attribute place which take a value that is either a State or a Country, depending on whether the City is a US or a European city. A more difficult mapping is between the representations of capital cities of European countries. Instead of representing whether a city is a capital or not by means of a Boolean attribute, the Country class in our target database has an attribute capital which points to the capital city of a country. To resolve this difference in representation a straightforward embedding of data will not be sufficient; we will need to do some more sophisticated structural transformations on the data (see section 3.2). Further constraints on the source database, ensuring that each Country has exactly one City for which the is_capital attribute is true, are necessary in order for the transformation to be well defined. (The interaction between constraints and transformations will be explored in section 5.2).

Figure 2: An integrated schema of European and US Cities

The problem of database integration is therefore to define an integrated schema, which represents the relevant information in the component source databases, together with transformations from the source databases to this integrated schema.

### 3.2 Resolving Structural Conflicts in Database Integration

In [9] Batini et al noted that schema integration techniques generally have two phases: conflict resolution and merging or unioning of schemas. Although schema merging has received a...
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great deal of attention, it is only a small (and usually the last) step in the process of database integration. The more significant part of the process is manipulating the component databases so that they represent data in a compatible way. In order to do this it is necessary to resolve naming conflicts between the schemas (both homonyms and synonyms), and also to perform structural manipulations on data to resolve conflicts in the way data are represented. An example of such a structural manipulation was given by how the capital attribute was represented in the European Cities schema.

The order in which the conflict resolution and schema merging phases are carried out varies between different database integration methods. For example, in Motro[32] component schemas are first unioned to form disjoint components of a “superview” schema, and the superview is then manipulated in order to combine concepts and resolve conflicts between the component schemas. In contrast, [33, 13, 40] assume that conflicts between schemas are resolved prior to the schema merging process, and [8] interleaves the two parts of this process.

Example 3.2: Returning to example 3.1, it is necessary to perform a structural modification on the database of European Cities and Countries to replace the Boolean is_capital attribute of the City class with a capital attribute of class Country going to the class City. This yields an intermediate database with the schema shown in figure 3. It is then necessary to associate the classes and attributes of the two source databases, so that the City classes and name attributes, and also the state and country attributes, are associated, and the remainder of the transformation could be implemented by means of an automated schema-merging tool.

There are two basic approaches to systems for implementing transformations to resolve such structural conflicts: using a small set of simple transformations or heuristics that can be applied in series [32, 7, 31, 40], or using some high-level language to describe the transformation [1, 17]. Examples of these two approaches will be given in section 3.3 (examples 3.3 and 3.4).

The advantage of using a small set of pre-defined atomic transformations is that they are simple to reason about and prove correctness for (notions of correctness for database transformations is the subject of section 5). For instance, one could prove that each transformation was information preserving [37, 31], or if necessary associate constraints with each transformation in order for it to be information capacity preserving, and deduce that a series of applications of
the transformations was information preserving. The disadvantage of this approach is that the expressivity of such a family of transformations is inherently limited. For example the family of transformations proposed in [32] are insufficient to describe the transformation between an attribute of a class and a binary relation between classes: that is, one cannot transform from a class \textit{Person} with an attribute \textit{spouse} of class \textit{Person} to a binary relation \textit{Marriage} on the \textit{Person} class. Although it might be easy to extend the family of atomic transformations to allow this case, which is a common source of incompatibility between databases, there would still be other important transformations that could not be expressed. The restructuring described in example 3.2 can also not be expressed using any of the families of transformations mentioned above.

A potentially much more flexible approach is to use some high-level language for expressing structural transformations on data. However each transformation expressed in such a language must be programmed and checked individually. Further, if it is necessary to ensure that a transformation is information preserving then additional constraints may be needed on the source databases, and in general these constraints will not be expressible in any standard constraint language. This point will be taken up again in more detail in section 5. We therefore believe that there is a need for a declarative language for expressing such transformations and constraints, which allows one to formally reason about the interaction between transformations and constraints and which is sufficiently simple to allow transformations to be programmed easily. Such a language will be presented in section 13.

3.3 Schema Integration Techniques

In [9] Batini et al. survey existing work on schema integration. They observe that schema integration arises from two tasks: database integration, which we have already discussed, and integration of user views, which occurs during the design phase of a database when constructing a schema that satisfies the individual needs of each of a set of user groups. However they fail to note that these two kinds of schema integration are fundamentally different. The reason for this can be seen by considering the direction in which data is transformed in each case. For database integration, instances of each of the source databases are transformed into instances of the merged schema. On the other hand, when integrating multiple user views, instances of the merged schema must be transformed back into instances of the user views (see figure 4). The intuition is that when integrating user views all of the underlying information must be represented; no objects or attributes can be missing since some user may want the information. However, when integrating pre-existing databases the best that can be hoped for is that attributes of objects that are present in every underlying database will definitely be present in the integration; attributes that are present in some but not all of the underlying databases may be absent in the integration. In [13] it was observed that integrating user views corresponds to the “least upper bound” of the component schemas in some information ordering on schemas, while in database integration what is required is the “greatest lower bound” of the component schemas in some information ordering on schemas. A good schema-integration method should therefore take account of its intended purpose and include a semantics for the underlying transformations.
of instances.

Figure 4: Data transformations in applications of schema integration

In this section we will concentrate on methodologies intended for database-integration, and look at some representative examples of the various approaches to this problem.

Example 3.3: Continuing with our example of database integration, we can use the technique of Motro[32] to integrate the Cities and States database of figure 1 with the restructured Cities and Countries database of figure 3.\(^1\) The process is illustrated in figure 5. First, a disjoint union of the two schemas is formed (a), and then a series of “macro” transformations are applied to form the desired integrated schema.\(^2\) The transformations applied include introducing generalizations (b), deriving new attributes as compositions or combinations of existing attributes (c), and combining classes (d).

In this particular integration method, the semantics of the transformations are strongly linked to the implementation method. The intention is that the integrated database be implemented as a view of the component databases, and that queries against the integrated database be executed by translating them into queries against the component databases and then combining the results: the semantics of the individual transformations are given by their effects on queries. However the lack of any independent characterization of their semantics makes it difficult to reason about or prove properties of the transformations, or to use any alternative implementation of the methodology.

---

\(^1\)Recall that this methodology is not expressive enough to express the transformation from the Cities and Countries database of figure 1 to that of figure 3.

\(^2\)In the model of [32] generalizations are represented by classes with isa edges, though for consistency we present this example using variants instead.
Figure 5: A schema integration using the methodology of Motro
A more expressive and flexible way of specifying transformations is to use some sort of high-level transformation language. An example of such an approach is the system of rewrite rules for nested relational structures proposed by Abiteboul and Hull in [1].

**Example 3.4:** We will show how the rewrite rules of [1] can be used to represent the mapping from the European Cities and Countries database of figure 1 to the integrated schema of figure 2. The transformation is defined by a series of rewrite rules:

\[
\begin{align*}
\rho_{\text{capitals}} &\equiv \text{rew}((\text{name} : X, \text{is\_capital} : \text{True}, \text{country} : Y) \rightarrow X) \\
\rho_{\text{country}'} &\equiv \text{rew}((\text{name} : N, \text{language} : L, \text{currency} : C) \\
&\rightarrow (\text{name} : N, \text{language} : L, \text{currency} : C, \text{capitals} : \rho_{\text{capitals}}(Z))) \\
\rho_{\text{city}} &\equiv \text{rew}((\text{name} : N, \text{is\_capital} : \text{False}, \text{country} : Y) \\
&\rightarrow (\text{name} : N, \text{place} : \langle \text{euro\_city} : Y \rangle) \\
\rho &\equiv \text{rew}((\text{City} : Z, \text{Country} : W) \rightarrow (\text{City} : \rho_{\text{city}}(Z), \text{Country'} : \rho_{\text{country}'}(W)))
\end{align*}
\]

Each rule has the form “rew(pattern → expression)”. When a rewrite rule is applied to a set of values of appropriate type it attempts to bind the pattern to each value in the set. The output of the rule is the set of values of the expression corresponding to successful bindings of the pattern.

For example the first rewrite rule

\[
\text{rew}((\text{name} : X, \text{is\_capital} : \text{True}, \text{country} : Y) \rightarrow X)
\]

can be applied to a set of records each of which has attributes name and country, and a Boolean valued attribute is\_capital. The pattern matches those records for which the is\_capital attribute is equal to True, and the rewrite rule returns the set of values of the name attribute X of those records matched by the pattern.

The rewrite rule \( \rho \) takes records with set-valued attributes City and Country and applies the rewrite rules \( \rho_{\text{city}} \) and \( \rho_{\text{country}'} \) to the values associated with these attributes. The rewrite rule \( \rho_{\text{country}'} \) takes a record with attributes name, language and currency, and forms a new record with an additional attribute capitals which is formed by applying the rewrite rule \( \rho_{\text{capitals}} \) to the free variable X. This kind of nesting of rewrite rules is necessary in [1] to deal with nested sets. In section 13 we will see that such nested rules can be avoided in the language WOL by requiring some sort of identity on the elements of any set.

The model of [1] is purely value-based: there is no concept of object identity. Consequently it is necessary to use some notion of keys in order to represent recursive structures such as those of figure 1, and to reference values in one table or class from values in another (see section 10). Here we are using the name attributes of Cities and States as keys.

Note that the structure formed here does not coincide precisely with that of figure 2 because the class Country' has a set valued attribute capitals rather than a single valued attribute capital. To rectify this we would have to compose the transformation with a second transformation given
by the rewrite rule
\[
\rho' \equiv \text{rew}((\text{name} : N, \text{language} : L, \text{currency} : C, \text{capitals} : \{X\})) \\
\rightarrow (\text{name} : N, \text{language} : L, \text{currency} : C, \text{capital} : X))
\]

The pattern of this rewrite rule matches records for which the attribute \text{capitals} is singleton valued, and maps them to similar records with a singleton attribute \text{capital} instead.

It is not possible to express this transformation using a single rewrite rule: in [1] rewrite rules are not closed under composition. A subclass of simple rewrite rules are also defined, which are closed under composition, but these are not sufficiently expressive to represent our example transformation.

A number of other approaches to schema merging [33, 13, 40] take component schemas, such as those of figures 1 and 3, together with constraints relating the elements of the schemas, for example saying that the \text{City} classes of the two schemas and the \text{state} and \text{country} attributes correspond, and apply an algorithm which returns a unified schema. In these approaches the transformations are generally simple embeddings of data and type coercions.

For most schema integration methodologies the outcome is dependent on the order in which schemas are integrated: that is, they are not associative. Intuitively this should not be the case, since the integration of a set of schemas should depend only on the schemas and the relations between them; the semantics of the integration should be independent of the algorithm used. As a consequence of this non-associativity, a schema integration method will specify an ordering in which schema integrations take place, such as a binary tree or ladder, or all at once, and possibly a way of ordering the particular schemas. For example [8] states that schemas should be ranked and then integrated in order of relevance, although no justification for this ordering is given: why shouldn’t it be appropriate to integrate the most relevant schemas last, or in the middle, rather than first? Further enforcing such an ordering is not acceptable in a system in which new databases may be added at a later date: if a database is added to an established federation the result should be the same as if the database had been present in the federation at the outset.

In [13] it was shown that the non-associativity of schema integration methodologies is due to new “implicit” nodes of classes that are introduced during the merging process. The variant of the \text{State} and \text{Country} classes in example 3.1 is an example of such an implicit node. By taking account of these implicit nodes and how they are introduced, an independent semantics can be given to the merge of a set of schemas and the relations between them, and an associative schema merging algorithm defined [13].

### 3.4 Merging Data

Once transformed into a suitable form, data from the component databases must be merged. In a value based model without nested sets or additional constraints, this is simply a matter of taking the union of the relevant data. However, when more complex data models are used,
such as those supporting object identity or inter-database constraints, this task becomes more difficult since it necessary to resolve conflicts and equate objects arising from different databases [42, 26].

Figure 6: A schema for a international database of Cities and Countries

This problem is not apparent in our running example because the databases of Cities and States and Cities and Countries represent disjoint sets of objects. However suppose we were also interested in integrating a third database including international information about Cities and Countries with the schema shown in figure 6. This schema has three classes: City, State and Region. Each City is in a Region, and each Country has a set (indicated by a “star” node) of Regions. The exact meaning of Region depends on the country to which it belongs. For example, in the United States Regions would correspond to States (or Districts), while in Great Britain Regions might be counties. This database might contain data which overlaps with the other two databases. For example there might be objects representing the city Philadelphia in both the International Cities and Countries database and in the Cities and States database, in which case it would be necessary to map both objects to the same object in the integrated database. Equally there might be objects representing the same City or Country in both the International and the European Cities databases, which would need to be combined in the target database.

An important point to note here is that transformations from the various source databases to an integrated database are not independent: it is not sufficient to merely write a transformation from each individual database to the target database. Instead, we may have to write a transformation that takes a set of database instances, one for each source schema, and transforms them into a target instance.

The problem of resolving object identity over multiple databases with constraints is examined in [26, 19, 46]. In part II we will give an analysis of the more general problem of how to compare and equate object identities, and conclude by recommending a system of external keys for identifying object identities.
4 Data Models for Database Transformations

Works on transformations between heterogeneous databases are usually based around some sufficiently expressive data-model, or meta-data-model, which naturally subsumes the models used for the component databases. Various data models have been used, ranging from relational and extended entity-relationship models to semantic and object-oriented models. The main requirements on such a meta-data-model are that the models of component databases being considered should be embeddable in it in a natural way: that is, each constructor or data-type of the component database models should have a natural analogue in the meta-data-model. Further, such a model should be sufficiently simple and expressive as to allow data to be represented in multiple ways so that conflicts between alternative representations of data can be resolved. In [39] the requirements on a model for transforming heterogeneous databases are examined, and the authors conclude that a model supporting complex data-structures (sets, records and variants), object-identity and specialization and generalization relations between object classes is desirable.

Some notion of referencing, such as object-identities or keys is essential in order to represent recursive data-structures such as those of figures 1 and 2. However, in order to transform databases involving such recursive structures, it is also necessary to have a notion of extents or classes in which all objects of a database must occur. To see this, let us look at another example, namely the transformation between the two schemas shown in figure 7. Suppose we considered the first schema merely to define a recursive type PersonS. A value of type PersonS would be a record with attributes name, sex and children, such that the children attribute would be a set of records of type PersonS. In order to transform a source database consisting of a set of values of type PersonS, we would have to recursively apply a restructuring transformation to each set of children of each person in the database. This recursion could be arbitrarily deeply nested, and, in the case of cyclic data, non-terminating.

Fortunately the source schema of figure 7 conveys some important information in addition to describing a recursive type: namely it tells us that our database consists of a finite extent or class Persons, and that all the people represented in the database are reachable as members of this

![Figure 7: A transformation between recursive data structures](image-url)
extent. In particular it tells us that, if $X$ is an object in the class $\text{Persons}$ and $Y \in X.\text{children}$ ($Y$ is a child of $X$), then $Y$ is also in the class $\text{Persons}$. Consequently, when transforming the database, we can iterate our transformation over the elements of the class $\text{Persons}$, and not have to worry about recursively applying the transformation to the children of a person.

Note that in performing a transformation, it may be necessary to create and reference an object-identity before it has a value associated with it. In this example, if we perform the transformation by iterating over the class $\text{Persons}$, it may be necessary to create an object in the target class $\text{PersonT}$, with $\text{father}$ and $\text{mother}$ attributes both set to some person, before the objects corresponding to the parents of the person being transformed have been encountered in the class $\text{Persons}$. In this case it is necessary to create and reference object identities for the two parents, even though the corresponding values have not yet been formed. Keys provide a mechanism for such early creation and referencing of object identities (see section 10.1).

The data-model we will use in this thesis supports object-identities, classes and complex data-structures. Specialization and generalization relations will be viewed as particular examples of constraints which can be expressed separately using a general constraint language. The model is basically the same as that of [2] and is equivalent to the models implemented in various object-oriented databases [6], except for the omission of direct support for inheritance. Formal details of the model will be deferred until sections 7 and 10.

5 Information Dominance in Transformations

One of the important questions of database systems is that of data-relativism, or when one schema or data-structure can represent the same data as another. From the perspective of database transformations this can be thought of as asking when there is a transformation from instances of one schema to another such that all the information in the source database is preserved by the transformation. Such a transformation would be said to be information preserving.

There are a number of situations when dealing with database transformations where we might want to ensure that a transformation is information preserving. For example when performing a schema evolution, we might want to ensure that none of the information stored in the initial database is lost in the new evolved database, or when integrating databases, we might wish to ensure that all the information stored in one of the component databases is reflected in the integrated database.

Example 5.1: For the schema integration described in example 3.1 the transformation from the database of US Cities and States to the schema of figure 2 is information preserving, in that all the information stored in an instance of the first schema will be reflected in the transformed instance. Equally the transformation from the restructured European Cities and Countries schema of figure 3 to the schema of figure 2 is information preserving.

However the transformation from the first European Cities and Countries schema in figure 1
to the restructured schema of figure 3, and hence to the schema of figure 2, is not information preserving. This is because the transformation to the restructured schema assumes that, for each Country in the original schema, there is exactly one City of that Country with its is_capital attribute set to True. However the original schema allows a country to have multiple capitals: there may be many Cities with their is_capital attribute set to True. If we were able to associate an additional constraint with European Cities and Countries schema of figure 1 stating that each there can be at most one capital City in each Country, then the transformation would be information preserving, and we could say that the schema of figure 2 dominates both of the schemas of figure 1.

In section 5.1 we will look at the work of Hull in [23], which defines a series of progressively more restrictive concepts of information dominance, and see how they can be related to transformations using data models such as those described in section 4. In section 5.2 we consider the recent work of Miller in [30, 31] which studies various applications of database transformations, and the need for transformations to be information preserving in these situations.

5.1 Hull’s Hierarchy of Information Dominance Measures

In [23] Hull defined four progressively more restrictive notions of information dominance between schemas, each determined by some reversible transformation between the schemas subject to various restrictions. Although [23] dealt only with simply keyed flat-relational schemas, the definitions and some of the results can be easily generalized to other data-models supporting the concepts of schemas and instances of schemas.

If $S$ is a schema in some data-model, we will write $\text{Inst}(S)$ for the set of instances of $S$.

Given two schemas, $S$ and $T$, a transformation from $S$ to $T$ is a partial map $\sigma : \text{Inst}(S) \rightarrow \text{Inst}(T)$. Intuitively the transformation is information preserving iff there is a second transformation from $T$ back to $S$, say $\rho : \text{Inst}(T) \rightarrow \text{Inst}(S)$ such that $\rho$ recovers the instances of $S$. That is, for any $I \in \text{Inst}(S)$, the instances $I$ and $(\rho \circ \sigma)(I)$ are equivalent. In such a situation we say that $T$ dominates $S$ via $(\sigma, \rho)$.

We say that a schema $T$ dominates $S$ absolutely, $S \preceq T(abs)$, iff there exist transformations $\sigma$ and $\rho$ such that $T$ dominates $S$ via $(\sigma, \rho)$.

However a problem with this definition is that there may be many functions from $\text{Inst}(S)$ to $\text{Inst}(T)$ which do not correspond to any reasonable or definable transformations, so that, although there may be an information preserving map from instances of $S$ to those of $T$, there is no way of realizing this map.

Suppose that $B$ is the set of base types supported by a data-model (integers, strings, reals and so on), and for each base type, $b \in B$, $D^2_b$ is the set of values of type $b$ that may occur in an

---

3Note that, in order for this to make sense, we need a method of comparing the instances of a data-model, and deciding when they are equivalent. The issues of equivalence of instances will be explored at some length in part II. For now it will suffice to assume that any data-model has a decidable notion of equivalence associated with it, such that equivalent instances are indistinguishable.
instance of the model.

For any instance $I$ the **support** of $I$, $\text{Supp}(I)$ is the set of values from $\bigcup_{b \in B} D^b$ that occur in $I$.

Suppose $Z \subseteq \bigcup_{b \in B} D^b$ is a finite set. A transformation $\sigma$ from $S$ to $T$ is said to be $Z$-**internal** iff, for every instance $I \in \text{Inst}(S)$, $\text{Supp}(\sigma(I)) \subseteq \text{Supp}(I) \cup Z$. Intuitively a transformation is $Z$-internal if it doesn’t invent any new values, beyond some finite set of constants represented by $Z$.

A schema $T$ dominates a schema $S$ **internally**, $S \preceq T(\text{int})$ iff there is a finite set $Z \subseteq \bigcup_{b \in B} D^b$ and $Z$-internal transformations $\sigma$ and $\rho$ such that $T$ dominates $S$ via $(\sigma, \rho)$.

The next concept of dominance attempts to capture the idea that base values are “essentially uninterpreted”. Suppose $Z \subseteq \bigcup_{b \in B} D^b$ is a finite set. A $Z$-**permutation** $g^B$ is a family of bijections $g^b : D^b \rightarrow D^b$ such that $g^b$ restricted to $D^b \cap Z$ is the identity function for each $b \in B$. Given a $Z$-permutation $g^B$ and an instance $I$, we can form the instance $g^B(I)$ by replacing every base value $v$ of type $b$ occurring in $I$ with $g^b(v)$.

A transformation $\sigma$ from $S$ to $T$ is said to be $Z$-**generic** iff for any $Z$-permutation $g^B$ and any instance $I \in \text{Inst}(S)$, $\sigma(g^B(I)) \equiv g^B(\sigma(I))$. Intuitively a transformation is $Z$-generic if all base values other than those in the finite set $Z$ are “essentially uninterpreted values”. This fits with the assumption common in database query and constraint languages that no computations are performed on values themselves beyond simple comparisons.

The following lemma follows simply:

**Lemma 5.1:** If $\sigma$ is a transformation from $S$ to $T$ and $\sigma$ is $Z$-generic for some finite set $Z$, then there is a finite set $Z'$ such that $Z \subseteq Z'$ and $\sigma$ is $Z'$-internal.

**Proof:** Suppose that $S$, $T$, $Z$ and $\sigma$ are such that $\sigma$ is a $Z$-generic transformation from $S$ to $T$, but there is no $Z'$ as described in the lemma. Then there exists a base type $b \in B$ and an instance $I$ of $S$ such that the cardinality of $D^b$ is not finite and there exists a $v \in D^b$ such that $v \in \text{Supp}(\sigma(I))$ and $v \notin \text{Supp}(I) \cup Z$, since otherwise we could take $Z' = Z \cup \{D^b|D^b \text{ finite}, b \in B\}$. Choose $v' \in D^b \setminus (Z \cup \text{Supp}(I))$ such that $v' \neq v$. Let $g^B$ be such that $g^b(v) = v'$, $g^b(v') = v$, $g^b$ is the identity elsewhere on $D^b$, and $g^b'$ is the identity on $D^b$ for $b' \in B$, $b' \neq b$. Clearly $g^B$ is a $Z$-permutation, and $I = g^B(I)$. But $\sigma(I) \neq g^B(\sigma(I))$, contradicting our initial assumption. ■

The converse, however, does not hold. Suppose, for example, we had a schema with a class **Person** which had an attribute **age**. Consider a transformation from the schema to itself which is the identity transformation except that it replaces the **age** of each **Person** in an instance with the **minimum** value of the **age** attribute occurring in the instance: if there was an object of class **Person** with age 4 say, and no objects in **Person** with age less than 4, then every **Person** in the transformed instance would have age 4. Such a transformation would be internal, since no new values are introduced, but is not $Z$-generic for any $Z$.

A schema $T$ dominates $S$ **generically**, $S \preceq T(\text{gen})$, iff there is a finite set $Z$ and $Z$-generic transformations $\sigma$ and $\rho$ such that $T$ dominates $S$ via $(\sigma, \rho)$.
The final concept of information dominance captures the idea of having transformations expressible in some implicit calculus. To formalize this definition and realize the following results it is necessary to actually fix some underlying calculus for expressing transformations, and to show that for any transformation expressed in the calculus there will be a finite set \( Z \) such that the transformation is \( Z \)-generic. Later we will be using the language WOL, which does satisfy these properties, for expression transformations. For the time being it will suffice to assume some implicit calculus.

Suppose \( T \) and \( S \) are schemas. Then \( T \) dominates \( S \) calculously, \( S \preceq T(\text{calc}) \), iff there are calculus expressions representing transformations \( \sigma \) and \( \rho \) such that \( T \) dominates \( S \) via \( (\sigma, \rho) \).

It is clear that calculus dominance is more restrictive than the other three concepts of dominance. However it has the disadvantage of depending on a particular calculus for its definition, while the other definitions of dominance are more abstract.

The following proposition is due to Hull ([23]) and follows easily from the previous lemma:

**Proposition 5.2:** Hull ‘86. Let \( S \) and \( T \) be schemas. Then \( S \preceq T(\text{calc}) \) implies \( S \preceq T(\text{gen}) \), \( S \preceq T(\text{gen}) \) implies \( S \preceq T(\text{int}) \) and \( S \preceq T(\text{int}) \) implies \( S \preceq T(\text{abs}) \).

A more significant result, also shown in [23] is the following:

**Proposition 5.3:** Hull ‘86 Let \( S \) and \( T \) be schemas. Then \( S \preceq T(\text{int}) \) does not imply \( S \preceq T(\text{gen}) \).

In particular, in [23], it was shown that there are flat relational schemas \( S \) and \( T \) for which \( S \preceq T(\text{int}) \) and \( S \not\preceq T(\text{gen}) \). It follows that we cannot hope to construct a calculus which is complete with respect to expressing internal dominance. The questions of whether absolute dominance implies internal dominance, or generic dominance implies calculus dominance for some calculus are left open however.

An important conclusion of [23] is that none of these criteria capture an adequate notion of semantic dominance, that is, whether there is a semantically meaningful interpretation of instances of one schema as instances of another. Consequently the various concepts of information dominance can be used in order to test whether semantic dominance between schemas is plausible, or to verify that a proposed transformation is information preserving, but the task of finding a semantically meaningful transformation still requires a knowledge and understanding of the databases involved.

Another significant problem with this analysis is that it assumes that all possible instances of a source schema should be reflected by distinct corresponding instances of a target schema. However, in practice only a small number of instances of a source schema may actually correspond to real world data sets. That is, there may be implicit constraints on the source database which are not included in the source schema, either because they are not expressible in the data-model being used or simply because they were forgotten or not anticipated at the time of initial schema design. An alternative approach, pursued in [18], is to attempt to define information preserving
transformations and valid schemas with respect to some underlying “universe of discourse”. However such characterizations are impossible or impractical to represent and verify in practice.

5.2 Information Capacity and Constraints

In [30, 31] Miller et al. analyse the information requirements that need to be imposed on transformations in various applications. The restrictions on transformations that they consider are somewhat simpler than those of [23] in that they examine only whether transformations are injective (one-to-one) or surjective (onto) mappings on the underlying sets of instances. For example they claim that if a transformation is to be used to view and query an entire source database then it must be a total injective function, while if a database is to be updated via a view then the transformation to the view must also be surjective. Having derived necessary conditions for various applications of transformations, they then go on to evaluate existing work on database integration and translations in the light of these conditions.

An important observation in [30] is that database transformations can fail to be information capacity preserving, not because there is anything wrong with the definition of the transformations themselves, but because certain constraints which hold on the source database are not expressed in the source database schema. However the full significance of this observation is not properly appreciated: in fact it is frequently the case that the constraints that must be taken into account in order to validate a transformation have not merely been omitted from the source schema, but are not expressible in any standard constraint language.

**Example 5.2:** Consider the schema evolution illustrated in figure 8. The first schema has only one class, Person, with attributes representing a person’s name, sex (a variant of male and female) and spouse. In our second (evolved) schema the Person class has been split into two distinct classes, Male and Female, perhaps because we wished to start storing some different information for men and women. Further the spouse attribute is replaced by a new class, Marriage, perhaps because we wished to start recording additional information such as dates of marriages, or allow
un-married people to be represented in the database.

It seems clear that there is a meaningful transformation from instances of the first database to instances of the second. The transformation can be described by the following transformation program, written in the language WOL:

\[
X \in \text{Male}, \ X.\text{name} = N \iff Y \in \text{Person}, Y.\text{name} = N, Y.\text{sex} = \text{ins}_{\text{male}}();
\]

\[
X \in \text{Female}, \ X.\text{name} = N \iff Y \in \text{Person}, Y.\text{name} = N, Y.\text{sex} = \text{ins}_{\text{female}}();
\]

\[
M \in \text{Marriage}, M.\text{husband} = X, M.\text{wife} = Y \\
\iff X \in \text{Male}, Y \in \text{Female}, Z \in \text{Person}, W \in \text{Person}, \\
X.\text{name} = Z.\text{name}, Y.\text{name} = W.\text{name}, W = Z.\text{spouse};
\]

This program consists of three \textit{clauses} which are logical statements describing the transformation. The first clause states that for each object \(Y\) in the source \textit{Person} class, such that the \textit{name} attribute of \(Y\) is equal to the string \(N\) ("\(Y.\text{name} = N\)"), and the \textit{sex} attribute of \(Y\) is the male choice of the variant ("\(Y.\text{sex} = \text{ins}_{\text{male}}()\)"), there is a corresponding object \(X\) in the target \textit{Male} class with \textit{name} attribute equal to \(N\). Similarly the second clause states that for every \(Y\) in the source class \textit{Person} with \textit{name} attribute \(N\) and \textit{sex} attribute equal to the \textit{female} choice of the variant, there is a corresponding object \(X\) in the target \textit{Female} class. The third clause describes how a object \(M\) in the target \textit{Marriage} class arises between to objects \(X\) and \(Y\) in the target \textit{Male} and \textit{Female} classes. Details of the language WOL will be given in section 13.

Although this transformation intuitively appears to preserve the information of the first database, in practice it is not information preserving. The reason is that there are instances of the \textit{spouse} attribute that are allowed by the first schema that will not be reflected by the second schema. In particular the first schema does not require that the \textit{spouse} attribute of a man goes to a woman, or that for each \textit{spouse} attribute in one direction there is a corresponding \textit{spouse} attribute going the other way. To assert these things we would need to augment the first schema with additional constraints, such as:

\[
X.\text{sex} = \text{ins}_{\text{male}}() \iff Y \in \text{Person}, Y.\text{sex} = \text{ins}_{\text{female}}(), X = Y.\text{spouse};
\]

\[
Y.\text{sex} = \text{ins}_{\text{female}}() \iff X \in \text{Person}, X.\text{sex} = \text{ins}_{\text{male}}(), Y = X.\text{spouse};
\]

\[
Y = X.\text{spouse} \iff Y \in \text{Person}, X = Y.\text{spouse};
\]

These are also clauses of the language WOL, but this time are interpreted as \textit{constraints} on the source database. The first clause states that for any \(Y\) in the class \textit{Person} such that the \textit{sex} attribute of \(Y\) is the \textit{female} choice of the variant, the \textit{spouse} attribute of \(Y\) points to an object for which the \textit{sex} attribute is the \textit{male} choice of the variant: that is, the spouse of a female person is always a male person. Similarly the second clause states that the spouse of a male is always a female. The third clause states that, for any object \(Y\) of class \textit{Person}, if \(X\) is the \textit{spouse} of \(Y\) then \(Y\) is the \textit{spouse} of \(X\).

We can then show that the transformation is information preserving on those instances of the first schema that satisfy these constraints. Notice however, that these constraints are very general, and deal with values at the instance level of the database, rather than just being expressible at the schema level. They could not be expressed with the standard constraint languages associated
with most data-models (functional dependencies, inclusion dependencies, cardinality constraints and so on).

This highlights one of the basic problems with information capacity analysis of transformations: Such an analysis assumes that schemas give a complete description of the set of possible instances of a database. In practice schemas are seldom complete, either because certain constraints were forgotten or were not known at the time of schema design, or because the data-model being used simply isn’t sufficiently expressive. When dealing with schema evolutions, where information capacity preserving transformations are normally required, it is frequently the case that the transformation implementing a schema evolution appears to discard information, while in fact this is because the new schema is a better fit for the data, expressing and taking advantage of various constraints that have become apparent since the initial schema design.

Further, when dealing with transformations involving multiple source databases, even if the transformations from individual source databases to a target database are information preserving, it is unlikely that the transformations will be jointly information preserving. This is in part due to the fact that the source databases may represent overlapping information, and inter-database constraints are necessary to ensure that the individual databases do not contain conflicting information. It may also be due to the fact that information describing the source of a particular item of data may be lost.

An additional limitation of the information capacity analysis of transformations is that it is very much an all-or-nothing property, and does not help us to establish other less restrictive correctness criteria on transformations. When dealing with database integration, we might only be interested in a small part of the information stored in one of the source databases, but wish to ensure that the information in this subpart of the database is preserved by the transformation. For example, we might be integrating our database of US Cities and States with a database of European Cities or towns and Countries, and only be interested in those Cities or towns with a population greater than a hundred thousand. However we would still like to ensure that our transformation does not lose any information about European Cities and towns with population greater than one hundred thousand.

It therefore seems that a more general and problem specific correctness criteria for transformations is needed, such as relative information capacity. In addition, a formalism in which transformations and constraints can be jointly be expressed is needed in which to test these more general correctness criteria. The language WOL provides a uniform framework for specifying database transformations and constraints, and so provides a first step towards these goals.
Part II

Observable Properties of Models for Recursive Data-Structures

6 Introduction

The purpose of a database transformation is to transform the information stored in one or more source databases into an instance of a target database. In particular, the results of a transformation should not be affected by implementation details such as the locations of source databases or details of disk or memory allocation: if a transformation is well-defined then when it is applied to two source instances representing the same information then the resulting target instances should be the same, or at least should contain the same information. In order to ensure that transformations are well-defined it is therefore necessary to have a precise understanding of the information capacity of the data-models involved, and to be able to test whether two instances represent the same information.

The information represented by a database instance is precisely that which can be observed using the available query mechanisms: if some query distinguishes between two instances then they represent different information, while if it is not possible to distinguish between them using any queries then they represent the same information. Equally, two values or objects occurring in a database represent the same data iff it is not possible to distinguish between them using any available query mechanism. It follows that the semantics and expressive power of any data-model is dependent on the assumptions about what operations are available for examining the data.

Given two instances of a database schema, suppose we wished to determine whether or not the instances were different. Using certain data-models and query languages this might be easy. For example, in a relational database system, simply printing out the two instances and comparing them would suffice. More succinctly, one could find a fixed set of queries, dependent only on the schema, which would produce different results when applied to any two instances if the instances were different. Even if the instances and interface involved more complex but fixed depth types,
such as in a nested relational model, as long as the query interface allowed you to “see” instances completely you could distinguish any two distinct instances.

However, in a model allowing recursive or arbitrarily deeply nested data structures, such as a semantic or object-oriented data model [6, 25], this technique will not work. In this case database instances must use some kind of reference mechanism, such as object identities, pointers, logical variables, or some other non-printable values, and so physically differing instances may give identical results on all possible queries.

Suppose, for example, we are using a data-model which supports object identities and are comparing the two instances shown bellow: object identities are represented by •, and each identity has a value associated with it consisting of an integer and another object identity.

If our query language allowed us only to print out the values on paths of any fixed depth, then we could not observe any differences between these two instances, they would both correspond to an infinite sequence 1, 2, 3, 2, 3, 2, 3, . . . , although their representations are clearly different.

Though this example is simple, it represents a fundamental problem: in any query or database programming language it is necessary to have some means of comparing data values in an instance. Further, in order to reason about the expressive power of a data-model and query language, it is necessary to be able to compare distinct database instances and to communicate information between them. These issues are complicated by the presence of object identities or some other kind of reference mechanism in a data model: there may be many different ways of representing the same data using different choices, and possibly different structures and interconnections of identities. Consequently we would like to regard object-identities as not directly observable, and equate any values which are observationally indistinguishable. The notion of observational distinguishability is intricately linked to the languages and operations that are available for querying a database. An understanding of these issues is essential in the design of languages for such data-models, as well as for reasoning about the well-definedness of operations such as database transformations. Recent independent work by Abiteboul and Van den Bussche[4] overlaps the results presented in this Part, albeit a with an emphasis on values rather than entire instances.

In section 7 we will present the object-identity based model that we will use throughout the remainder of this thesis. In section 8 we will present a variant of the query language SRI [10] adapted for our data-model and equipped with an equality test on object identities. We will show that, in this query language, instances are observationally indistinguishable iff they are
isomorphic. In section 9 we will consider another variant of this query language, this time with no means of comparing object identities, and show that in this case instances are indistinguishable iff they are bisimilar. In section 10 we will extend our model with systems of keys, and will show that such systems of keys give rise to observational equivalence relations which lie in between the two extremes of bisimulation and isomorphism of instances. In section 11 we will present an alternative model based on regular trees, and show that instances of this model are equivalent to bisimulation classes of instances in the regular tree model. Section 11 is, in a sense, orthogonal to the other sections of this Part, and need not be included in a reading. However it examines ideas that have been proposed in a variety of places, most notably in [2], but have not been thoroughly examined elsewhere, and shows that, despite their intuitive nature, there are considerable problems in providing a formal treatment of data-models based on un-ordered regular trees.

7 A Data-Model with Object Identities and Extents

As has already been pointed out, in order to allow for the representation of recursive or arbitrarily deeply nested data-structures, a data-model must support support some kind of reference mechanism. Various such mechanisms have been proposed, including the use of pointers, surrogate keys or object identities ([27]). The choice between these different approaches is largely a stylistic one. We will focus our attention on models based on object identities, since they offer advantages of locational and data independence, and afford efficient implementation techniques [27], and because the author finds the use of object identities to be the most intuitive of these choices. However the results of these sections should apply equally well to other reference mechanisms with minor adaptions.

An important distinction between databases and other fields of computation is that all the values that may occur in a database are accessible through some top level finite extents. For example, in a relational database all the data in an instance is contained in one of a fixed set of relations, while in an object-oriented database every object belongs to some class [6]. In section 4 it was observed that it is the presence of these finite extents that enables us to perform transformations on recursive data-structures. In the following sections we will see that these finite extents also allow us to compute comparisons on recursive data-structures that we would not expect be decidable in a more general model of computation.

In this section we will describe a data-model supporting complex data-structures and object identities, which we will use to investigate the problems of observational indistinguishability raised in section 6. The same model will be used in part III as the basis of the transformation and constraint language WOL. The model is basically equivalent to that of [2], and could also be considered to be a simplification of the models of [5, 25].

The model starts with a type system which is similar to the types of the nested relational model [3] with the addition of class types which are used to represent the finite extents of object identities present in a database. In order to describe a particular database system, it it necessary to state
what classes are present and also the types of (the values associated with) the objects of each class.

### 7.1 Types and Schemas

**Definition 7.1:** Assume a fixed countable set of attribute labels, \( A \), ranged over by \( a, a', \ldots \), and a fixed finite set of base types, \( B \), ranged over by \( b, \ldots \).

Let \( C \) be some finite set of classes, ranged over by \( C, C', \ldots \). Then the set \( \text{Types}^C \) of types over \( C \) is then given by the following abstract syntax:

\[
\tau ::= \{ \tau \} \quad \text{— set type}
\]
\[
| \langle a : \tau, \ldots, a : \tau \rangle \quad \text{— record type}
\]
\[
| \langle a : \tau, \ldots, a : \tau \rangle \quad \text{— variant type}
\]
\[
| b \quad \text{— base type}
\]
\[
| C \quad \text{— class type}
\]

The notation \( \langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle \) represents a record type with attributes \( a_1, \ldots, a_k \) of types \( \tau_1, \ldots, \tau_k \) respectively, and similarly \( \langle a_1, \tau_1, \ldots, a_k : \tau_k \rangle \) represents a variant type with attributes \( a_1, \ldots, a_k \).

A schema consists of a finite set of classes, \( C \), and a mapping \( S : C \rightarrow \text{Types}^C \), such that

\[ S : C \rightarrow \tau^C \]

where \( \tau^C \) is not a class type. (Since \( C \) can be determined from \( S \) we will also write \( S \) for the schema).

**Example 7.1:** As an example let us consider the database of Cities and States shown in figure 1. Our set of classes is

\[ C_A ::= \{ \text{City}_A, \text{State}_A \} \]

and the schema mapping, \( S_A \), is given by

\[
S_A(\text{City}_A) \equiv (\text{name} : \text{str}, \text{state} : \text{State}_A)
\]
\[
S_A(\text{State}_A) \equiv (\text{name} : \text{str}, \text{capital} : \text{City}_A)
\]

That is, a City is a pair consisting of a string (its name) and a State (its State), while a State is a pair consisting of a string (its name) and a City (its capital).

For the combined schema of figure 2 the classes would be

\[ C_T ::= \{ \text{City}_T, \text{State}_T, \text{Country}_T \} \]

and the schema mapping \( S_T \) would be

\[
S_T(\text{City}_T) \equiv (\text{name} : \text{str}, \text{place} : \langle \text{us\_city} : \text{State}_T, \text{euro\_city} : \text{Country}_T \rangle)
\]
\[
S_T(\text{State}_T) \equiv (\text{name} : \text{str}, \text{capital} : \text{City}_T)
\]
\[
S_T(\text{Country}_T) \equiv (\text{name} : \text{str}, \text{language} : \text{str}, \text{currency} : \text{str}, \text{capital} : \text{City}_T)
\]
We can view schemas as directed graphs, with classes and other type constructors as their nodes. Note that, if we take this view, any loops in the graph must go through a class node. This means that any recursion in a schema must be via a class. Consequently, we will see in section 7.2, any recursive data-structures in an instance must have a finite representation via the object-identifiers of these classes.

7.2 Database Instances

The instances of our data-model will be based on object identities. This could be thought of as providing an abstract model of the internal representation of a database instance, rather than a representation of the observable properties of an instance.

For each base type \( b \), assume a fixed domain \( D(b) \) associated with \( b \).

The values that may occur in a particular database instance depend on the object identities in that instance. Consequently we will first define the domain of database values and the denotations of types for a particular choice of sets of object identities, and then define instances using these constructs.

Suppose, for each class \( C \in \mathcal{C} \) we have a disjoint finite set \( \sigma^C \) of object-identities of class \( C \). We define the domain of our model for the sets of object identities \( \sigma^C \), \( D(\sigma^C) \), to be the smallest set satisfying

\[
D(\sigma^C) \equiv \left( \bigcup_{C \in \mathcal{C}} \sigma^C \right) \cup \bigcup_{b \text{ a base type}} D(b) \cup (A \sim D(\sigma^C)) \cup (A \times D(\sigma^C)) \cup \mathcal{P}_{\text{fin}}(D(\sigma^C))
\]

where \( X \sim Y \) represents the set of partial functions from \( X \) to \( Y \) with finite domains.

**Definition 7.2:** For each type \( \tau \) define \( \llbracket \tau \rrbracket_{\sigma^C} \) by

\[
\llbracket b \rrbracket_{\sigma^C} \equiv D(b) \\
\llbracket C \rrbracket_{\sigma^C} \equiv \sigma^C \\
\llbracket (a_1 : \tau_1, \ldots, a_k : \tau_k) \rrbracket_{\sigma^C} \equiv \{ f \in A \sim D(\sigma^C) \mid \text{dom}(f) = \{a_1, \ldots, a_k\} \text{ and } f(a_i) \in \llbracket \tau_i \rrbracket_{\sigma^C}, \ i = 1, \ldots, k \} \\
\llbracket \{a_1 : \tau_1, \ldots, a_k : \tau_k\} \rrbracket_{\sigma^C} \equiv (\{a_1\} \times \llbracket \tau_1 \rrbracket_{\sigma^C}) \cup \ldots \cup (\{a_k\} \times \llbracket \tau_k \rrbracket_{\sigma^C}) \\
\llbracket \{\tau\} \rrbracket_{\sigma^C} \equiv \mathcal{P}_{\text{fin}}(\llbracket \tau \rrbracket_{\sigma^C})
\]

\(^4\)Alternatively oids of class \( C \), or references, or pointers or place-holders or gumballs, or whatever else you like best.
Definition 7.3: A database **instance** of schema \( S \) consists of a family of object sets, \( \sigma^C \), and for each \( C \in C \) a mapping
\[
\nu^C : \sigma^C \rightarrow [\tau^C] \sigma^C
\]
We write \( \text{Inst}(S) \) for the set of instances of a schema \( S \).

Given an instance \( I \) of \( S \) (\( I = (\sigma^C, \nu^C) \)), we will also write \( \llbracket \tau \rrbracket I \) for \( \llbracket \tau \rrbracket \sigma^C \).

**Example 7.2:** We will describe an instance of the schema introduced in example 7.1.

![Diagram](image)

**Figure 9:** A database instance

Our object identities are:
\[
\begin{align*}
\sigma^{\text{City}} & \equiv \{ \text{Phila, Pitts, Harris, NYC, Albany} \} \\
\sigma^{\text{State}} & \equiv \{ \text{PA, NY} \}
\end{align*}
\]
and the mappings are
\[
\begin{align*}
\nu^{\text{City}}(\text{Phila}) & \equiv (\text{name} \mapsto \text{“Philadelphia”}, \text{state} \mapsto \text{PA}) \\
\nu^{\text{City}}(\text{Pitts}) & \equiv (\text{name} \mapsto \text{“Pittsburg”}, \text{state} \mapsto \text{PA}) \\
\nu^{\text{City}}(\text{Harris}) & \equiv (\text{name} \mapsto \text{“Harrisburg”}, \text{state} \mapsto \text{PA}) \\
\nu^{\text{City}}(\text{NYC}) & \equiv (\text{name} \mapsto \text{“New York City”}, \text{state} \mapsto \text{NY}) \\
\nu^{\text{City}}(\text{Albany}) & \equiv (\text{name} \mapsto \text{“Albany”}, \text{state} \mapsto \text{NY})
\end{align*}
\]
and
\[
\begin{align*}
\nu^{\text{State}}(\text{PA}) & \equiv (\text{name} \mapsto \text{“Pennsylvania”}, \text{capital} \mapsto \text{Harris}) \\
\nu^{\text{State}}(\text{NY}) & \equiv (\text{name} \mapsto \text{“New York”}, \text{capital} \mapsto \text{Albany})
\end{align*}
\]
This defines the instance illustrated in figure 9.

**Homomorphisms and Isomorphisms of Instances**

Two instances are said to be **isomorphic** if they differ only in their choice of object identities: that is, one instance can be obtained by **renaming** the object identities of the other instance.
Since object identities are considered to be an abstract notion, and not directly visible, it follows that we would like to regard any two isomorphic instances as the same instance. In particular, any query or transformation when applied to two isomorphic instances should return isomorphic results. Isomorphism therefore provides the finest level of distinction that we might hope to be able to observe.

In this section we will formalize this notion.

If $I$ and $I'$ are two instances of a schema $S$, and $f^C$ is a family of mappings, $f^C : \sigma^C \rightarrow \sigma'^C$, $C \in \mathcal{C}$, then we can extend $f^C$ to mappings $f^\tau : [\tau]I \rightarrow [\tau]I'$ as follows:

$$f^\tau_{\mathcal{C}} \equiv c$$
$$f^{(a_1:\tau_1,\ldots,a_k:\tau_k)}(u) \equiv (a_1 \mapsto f^{\tau_1}(u(a_1)),\ldots,a_k \mapsto f^{\tau_k}(u(a_k)))$$
$$f^{(a_i)\{v_1,\ldots,v_n\}}(a_i,u) \equiv (a_i,f^{\tau_i}(u))$$
$$f^{\{v_1,\ldots,v_n\}} \equiv \{f^{\tau_1}v_1,\ldots,f^{\tau_n}v_n\}$$

A homomorphism of two instances, $I = (\sigma^C,\mathcal{V}^C)$ and $I' = (\sigma'^C,\mathcal{V}'^C)$, of a schema $S$ consists of a family of mappings, $f^C$, such that for each $C \in \mathcal{C}$ and each $o \in \sigma^C$

$$\mathcal{V}'^C(f^C o) = f^{\tau^C}(\mathcal{V}^C o)$$

**Definition 7.4:** An isomorphism of two instances, $I$ and $I'$, consists of a homomorphism, $f^C$ from $I$ to $I'$ and a homomorphism $g^C$ from $I'$ to $I$, such that, for $C \in \mathcal{C}$, $g^C \circ f^C$ is the identity mapping on $\sigma^C$ and $f^C \circ g^C$ is the identity mapping on $\sigma'^C$. $I$ and $I'$, are said to be isomorphic iff there exists an isomorphism $f^C$ between $I$ and $I'$.

We write $I \cong I'$ to mean $I$ is isomorphic to $I'$.

In section 8 we will show that, given a query language equipped with an equality test on object identities, isomorphism of instances coincides exactly with observational indistinguishability.

## 8 A Query Language Based on Structural Recursion

In this section we will present an adaptation of the query language $SRI$ ([10, 11]) to the model of definition 7.3. The language is based on the mechanism of *structural recursion* over sets which was described in [10] as a basis for a query language on the nested relational data-model. Our choice of this mechanism is because it is semantically well understood and because it is known to be more expressive than other formally developed query languages for nested relational model, such as the algebra and calculus of [3]. Consequently most of the results on the expressivity of various operators in this language paradigm will automatically carry over to other query language paradigms.

In the following sections we will present two variants of the query language, $SRI$ and $SRI(=)$: the $=$ representing the inclusion of the equality predicate on object identities.
PART II. OBSERVABLE PROPERTIES OF MODELS

In section 8.1 we introduce the language $SRI(=)$ and describe queries to be closed expressions of ground type in this language. A denotational semantics for $SRI(=)$ is given, and certain useful shorthand notations or extensions are introduced. In section 8.2 we show that two instances are indistinguishable in $SRI(=)$ if and only if they are isomorphic, but that there is no generic test for isomorphism of instances: that is, there is no $SRI(=)$ query which, when evaluated for any two instances, will return the same result if and only if the instances are isomorphic.

In section 9.2 we will present the language $SRI$ with no comparison operator on object identities. We will show that distinguishability of instances in this language coincides with the bisimulation correspondence on instances defined in 9.2, and that it is possible to test values in an instance for bisimilarity using only $SRI$. However we also show that testing for bisimilarity using $SRI$ requires the ability to recurse over the entire extents of a database instance, from which we conclude that a more efficient means of comparing values is necessary.

In section 10 we will consider a third variant of the language $SRI$, this time taking account of a key-specification on the schema. We show that distinguishability in such a language lies between isomorphism and bisimulation of instances, and that such a language, together with an acyclic key-specification, provides us with an efficient way of comparing databases and values in a database.

8.1 Queries and the Language $SRI(=)$

The query language is described for a schema $S$, with classes $C$, such that $S : C \mapsto \tau^C$ for each $C \in C$. The schema will be considered to be implicit in the remainder of this section, and indeed in most of this document.

We assume base types $unit$, $Bool$ with associated domains $D^{unit} \equiv \{\emptyset\}$ and $D^{Bool} \equiv \{T, F\}$, in addition to a finite set of base types, $B$, ranged over by $b, \ldots$, with associated domains $D^b$. ($Bool$ is actually unnecessary since it is equivalent to a variant of units, but is included for convenience). We expand our type system to include first-order function types (ranged over by $T, T', \ldots$), as well as object/data types (ranged over by $\tau, \ldots$):

<table>
<thead>
<tr>
<th>Object types</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau ::= (a : \tau, \ldots, a : \tau) \mid \langle a : \tau, \ldots, a : \tau \rangle \mid {\tau} \mid unit \mid Bool \mid b</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General types</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T ::= \tau \mid \tau \rightarrow T$</td>
</tr>
</tbody>
</table>

Definition 8.1: A **ground type** is an object type which contains no class types. □

Ground types are significant in that values of ground type are considered to be directly observable, while values of non-ground type will contain object identities, which do not have meaning
outside of a particular instance. Further the set of values associated with a ground type will not
be dependent on a particular instance, so that expressions of ground type can be evaluated in
different instances, and their results can be compared.

For example the type \((name : str, state::name : str)\) is a ground type, while \((name : str, state : State)\) is not. When comparing two instances of the schema of example 7.1, it makes no sense
to compare values of the second type since they will contain object identities taken from two
distinct instances.

For each class \(C \in C\) we will assume there is a binary predicate \(=^C\) in the language which tests
whether two terms evaluate to the same object identity. Also for each non-finite base type, \(b\)
we will assume a binary predicate \(\neq^b\). Consequently, we will see later this section that we can
define equality predicates \(=^\tau\) on each object type \(\tau\), and also set inclusion predicates, using the
language.

For each type \(\tau\) we assume a countably infinite set of variables \(x^\tau, y^\tau, \ldots\), and for each base type
\(b \in B\) and base value \(c \in D^b\) we assume a corresponding constant symbol \(\overline{c}\). The syntax and
typing rules are given in figure 10.

\[
\begin{array}{c}
\vdash e : (a_1 : \tau_1, \ldots, a_k : \tau_k) \\
\vdash \pi_{a_t}e : \tau_t \\
\vdash e_1 : \tau_1 \ldots \vdash e_k : \tau_k \\
\vdash (a_1 = e_1, \ldots, a_k = e_k) : (a_1 : \tau_1, \ldots, a_k : \tau_k)
\end{array}
\]

Products

\[
\begin{array}{c}
\vdash e : \tau_i \\
\vdash \text{ins}_{a_t}^{(a_1 : \tau_1, \ldots, a_k : \tau_k)} e : (a_1 : \tau_1, \ldots, a_k : \tau_k) \\
\vdash e : (a_1 : \tau_1, \ldots, a_k : \tau_k) \vdash e_1 : \tau \ldots \vdash e_k : \tau \\
\vdash \text{case}(e, a_1(x^x^1), \ldots, a_k(x^x^k)) \vdash e_k : \tau
\end{array}
\]

Variants

\[
\begin{array}{c}
\vdash e_1 : \tau_1 \vdash e_2 : \{\tau\} \\
\vdash \text{add}(e_1, e_2) : \{\tau\} \\
\vdash e_1 : \tau_1 \rightarrow \tau_2 \rightarrow \tau_2 \vdash e_2 : \tau_2 \vdash e_3 : \{t_1\}
\end{array}
\]

Sets

\[
\begin{array}{c}
\vdash e : T_2 \\
\vdash \lambda x^\tau_\cdot e : \tau_1 \rightarrow T_2 \\
\vdash e_1 : \tau_1 \rightarrow T_2 \vdash e_2 : \tau_1 \\
\vdash e_1 e_2 : T_2
\end{array}
\]

Functions

\[
\begin{array}{c}
\vdash tt : \text{Bool} \\
\vdash ff : \text{Bool} \\
\vdash \text{if}(e_1, e_2, e_3) : \tau
\end{array}
\]

Booleans

\[
\begin{array}{c}
\vdash c : D^b \\
\vdash e : b \vdash e' : b \\
\vdash e =^b e' : \text{Bool}
\end{array}
\]

Base values

\[
\begin{array}{c}
\vdash x^\tau : \tau \\
\vdash () : \text{unit} \\
\vdash C : \{C\} \\
\vdash e : C \\
\vdash e_1 : C \vdash e_2 : C
\end{array}
\]

Others

\[
\begin{array}{c}
\vdash e : \tau^\tau \vdash e^\tau : \text{Bool}
\end{array}
\]

Figure 10: Typing rules for query language
The operator \( sri \) is the only part of this language to really require an explanation. \( sri \) takes three arguments: a function, a starting value and a set. It then iterates the function over the set starting with the starting value. So, for example, the expression \( sri(f, p, S) \) would be equivalent to \( f(s_1, f(s_2, \ldots, f(s_k, p) \ldots)) \) if \( S \) denoted the set \( \{s_1, \ldots, s_k\} \) (allowing for rather a lot of notational abuse).

**Definition 8.2:** An \( SRI(=) \) expression \( e \) is said to be closed iff there are no free variables occurring in \( e \). A **query** is a closed expression of ground type.

A query represents a question one can ask of a database: since they are closed expressions they can be evaluated without recourse to any sort of an environment, and since they are of ground type the results may be observed directly, and the results of evaluating the same query in different database instances can be compared.

**Example 8.1:** For the schema of example 7.1, the following query will return the set of all names of \( States \) in an instance:

\[
sri(\lambda x \cdot \lambda y \cdot \text{add}(x.\text{name}, y), \emptyset, \text{State})
\]

where we use \( e.a \) as shorthand for \( \pi_a(\| e \|) \).

The following expression returns the set of all \( Cities \) in states named “Pennsylvania”:

\[
sri(\lambda x \cdot \lambda y \cdot \text{if}(x.\text{state}.\text{name} = \text{“Pennsylvania”}, \text{add}(x, y), y), \emptyset, \text{City})
\]

However this expression does not count as a query, since its type is \( \{\text{City}\} \). A query which returns the names of all Cities that have a state named “Pennsylvania” would be

\[
sri(\lambda x \cdot \lambda y \cdot \text{if}(x.\text{state}.\text{name} = \text{“Pennsylvania”}, \text{add}(x.\text{name}, y), y), \emptyset, \text{City})
\]

**Semantics of \( SRI(=) \)**

Let \( \text{Var} \) be the set of variables of \( SRI(=) \). An **environment** for instance \( I \) is a mapping \( \rho : \text{Var} \xrightarrow{\sim} D(I) \) such that \( \rho(x^\tau) \in \| \tau \| I \) for each variable \( x^\tau \) of type \( \tau \).

If \( \rho \) is an environment, \( x^\tau \) a variable and \( v \in \| \tau \| I \) a value then \( \rho[x^\tau \mapsto v] \) denotes an environment such that \( \text{dom}(\rho[x^\tau \mapsto v]) = \text{dom}(\rho) \cup \{x^\tau\} \) and

\[
(\rho[x^\tau \mapsto v])(y) \equiv \begin{cases} 
v & \text{if } y = x^\tau \\
\rho(y) & \text{if } y \in \text{dom}(\rho) \setminus \{x^\tau\}
\end{cases}
\]

We define the semantic function \( V[\cdot]I \) from expressions of \( SRI(=) \) and \( I \)-environments to \( D(I) \)
Example 8.2: For the instance described in example 7.2, and the first query of example 8.1,

\[ V[\text{sri}(\lambda x \cdot \lambda y \cdot \text{add}(x.\text{name}, y), \emptyset, \text{State})] = \{ \text{“Pennsylvania”}, \text{“New York”} \} \]

and for the second query

\[ V[\text{sri}(\lambda x \cdot \lambda y \cdot \text{if}(x.\text{state.name} = \text{“Pennsylvania”}, \text{add}(x.\text{name}, y), y), \emptyset, \text{City})] = \{ \text{“Philadelphia”}, \text{“Pittsburgh”}, \text{“Harrisburg”} \} \]
Extending $SRI(=)$

In order to make the language $SRI(=)$ more usable we will add some additional predicates and logical operators. These do not actually add to the expressive power of the language, but may be thought of as *macros* or short-hand notations for more complicated $SRI$ expressions. The typing rules for the extensions are shown in figure 11.

Logical Operators

\[
\begin{array}{c}
\frac{\vdash e_1 : \text{Bool} \quad \vdash e_2 : \text{Bool}}{\vdash e_1 \land e_2 : \text{Bool}} \\
\frac{\vdash e_1 : \text{Bool} \quad \vdash e_2 : \text{Bool}}{\vdash e_1 \lor e_2 : \text{Bool}} \\
\frac{\vdash e : \text{Bool}}{\vdash \neg e : \text{Bool}}
\end{array}
\]

Predicates

\[
\begin{array}{c}
\frac{\vdash e : \tau \quad \vdash e' : \tau}{\vdash \text{=} e e' : \text{Bool}} \\
\frac{\vdash e : \tau \quad \vdash \{e\} : \tau}{\vdash e \in^\tau e' : \text{Bool}}
\end{array}
\]

Figure 11: Extensions to $SRI(=)$

The logical predicates can be defined in terms of the minimal $SRI(=)$ as follows:

\[
e \land e' \equiv \text{if}(e, e', \text{ff})
\]
\[
e \lor e' \equiv \text{if}(e, \text{tt}, e')
\]
\[
\neg e \equiv \text{if}(e, \text{ff}, \text{tt})
\]

and the predicates $=^\tau$ and $\in^\tau$, for general object types $\tau$, can be defined by the following induction on types:

\[
e = \text{Bool} e' \equiv \text{if}(e, e', \neg e')
\]
\[
e = \text{unit} e' \equiv \text{tt}
\]
\[
e = (a_1 : \tau_1, \ldots, a_k : \tau_k) e' \equiv (\pi_{a_1} e =^{\tau_1} \pi_{a_1} e') \land \cdots \land (\pi_{a_k} e =^{\tau_k} \pi_{a_k} e')
\]
\[
e = \{a_1 : \tau_1, \ldots, a_k : \tau_k\} e' \equiv \text{case } e \text{ of } a_1(x_1) \Rightarrow (\text{case } e' \text{ of } a_1(y_1) \Rightarrow x_1 =^{\tau_1} y_1,
\]
\[
\quad \quad a_2(y_2) \Rightarrow \text{ff}, \ldots, a_k(y_k) \Rightarrow \text{ff},
\]
\[
\quad \quad \ldots, a_k(x_k) \Rightarrow (\text{case } e' \text{ of } a_1(y_1) \Rightarrow \text{ff}, \ldots, a_{k-1}(y_{k-1}) \Rightarrow \text{ff},
\]
\[
\quad \quad \quad a_k(y_k) \Rightarrow x_k =^{\tau_k} y_k)
\]
\[
e \in^\tau e' \equiv \text{sri}(\lambda x \cdot \lambda u \cdot (x =^\tau e) \lor u, \text{ff}, e')
\]
\[
e =^{(\tau)} e' \equiv \text{sri}(\lambda x \cdot \lambda u \cdot (x \in^\tau e') \land u, \text{tt}, e) \land
\]
\[
\quad \quad \text{sri}(\lambda y \cdot \lambda u \cdot (y \in^\tau e) \land u, \text{tt}, e')
\]

In addition we use the shorthand notations

\[
\exists x \in e \cdot e' \equiv \text{sri}(\lambda x \cdot \lambda u \cdot e' \lor u, \text{ff}, e)
\]
and
\[ \forall x \in e \cdot e' \equiv \text{sri}(\lambda x \cdot \lambda u \cdot e' \wedge u, tt, e) \]
where \( u \) does not occur in \( e, e' \).

### 8.2 Indistinguishable Instances in \( SRI(=) \)

Two instances \( I \) and \( I' \) are said to be **indistinguishable** in \( SRI(=) \) iff, for every ground type \( \tau \) and closed expression \( e \) such that \( \vdash e : \tau \), \( V[e]I = V[e]I' \).

The following results tell us that isomorphism of instances exactly captures indistinguishability in \( SRI(=) \), and is therefore an important result in establishing the expressive power of \( SRI(=) \).

The first lemma is expected, and tells us merely that the semantics of the \( SRI(=) \) query language is not dependent the partcular choice of object identities in an instance. The substance of the result is in the proof of theorem 8.2.

**Lemma 8.1:** If \( I \) and \( I' \) are two isomorphic instances of a schema \( S \), say \( f^C \) is an isomorphism from \( I \) to \( I' \), then for any \( SRI(=) \) query \( e \), \( V[e]I = V[e]I' \).

**Proof:** Recall that in section 7.2 we showed how to extend a family of functions on object identity sets, \( f^C \), to functions for general object types \( f^\tau \). We must also extend isomorphisms to cover first rank function types of the form \( \tau \rightarrow T \). Suppose \( f^C \) is an isomorphism from \( I \) to \( I' \), and \( g^C \) is the family of inverse functions to the \( f^C \)'s, so \( g^C \) is an isomorphism from \( I' \) to \( I \). For type \( T \equiv \tau \rightarrow T' \) and \( v \in [T]I \), define \( f^T(v) \in [T]I' \) by

\[
(f^T(v))(u) \equiv f^{T'}(v(g^\tau(u)))
\]

If \( \rho \) is an \( I \)-environment then we define the \( I' \)-environment, \( f^C(\rho) \) to be such that \( \text{dom}(f^C(\rho)) = \text{dom}(\rho) \) and, for each \( x^\tau \in \text{dom}(\rho) \), \( f^C(\rho)(x^\tau) \equiv f^\tau(\rho(x^\tau)) \).

We can now show by induction on \( SRI(=) \) expressions that, for any expression \( e \) such that \( \vdash e : \tau \), and any suitable environment \( \rho \),

\[
 f^\tau(V[e]I\rho) = V[e]I'(f^C(\rho))
\]

We will provide some sample cases of the induction only:

1. If \( e \) is a constant symbol, say \( e \equiv \bar{c} \) for some \( c \in D^2 \), then

\[
 f^b(V[\bar{c}]I\rho) = f^b(c) = c = V[\bar{c}]I'(f^C(\rho))
\]

2. If \( e \equiv x^\tau \), a variable, then

\[
{f'}^\tau(V[\lambda x^\tau]I_\rho) = f'^\tau(\rho(x^\tau)) = (f^C(\rho))(x^\tau)
\]

\[
\quad = V[x^\tau]I'(f^C(\rho))
\]

3. If \( e \equiv C \), for some class \( C \in \mathcal{C} \), then

\[
f^{(C)}(V[C]I_\rho) = f^{(C)}(\sigma^C) = \{f^C(o)|o \in \sigma^C\}
\]

\[
\quad = \sigma'^C
\]

\[
\quad = V[C]I'(f^C(\rho))
\]

4. If \( e \equiv \pi_{a_1}e' \), where \( \vdash e' : (a_1 : \tau_1, \ldots, a_k : \tau_k) \), then

\[
f^\pi(V[\pi_{a_1}e']I_\rho) = f^\pi(V[e']I_\rho)(a_i)
\]

\[
\quad = (f^{(a_1;\tau_1,\ldots,a_k;\tau_k)}(V[e']I_\rho))(a_i)
\]

\[
\quad = (V[e']I'(f^C(\rho)))(a_i)
\]

\[
\quad = V[\pi_{a_1}e']I'(f^C(\rho))
\]

5. If \( e \equiv \lambda x^\tau \cdot e' \), then for any \( u \in [\tau]I' \)

\[
(f'^{\tau\rightarrow T}(V[\lambda x^\tau \cdot e']I_\rho))(u) = f'^T((V[\lambda x^\tau \cdot e']I_\rho)(g^\tau(u)))
\]

\[
\quad = f'^T(V[e']I'(\rho[x^\tau \rightarrow g^\tau(u)]))
\]

\[
\quad = V[e']I'(f^C(\rho)[x^\tau \rightarrow g^\tau(u)])
\]

\[
\quad = V[e']I'(f^C(\rho)[x^\tau \rightarrow u])
\]

\[
\quad = (V[\lambda x^\tau \cdot e']I'(f^C(\rho)))(u)
\]

where \( g^C \) is the inverse of \( f^C \). Hence \( f'^{\tau\rightarrow T}(V[\lambda x^\tau \cdot e']I_\rho) = V[\lambda x^\tau \cdot e']I'(f^C(\rho)) \).

6. Suppose \( e \equiv \text{sri}(e_1, e_2, e_3) \), and \( V[e_1]I_\rho = h, V[e_2]I_\rho = u, V[e_3]I_\rho = \{v_1, \ldots, v_n\} \).

By induction hypothesis \( V[e_3]I'(f^C(\rho)) = f^{(\tau_1)}(\{v_1, \ldots, v_n\}) = \{f^{(\tau_1)}(v_1), \ldots, f^{(\tau_1)}(v_n)\} \), \( V[e_2]I'(f^C(\rho)) = f^{\tau_2}(u) \) and for any \( v' \in [\tau_1]I' \) and \( u' \in [\tau_2]I' \), \( V[e_1]I'(f^C(\rho))(v')(u') = f^{\tau_2}(h(g^C(v'))(g^{\tau_2}(u'))) \) where \( g^C \) is the inverse of \( f^C \).

We prove result by induction on \( n \), the size of \( V[e_3]I_\rho \). If \( n = 0 \), then

\[
f^{\tau_2}(V[\text{sri}(e_1, e_2, e_3)]I_\rho) = f^{\tau_2}(u)
\]

If \( n \geq 1 \) then

\[
f^{\tau_2}(V[\text{sri}(e_1, e_2, e_3)]I_\rho)
\]
\[ f^{\tau_2}(h(v_1, h(v_2, \ldots h(v_n, u) \ldots)) \ldots) = f^{\tau_2}(h(g^{\tau_1}(f^{\tau_1}(v_1), g^{\tau_2}(f^{\tau_2}(h(v_2, \ldots h(v_n, u) \ldots))) \ldots)) = f^{\tau_1 \rightarrow \tau_2 \rightarrow \tau_2}(h(f^{\tau_1}(v_1), \ldots f^{\tau_1 \rightarrow \tau_2 \rightarrow \tau_2}(h(f^{\tau_1}(v_n), f^{\tau_2}(u)) \ldots)) \]

Hence \( f^{\tau_2}(V[\text{sri}(e_1, e_2, e_3)] I \rho) = V[\text{sri}(e_1, e_2, e_3)] I' (f^C(\rho)) \).

The other cases follow in a similar manner.

Consequently, since for any ground type \( \tau \), \([\tau] I = [\tau] I' \) and \( f^\tau \) is the identity on \([\tau] I \), we have

\[ V[e] I = V[e] I' \]

for any query \( e \).

\( \blacksquare \)

**Theorem 8.2:** Two instances, \( I \) and \( I' \), are indistinguishable in \( SRI(=) \) if and only if they are isomorphic.

**Proof:** The if part follows from lemma 8.1.

For the only-if part, it suffices to show that, for any instance \( I \), we can construct an expression \( e_I \) such that \( \vdash e_I : \text{Bool} \) and \( V[e_I] I' \) is true iff \( I' \cong I \).

To simplify things we will assume that our schema, \( S \), involves only a single class \( C \). The construction of the distinguishing expression works just as well for the case where \( S \) has multiple classes, though the nested subscripts and superscripts become rather unmanageable.

Suppose \( I = (\sigma^C, \wp^C) \) is an instance of schema \( S \), such that

\[ \sigma^C = \{o_1, \ldots, o_k\} \]

and

\[ \wp^C(o_i) = p_i \]

where \( p^i \in [[\tau^C]] I \).

We also assume an implicit ordering on the object identities \( o_1, \ldots, o_k \), and fix a sequence of variables, \( x^C_1, \ldots, x^C_k \).

For any value \( p \in [[\tau]] I \) we inductively define \( SRI(=) \) expressions \( \tilde{p} \) with free variables \( x^C_1, \ldots, x^C_k \), as follows:

1. If \( p \in [[\text{unit}]] I \) then \( \tilde{p} \equiv () \)
2. If \( p \in [[\text{Bool}]] I \) then if \( p = \text{T} \) then \( \tilde{p} \equiv tt \) otherwise \( \tilde{p} \equiv ff \)
3. If \( p \in [[\text{a}]] I \), so \( p \in D^k \), then \( \tilde{p} \equiv p \)
4. If \( p \in [[C]] I \), say \( p = o_i \in \sigma^C \), then \( \tilde{p} \equiv x^C_i \)
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5. If \( p \in \{\{\tau\}\} \mathcal{I} \), say \( p = \{q_1, \ldots, q_n\} \), then \( \tilde{p} \equiv \text{add}(\tilde{q}_1, \ldots \text{add}(\tilde{q}_n, \emptyset) \ldots) \)

6. If \( p \in \{(a_1 : \tau_1, \ldots, a_n : \tau_n)\} \mathcal{I} \) then \( \tilde{p} \equiv (a_1 = p(a_1), \ldots, a_n = p(a_n)) \)

7. If \( p \in \{(a_1 : \tau_1, \ldots, a_n : \tau_n)\} \mathcal{I} \), say \( p = (a, q) \), then \( \tilde{p} \equiv \text{ins}_{a, \tilde{q}}. \)

Then for any type \( \tau \) and any \( p \in \{\tau\} \mathcal{I} \), we have \( \vdash \tilde{p} : \tau \) and

\[
V[\tilde{p}] \mathcal{I} (x_1 \mapsto o_1, \ldots, x_k \mapsto o_k) = p
\]

We will use the shorthand expression \( \text{Dist}(e_1, \ldots, e_n) \) defined by

\[
\text{Dist}(e_1, \ldots, e_n) \equiv e_1 \neq e_2 \land \ldots \land e_1 \neq e_n \land e_2 \neq e_3 \land \ldots \land e_2 \neq e_3 \land \ldots \land e_n \neq e_{n-1} \neq e_n
\]

So \( V[\text{Dist}(e_1, \ldots, e_n)] \mathcal{I} \rho = \top \) iff the values \( V[e_1] \mathcal{I} \rho, \ldots, V[e_n] \mathcal{I} \rho \) are distinct.

Now we can define \( e_\mathcal{I} \) as follows:

\[
e_\mathcal{I} \equiv \exists x_1 \in C \cdot \ldots \exists x_k \in C \cdot \text{Dist}(x_1, \ldots, x_k) \land
\]

\[
(\forall y \in C \cdot (y = x_1 \lor y = x_2 \lor \ldots \lor y = x_k)) \land
\]

\[
(!x_1 = \tilde{p}_1) \land \ldots \land (!x_k = \tilde{p}_k)
\]

So \( e_\mathcal{I} \) states first that there are \( n \) distinct elements of class \( C \), which are bound to the variables \( x_1, \ldots, x_n \), next that every object identity of class \( C \) is one of these \( n \) identities, and finally that the values associated with each of \( x_1, \ldots, x_n \) correspond to the values associated with the object identities in the instance.

For any instance \( \mathcal{I}' \) we now have \( V[e_\mathcal{I}] \mathcal{I}' = \top \) iff \( \mathcal{I}' \cong \mathcal{I} \).

Example 8.3: Returning to the instance \( \mathcal{I} \) described in example 7.2, we construct \( e_\mathcal{I} \) as

\[
e_\mathcal{I} \equiv \exists x_1 \in \text{City} \cdot \exists x_2 \in \text{City} \cdot \exists x_3 \in \text{City} \cdot \exists x_4 \in \text{City} \cdot \exists x_5 \in \text{City} \cdot \exists y_1 \in \text{State} \cdot \exists y_2 \in \text{State} \cdot
\]

\[
(\text{Dist}(x_1, x_2, x_3, x_4, x_5) \land \text{Dist}(y_1, y_2) \land
\]

\[
(\forall z \in \text{City} \cdot (z = x_1 \lor z = x_2 \lor z = x_3 \lor z = x_4 \lor z = x_5)) \land
\]

\[
(\forall w \in \text{State} \cdot (w = y_1 \lor w = y_2)) \land
\]

\[
x_1 = (\text{name} = \text{"Philadelphia"}, \text{state} = y_1) \land
\]

\[
x_2 = (\text{name} = \text{"Pittsburgh"}, \text{state} = y_1) \land
\]

\[
x_3 = (\text{name} = \text{"Harrisburg"}, \text{state} = y_1) \land
\]

\[
x_4 = (\text{name} = \text{"New York City"}, \text{state} = y_2) \land
\]

\[
x_5 = (\text{name} = \text{"Albany"}, \text{state} = y_2) \land
\]

\[
y_1 = (\text{name} = \text{"Pennsylvania"}, \text{capital} = x_3) \land
\]

\[
y_2 = (\text{name} = \text{"New York"}, \text{capital} = x_5)
\]
Then $V[e_I]I = T$, and for any other instance $I'$, $V[e_I]I' = T$ iff $I' \cong I$.

**Claim:** For any reasonable query language $L$, such that $L$ supports an equality predicate on object identities, any two instances are indistinguishable in $L$ if and only if they are isomorphic.

**Justification:** To see that this is true we need to demonstrate that, in any natural query language we can think of, with extensions for handling object identity dereferencing and classes, it is possible to construct an expression $e_I$ equivalent to the one from theorem 8.2. For example the constructors used in the proof of theorem 8.2 do not go beyond those found in the nested relational algebra of [12] or the calculus of [3] without thepowerset operator.

The next result tells us that, though any two non-isomorphic instances are distinguishable, it is not possible to find a single query or set of queries which are independent of the database instances, but which will distinguish between non-isomorphic instances. This means that, given two instances and a query interface or language such as $SRI(=)$ for examining them, we can not in general decide whether or not the two instances are isomorphic, or find a query which distinguishes between them.

First we must recall our definition of $Z$-internal transformations from section 5.1 and provide a similar definition for general functions on instances.

**Definition 8.3:** Suppose that $\sigma$ is a function from instances of a schema $S$ to some set $D$, $\sigma : \text{Inst}(S) \rightarrow D$, and $Z$ is a finite set of base values, $Z \subseteq \bigcup_{b \in B} D^b$. For each $v \in D$ write $\text{Supp}(v)$ for the set of values from $\bigcup_{b \in B} D^b$ occurring in $v$. $\sigma$ is said to be $Z$-internal iff for any instance $I$, $\text{Supp}(\sigma(I)) \subseteq \text{Supp}(I) \cup Z$. That is $\sigma$ does not introduce any new base values, other than those in $Z$.

**Lemma 8.3:** For any closed $SRI(=)$ expression, $e$, there exists a finite set $Z$ such that the mapping $V[e]$ is $Z$-internal.

**Proof:** Let $\text{Const}(e)$ denote the set of constants occuring in an expression $e$. We can show that $V[e]$ is $Z$-internal where $Z = \{c | c \in \text{Const}(e)\} \cup \{T, F\}$. It is sufficient to argue that there are no operators in the language introduce new base values, other than predicates which may introduce the values $T$ or $F$. More formally the result may be proved using induction on $SRI(=)$ expressions.

**Proposition 8.4:** For any non-trivial schema (i.e. a schema containing at least one class and admitting a non-trivial instance), it is not possible to build a generic expression in $SRI(=)$ which tests whether tests whether two instances are isomorphic. In other words, given a schema $S$, it is not possible to construct a query $e_S$, depending only on $S$, such that for any two instances $I$ and $I'$, $V[e_S]I = V[e_S]I'$ iff $I$ and $I'$ are isomorphic.

**Proof:** Suppose there is such a query $e$, and $\vdash e : \tau$. Then there is a finite $Z$ such that $V[e]$ is $Z$-internal. For any instances $I$ and $I'$, $[\tau]I = [\tau]I' = T$, where $T$ is a possibly infinite set of values. However we can choose a finite set of base values, say $W \subseteq \bigcup_{b \in B} D^b$ such that there exist instances $I$ with $\text{Supp}(I) \subseteq W$. So, for any instance $I$ with $\text{Supp}(I) \subseteq W$, $V[e]I \in T$
and \( \text{Supp}(V[e]I) \subseteq W \cup Z \). The set \( \{v \in T \mid \text{Supp}(v) \subseteq W \cup Z\} \) is finite. However there are infinitely many non-isomorphic instances, \( I \), with \( \text{Supp}(I) \subseteq W \): given one such instance we can produce infinitely many of them by introducing duplicates of object identities. It follows by a simple cardinality argument that \( e \) can not distinguish between these instances.

Claim: For any non-trivial schema \( S \), it is not possible to build a generic expression \( e_S \) in any pure query language, \( L \), such that \( e_S \) distinguishes between all non-isomorphic instances of \( S \).

Justification: By saying that a language \( L \) is a “pure” query language we mean that it can express operations which extract, manipulate and compare data from an instance, but cannot perform general computations, such as arithmetic. In particular any query expressible in such a language should not create any new base values, other possible than those belonging to a finite set of constants that occur in the query. Consequently any query expressible in a pure query language should be \( Z \)-internal for some finite set \( Z \), and so the proof of proposition 8.4 can be applied.

9 Bisimulation and Observational Equivalence without Equality

It seems clear that the object-identity based model of definition 7.3 captures our intuition about how databases with recursive values and extents are represented. However, since object identities are not normally considered to be directly observable, or to have meaning outside the internal representation of a database, it follows that there can be many indistinguishable instances in this model. Any particular query system or set of assumptions about what queries may be asked of an instance will lead to an observational equivalence relation on instances: two instances being equivalent when they are indistinguishable under that query system.

In section 7.2 we introduced the concept of isomorphism of instances to represent when two instances differed only their choice of object identities, and commented that, intuitively, any two isomorphic instances should not be distinguishable by any query mechanism. As such, isomorphism should be at least as fine as any possible observational equivalence relation. In section 8 we showed that, given a reasonably expressive query language with an equality test on object-identities, observational equivalence coincides precisely with isomorphism. However it is questionable whether including a direct equality test on object identities in a query language is reasonable: there may be situations where multiple objects represent the same data, and we do not wish to distinguish between distinct object identities if they have the same observable values associated with them. This is particularly true, for example, when dealing with federated database systems where data may be replicated over several distinct instances. We would therefore like a notion of equivalence of schemas which captures the idea that two instances have the same printable data, though the number and interconnections of the object-identities used to represent that data may differ.

In section 9.1 we will define bisimulation equivalence on instances and values, and argue that intuitively bisimulation is at least as coarse as any observable equivalence relation on instances for any reasonable query system. In section 9.2 we will show that bisimulation actually coincides
with observational equivalence for a query language with no means of directly comparing object-identities.

9.1 Bisimulation and Corespondence Relations

The definition of bisimulation relations will proceed in stages: we start by defining correspondence relations, and then define bisimulation in terms of correspondence relations.

**Definition 9.1:** A correspondence between two families of object identifiers \( \sigma^C \) and \( \sigma'^C \) is a family of binary relations \( \sim^C \subseteq \sigma^C \times \sigma'^C \), \( C \in \mathcal{C} \).

For each type \( \tau \), we can extend \( \sim^C \) to a binary relation \( \sim^\tau \subseteq [\tau]\sigma^C \times [\tau]\sigma'^C \). \( \sim^\tau \) are the smallest relations such that:

1. \( c \sim^b \ell \) for \( \ell \in D^b \),
2. \( x \sim^{(a_1:\tau_1, \ldots, a_k:\tau_k)} y \) if \( x(a_i) \sim^{\tau_i} y(a_i) \) for \( i = 1, \ldots, k \),
3. \( (a_i, x) \sim^{\emptyset} y \) if \( a_i = a_j \) and \( x \sim^{\tau_i} y \), and
4. \( X \sim^{\{\tau\}} Y \) if for every \( x \in X \) there is a \( y \in Y \) such that \( x \sim^{\tau} y \) and for every \( y \in Y \) there is an \( x \in X \) such that \( x \sim^{\tau} y \).

A correspondence \( \sim^C \) is said to be consistent with instances \( I = (\sigma^C, \mathcal{V}^C) \) and \( I' = (\sigma'^C, \mathcal{V}^C) \) if for each \( C \in \mathcal{C} \) and all \( o \in \sigma^C \), \( o' \in \sigma'^C \), if \( o \sim^C o' \) then \( \mathcal{V}^C(o) \sim^{\tau} \mathcal{V}^C(o') \).

Intuitively a correspondence relation is some possible correspondence between the object identities of two instances. A correspondence relation is consistent iff it is not at odds with the printable values associated with the objects of that instance.

**Lemma 9.1:** Given any set of consistent correspondences between the instances \( I \) and \( I' \) the correspondence formed by taking the union of the relations for each class \( C \in \mathcal{C} \) from each of the set of correspondences is also consistent for \( I \) and \( I' \).

**Proof:** Suppose we have a family of correspondence relations, \( \{ \sim^C_a \mid a \in A \} \) between object-identities \( \sigma^C \) and \( \sigma'^C \). Consider the correspondence relation \( \sim^C \) defined by \( \sim^C \equiv \bigcup_{a \in A}(\sim^C_a) \) for each \( C \in \mathcal{C} \). Now \( \sim^C \) can be extended to binary relations on general types \( \sim^\tau \), and for any type \( \tau \) and any \( a \in A \), \( \sim^\tau_a \subseteq (\sim^\tau) \).

Suppose instances \( I = (\sigma^C, \mathcal{V}^C) \) and \( I' = (\sigma'^C, \mathcal{V}^C) \) are such that, for each \( a \in A \), \( \sim^C_a \) is consistent with \( I \) and \( I' \). Suppose that \( C \in \mathcal{C} \), \( o \in \sigma^C \), \( o' \in \sigma'^C \) are such that \( o \sim^C o' \). Then there is an \( a \in A \) such that \( o \sim^C_a o' \). Hence \( \mathcal{V}^C(o) \sim^{\tau} \mathcal{V}^C(o') \), and so \( \mathcal{V}^C(o) \sim^{\tau} \mathcal{V}^C(o') \). Hence \( \sim^C \) is also consistent with \( I \) and \( I' \).
Definition 9.2: Let $I$, $I'$ be instances of a schema $S$. Then we define the **bisimulation** correspon-
dence, $I \approx I'$, between $I$ and $I'$ to be the *largest* consistent correspondence between $I$ and
$I'$ (the existence of which follows from the previous lemma). Since the subscripts are rather
cumbersome here, and are usually clear from context, we will frequently omit them.

Given any two instances $I$ and $I'$, we say $I$ and $I'$ are **bisimilar** and write $I \approx I'$ if and only
if, for each $C \in \mathcal{C}$,

1. for each $o \in \sigma^C$ there is an $o' \in \sigma'^C$ such that $o_I \approx o'_I$,
2. for each $o' \in \sigma'^C$ there is an $o \in \sigma^C$ such that $o_I \approx o'_I$.

The bisimulation correspondence between two instances therefore links any two object-identities
that can be linked by some consistent correspondence between the two instances, and therefore
cannot be distinguished by the non-object-identity (printable) part of the values associated with
the objects. Two instances are bisimilar iff for each object-identity occurring in one instance
there is a corresponding object-identity in the other instance such that the two objects can not
be distinguished by looking at the associated values.

**Proposition 9.2:** The relation $\approx$ is an equivalence on the set $\text{Inst}(S)$ of instances of a schema $S$.

**Proof:** It is clear that $\approx$ is a reflexive and symmetric relation on instances. We shall prove
that it is transitive.

Suppose $I, I', I'' \in \text{Inst}(S)$ are such that $I \approx I'$ and $I' \approx I''$, where $I = (\sigma^C, \nuC)$, $I' = (\sigma'^C, \nuC)$
and $I'' = (\sigma'^{MC}, \nuMC)$. Define the correspondance relation $\sim^C$ between $\sigma^C$ and $\sigma'^{MC}$ to be such that,
for any $C \in \mathcal{C}$, $o \in \sigma^C$ and $o'' \in \sigma'^{MC}$, $o \sim^C o''$ iff there exists a $o' \in \sigma'^C$ such that $o \approx^C o'$ and
$o' \approx^C o''$.

Then for any type $\tau$, $v \in [\tau]^{\sigma^C}$, $v' \in [\tau]^{\sigma'^C}$ and $v'' \in [\tau]^{\sigma'^{MC}}$, if $v \approx^\tau v'$ and $v' \approx^\tau v''$ then
$v \sim^\tau v''$.

Suppose $C \in \mathcal{C}$, $o \in \sigma^C$, $o'' \in \sigma'^{MC}$ are such that $o \sim^C o''$. Then $o \approx^C o'$ and $o' \approx^C o''$ for
some $o' \in \sigma'^C$. Hence $\nuC(o) \approx^{\tauC} \nuC(o')$ and $\nuMC(o') \approx^{\tauMC} \nuMC(o'')$. Hence $\nuC(o) \sim^{\tauC} \nuMC(o'')$.
Hence $\sim^C$ is a consistent correspondence between $I$ and $I''$.

But, for every $o \in \sigma^C$ there is an $o' \in \sigma'^C$ such that $o \approx^C o'$, and for every $o' \in \sigma'^C$ there
is an $o'' \in \sigma'^{MC}$ such that $o' \approx^C o''$. So for every $o \in \sigma^C$ there is an $o'' \in \sigma'^{MC}$ such that $o \sim^C o'$,
and, since $\sim^C$ is a consistent correspondence, $o \approx^C o''$. Similarly for every $o'' \in \sigma'^{MC}$ there is an
$o \in \sigma^C$ such that $o \approx^C o''$.

Hence $I \approx I''$.

**Proposition 9.3:** For each equivalence class $[I]_\approx$ there is an $I' \in [I]_\approx$, unique up to isomorphism,
such that, for any $I'' \in [I]_\approx$ there is a unique homomorphism, $f^C$ from $I'$ to $I''$. Such an $I'$ is
said to be a canonical representative of \([\mathcal{I}]_\approx\). \[ \]

**Proof:** Suppose \(\mathcal{I} = (\sigma^C, \mathcal{V}^C)\) is an instance of \(\mathcal{S}\). We must first build an \(\mathcal{I}'\) such that \(\mathcal{I} \approx \mathcal{I}'\), and for any \(\mathcal{I}''\) such that \(\mathcal{I}'' \approx \mathcal{I}'\), there is a unique homomorphism from \(\mathcal{I}''\) to \(\mathcal{I}'\).

Consider the bisimulation correspondence \(\approx\) (which we will simplify to \(\approx^C\)). Note that, for each \(C, \approx^C\) is an equivalence relation on \(\sigma^C\): to see this observe that the equivalence relations generated by the binary relations \(\approx^C, \approx^{C*}\) say, themselves form a consistent correspondence on \(\mathcal{I}\), and hence \((\approx^{C*}) \subseteq (\approx^C)\) for each \(C \in \mathcal{C}\).

For each \(C \in \mathcal{C}\) define \(\sigma^C \equiv \sigma^C/\approx^C\): the \(\approx^C\)-equivalence classes of \(\sigma^C\). For any value \(v \in [\tau] \sigma^C\) we define an object \(\bar{v} \in [\tau] \sigma^C\) using the following induction on types:

1. If \(v \in [h] \sigma^C, h \in \mathcal{B}\), then \(\bar{v} \equiv v\).
2. If \(v \in [C] \sigma^C, C \in \mathcal{C}\), that is \(v \in \sigma^C\), then \(\bar{v} \equiv [v]_\approx^C\), where \([v]_\approx^C \in \sigma^C\) is such that \(v \in [v]_\approx^C\).
3. If \(v \in [(a_1 : \tau_1, \ldots, a_n : \tau_n)] \sigma^C\) then \(\bar{v}(a_i) \equiv \bar{v}(\tilde{a}_i)\) for \(i = 1, \ldots, n\).
4. If \(v \in [(a_1 : \tau_1, \ldots, a_n : \tau_n)] \sigma^C\), say \(v = (a_i, w)\), then \(\bar{v} = (a_i, \bar{w})\).
5. If \(v \in \{\tau\} \sigma^C\) then \(\bar{v} = \{\bar{w} | w \in v\}\).

Then for any type \(\tau\) and \(u, v \in [\tau] \sigma^C\), \(u \approx^\tau v\) iff \(\bar{u} = \bar{v}\).

For each \(C \in \mathcal{C}\) define \(\mathcal{V}^\mathcal{C}\) by \(\mathcal{V}^\mathcal{C}([o]_\approx^C) \equiv \mathcal{V}^\mathcal{C}(o)\). From the above \(\mathcal{V}^\mathcal{C}\) is well defined since \(\approx^C\) is consistent.

Let \(\mathcal{I}'\) be the instance \(\mathcal{I}' = (\sigma'^C, \mathcal{V}'^C)\). Then define the correspondence \(\sim^C\) between \(\mathcal{I}\) and \(\mathcal{I}'\) such that \(o \sim^C o'\) iff \(o \in o'\). Then \(\sim^C\) is a consistent correspondence. Further, for each \(o \in \sigma^C\) there is an \(o' \in \sigma'^C\) such that \(o \sim^C o'\), and for each \(o' \in \sigma'^C\) there is an \(o \in \sigma^C\) such that \(o \sim^C o'\). Hence \(\mathcal{I} \approx \mathcal{I}'\). Further for any \(o_1', o_2' \in \sigma'^C\), if \(o_1' \approx^C o_2'\) then \(o_1 = o_2\).

Suppose \(\mathcal{I}'' = (\sigma''^C, \mathcal{V}'^\mathcal{C})\) is such that \(\mathcal{I}'' \approx \mathcal{I}\). Then \(\mathcal{I}'' \approx \mathcal{I}'\). For each \(C \in \mathcal{C}\) define the function \(f^C : \sigma''^C \rightarrow \sigma'^C\) as follows: for any \(o'' \in \sigma''^C\) choose \(o \in \sigma'^C\) such that \(o'' \approx^C o'\) and let \(f^C(o'') = o'\). \(f^C\) is well defined since, if \(o'' \approx^C o_1\) and \(o'' \approx^C o_2\) then \(o_1 \approx^C o_2\) and hence \(o_1 = o_2\). Further \(f^C\) is a homomorphism from \(\mathcal{I}''\) to \(\mathcal{I}'\).

Suppose \(h^C\) is a homomorphism from \(\mathcal{I}''\) to \(\mathcal{I}'\). Then we can form a consistent correspondence \(\sim^C\) between \(\mathcal{I}''\) and \(\mathcal{I}'\) by taking \(o'' \sim^C o'\) iff \(o' = h^C(o'')\). Hence for each \(C \in \mathcal{C}\), each \(o'' \in \sigma''^C\), \(o'' \approx^C h^C(o'')\), and so \(h^C(o'') = f^C(o'')\). Hence \(h^C = f^C\) and \(f^C\) is the unique homomorphism from \(\mathcal{I}''\) to \(\mathcal{I}'\).

It remains to show that \(\mathcal{I}'\) is the unique-up-to-isomorphism instance satisfying these properties. Suppose that \(\mathcal{I}''\) is another instance satisfying these properties. Then there exists a homomorphism \(f^C\) from \(\mathcal{I}''\) to \(\mathcal{I}'\), and a homomorphism \(g^C\) from \(\mathcal{I}'\) to \(\mathcal{I}''\). We can form a homomorphism, \(h^C\) from \(\mathcal{I}'\) to itself by taking \(h^C = f^C \circ g^C\) for \(C \in \mathcal{C}\). But the family of identity maps \(Id^C\) is a homomorphism from \(\mathcal{I}'\) to itself, so we get \(h^C = Id^C\), and hence \(f^C \circ g^C = Id_{\approx^C}\) for each \(C \in \mathcal{C}\),
where \( \text{Id}_{\sigma C} \) denotes the identity function on \( \sigma' C \). Similarly \( g^C \circ f^C = \text{Id}_{\sigma^C, C} \) for \( C \in \mathcal{C} \). Hence \( \mathcal{T}' \) and \( \mathcal{T}'' \) are isomorphic.

The canonical representative of an equivalence class \( [\mathcal{I}]_{\approx} \) is therefore an instance \( \mathcal{T}' \) in which any bisimilar object identities are coalesced into a single object identity: for every object identity in \( \mathcal{I} \), \( o \in \sigma^C \) say, there is a unique object identity in \( \mathcal{T}' \), \( o' \in \sigma'^C \), such that \( o \approx_{\mathcal{T}} o' \).

### 9.2 Distinguishing Instances without Equality on Identities

We now introduce a variant on the language \( \text{SRI}(=) \), which we will call simply \( \text{SRI} \). This is the same as the language \( \text{SRI}(=) \) only without the \( \approx^C \) predicates on object identities. So \( \text{SRI} \) gives us no way of directly comparing object identities.

We will show that observational indistinguishability of instances in \( \text{SRI} \) coincides with the bisimulation correspondence on instances, \( \approx \), defined in definition 9.2, and, further, that the relation \( \approx \) on values of an instance \( \mathcal{I} \) can be computed using \( \text{SRI} \).

#### Indistinguishable Instances in \( \text{SRI} \)

**Lemma 9.4:** If \( \mathcal{I} \) and \( \mathcal{I}' \) are two instances of a schema \( S \) such that \( \mathcal{I} \approx \mathcal{I}' \) then \( \mathcal{I} \) and \( \mathcal{I}' \) are indistinguishable in \( \text{SRI} \).

**Proof:** Assume that \( \mathcal{I} \) and \( \mathcal{I}' \) are such that \( \mathcal{I} \approx \mathcal{I}' \). We need to show that, for any \( \text{SRI} \) query \( e \), \( \text{V}[e] \mathcal{I} = \text{V}[e] \mathcal{I}' \). Note that, for a ground type \( \tau \), \( \approx^\tau \) coincides with equality. We will show that for any closed expression \( e \) such that \( \vdash e : \tau \), \( \text{V}[e] \mathcal{I} \approx^\tau \text{V}[e] \mathcal{I}' \).

We must first expand the definition of \( \approx^\tau \) to function types. Suppose \( f \in \mathcal{I} \mathcal{[} \tau \rightarrow T \mathcal{]} \mathcal{I} \) and \( g \in \mathcal{I} \mathcal{[} \tau \rightarrow T \mathcal{]} \mathcal{I}' \). We say \( f \approx^\tau = T g \) iff for any \( u \in \mathcal{I} \mathcal{[} \tau \mathcal{]} \mathcal{I} \) and \( v \in \mathcal{I} \mathcal{[} \tau \mathcal{]} \mathcal{I}' \) if \( u \approx^\tau v \) then \( fu \approx^\tau gv \).

Now it suffices to show that, if \( e \) is any \( \text{SRI} \) expression, \( \vdash e : T \), and \( \rho \in \text{Env}(\mathcal{I}) \) and \( \rho' \in \text{Env}(\mathcal{I}') \) are environments such that \( \text{dom}(\rho) = \text{dom}(\rho') \) and, for each variable \( x^\tau \in \text{dom}(\rho) \), \( \rho(x^\tau) \approx^\tau \rho'(x^\tau) \), then

\[
\text{V}[e] \mathcal{I} \rho \approx^T \text{V}[e] \mathcal{I}' \rho'
\]

The proof proceeds by induction on the structure of \( \text{SRI} \) expressions and is similar to the proof of lemma 8.1.

**Lemma 9.5:** If \( \mathcal{I} \) and \( \mathcal{I}' \) are indistinguishable in \( \text{SRI} \) then they are bisimilar, \( \mathcal{I} \approx \mathcal{I}' \).

**Proof:** Suppose otherwise: that is there exist instances \( \mathcal{I} \) and \( \mathcal{I}' \) such that \( \mathcal{I} \not\approx \mathcal{I}' \) but, for every query \( e \), \( \text{V}[e] \mathcal{I} = \text{V}[e] \mathcal{I}' \). We can assume without loss of generality that for some class \( C \in \mathcal{C} \) there is an \( o \in \sigma^C \) such that there is no \( o' \in \sigma'^C \) for which \( o \approx o' \).

Given any type, \( \tau \), value \( v \in \mathcal{I} \mathcal{[} \tau \mathcal{]} \mathcal{I} \) and expression \( e \) such that \( \vdash e : \tau \), we define a series of expressions \( \text{Test}^i(v)[e] \), for \( i \in \mathbb{N} \), such that \( \vdash \text{Test}^i(v)[e] : \text{Bool} \). We define \( \text{Test}^i(v)[e] \) by co-induction on \( i \) and on the type of \( v \):
For any value \( v \) and expression \( e \), \( \text{Test}^0(v)[e] \equiv \text{tt} \).

For \( i \geq 1 \):

1. If \( v \in [\text{int}]I = \mathbb{N} \) then \( \text{Test}^i(v)[e] \equiv (e = \tau) \).
2. If \( v \in [\text{Bool}]I \) then if \( v = \text{T} \) then \( \text{Test}^i(v)[e] \equiv (e) \) otherwise \( \text{Test}^i(v)[e] \equiv (\neg e) \).
3. If \( v \in [\text{unit}]I \) then \( \text{Test}^i(v)[e] \equiv (tt) \).
4. If \( v \in [C]I \) then \( \text{Test}^i(v)[e] \equiv \text{Test}^{i-1}(\nu C(v))[e] \)
5. If \( v \in [(a_1 : \tau_1, \ldots, a_n : \tau_n)]I \) then \( \text{Test}^i(v)[e] \equiv (\text{Test}^i(v(a_1))[e.a_1] \land \ldots \land \text{Test}^i(v(a_n))[e.a_n]) \)
6. If \( v \in [(\emptyset a_1 : \tau_1, \ldots, a_n : \tau_n)]I \), say \( v = (a_1, u) \) then \( \text{Test}^i(v)[e] \equiv (\text{case } e \text{ of } a_1(x_1) \Rightarrow ff, \ldots, a_i(x_i) \Rightarrow \text{Test}^i(u)[x_i], \ldots, a_k(x_k) \Rightarrow ff) \)
7. If \( v \in [\{\tau\}]I \), say \( v = \{u_1, \ldots, u_n\} \), then \( \text{Test}^i(v)[e] \equiv ((\exists x \in e \cdot \text{Test}^i(u_1)[x]) \land \ldots \land (\exists x \in e \cdot \text{Test}^i(u_n)[x])) \land (\forall x \in e \cdot (\text{Test}^i(u_1)[x] \lor \ldots \lor \text{Test}^i(u_n)[x])) \).

Intuitively, for any expression \( e \) and value \( v \), \( V[\text{Test}^i(v)[e]]I \rho = \text{T} \) if the value \( V[e]I \rho \) cannot be distinguished from \( v \) using \( i \) – 1 levels of dereferencing of object-identities.

Then for each \( C \in \mathcal{C} \), each \( o \in \sigma^C \) and any \( i \in \mathbb{N} \) we have \( V[\exists x \in C \cdot \text{Test}^i[o](x)]I = \text{T} \). Hence, since \( I \) and \( I' \) are indistinguishable, \( V[\exists x \in C \cdot \text{Test}^i[o](x)]I' = \text{T} \) for all \( i \). And so for each \( C \in \mathcal{C} \), \( o \in \sigma^C \), we can form a decreasing series of finite non-empty sets \( E_i^o \subseteq \sigma^C \) defined by

\[
E_i^o \equiv \{ o' \in \sigma^C \mid V[\text{Test}^i(o)[x]]I'(x \mapsto o') = \text{T} \}
\]

That is \( E_{i+1}^o \subseteq E_i^o \) and \( E_i^o \neq \emptyset \) for all \( i \in \mathbb{N} \).

We can then build a series of correspondence relations \( \sim^C_i \), \( i \in \mathbb{N} \) such that, for any \( C \in \mathcal{C} \), \( o \in \sigma^C \) and \( o' \in \sigma^C \), \( o \sim^C_i o' \) iff \( o' \in E_i^o \).

Then, for each \( C \in \mathcal{C} \), \( o \in \sigma^C \) it follows that \( \{ o' \in \sigma^C \mid o \sim^C_{i+1} o' \} \subseteq \{ o' \in \sigma^C \mid o \sim^C_i o' \} \neq \emptyset \).

So we can form a correspondence relation \( \sim^C_\infty \), defined by \( \sim^C_\infty \equiv \cap_{i=1}^\infty \sim^C_i \), such that for each \( o \in \sigma^C \) the set \( \{ o' \in \sigma^C \mid o \sim^C_\infty o' \} \) is non-empty. It remains to show that this correspondence relation is consistent.

Observe that, for any \( C \in \mathcal{C} \), \( o \in \sigma^C \), \( o' \in \sigma^C \), if \( i \geq 1 \) and \( o \sim^C_i o' \) then \( \forall^C(o) \sim^C_{i-1} \forall^C(o') \).

Also observe that each of the operators used in raising correspondence relations to general types in definition 9.1 was a continuous operator with respect to the set-inclusion ordering on correspondence relations. Hence, for any general object type \( \tau \), \( \sim^\tau_\infty \equiv \cap_{i=1}^\infty (\sim^\tau_i) \).

Hence, if \( o \in \sigma^C \), \( o' \in \sigma^C \) are such that \( o \sim^\tau_\infty o' \), then \( o \sim^C_i o' \) for all \( i \in \mathbb{N} \), so \( \forall^C(o) \sim^C_{i-1} \forall^C(o') \) for all \( i \geq 1 \), and so \( \forall^C(o) \sim^\tau_\infty \forall^C(o') \).

Hence \( \sim^C_\infty \) is a consistent correspondence relation: a contradiction. Hence result.
Proposition 9.6: Two instances, $I$ and $I'$, are indistinguishable in SRI if and only if $I \approx I'$.

Proof: This follows directly from lemmas 9.4 and 9.5.

Claim: In any reasonably expressive query language, $L$, such that $L$ does not support any means of directly comparing object identities, observational indistinguishability of instances in $L$ will coincide precisely with bisimilarity.

Justification: First note that SRI is at least as expressive as any other established query language which does not support comparisons of object identities. Lemma 9.4 automatically holds for any query languages less expressive than SRI.

The proof of lemma 9.5 relies on being able to create queries which unfold nested values to any fixed finite height. We observe that any query language equipped with constructors and destructors for each of the basic types, basic logical operators and equality tests on each base type can express such finite unfoldings and tests of values. We claim that such operators will be present in any reasonable query language for nested or recursive data-structures.

Testing for Correspondence in SRI

Proposition 9.7: Using SRI we can test for the bisimulation correspondence relation described in section 9.1: that is, for any type $\tau$, and any values $u$ and $v$, $u, v \in [\tau]\mathcal{I}$, we can form a function expression $\text{Cor}^\tau : (\tau \times \tau) \to \text{Bool}$ such that $V[\text{Cor}^\tau]_\tau(u, v) = T$ iff $u \approx^{\tau} v$.

(The notation $\tau \times \tau'$ represents a Cartesian product and is not actually a type constructor in our model, but can be considered to be a notational abbreviation for a record constructor with two attributes: $(#1 : \tau, #2 : \tau')$).

This result tells us that SRI has the same expressive power as SRI$(\approx)$ (the language SRI augmented with predicates for testing $\approx$).

Proof: We will show how to build such a function in the case where the schema, $S$, contains only one class, $C$, though again the definition can be easily extended for the case when there are many classes.

First we will define some more “macros” for SRI:

- $\text{Map}(f, X) \equiv \text{sri}(\lambda x \cdot \lambda Y \cdot \text{add}(f, Y), \emptyset, X)$
- $\text{Flatten}(X) \equiv \text{sri}(\lambda x \cdot \lambda Y \cdot x \cup Y, \emptyset, X)$
- $\text{Prod}(X, Y) \equiv \text{sri}(\lambda x \cdot \lambda z \cdot \text{sri}(\lambda y \cdot \lambda w \cdot \text{add}((x, y), w, z, Y), \emptyset, X))$
- $\text{UnionProd}(X, Y) \equiv \text{Map}(\lambda x \cdot x.\#1 \cup x.\#2, \text{Prod}(X, Y))$

Here $\text{Map}$ and $\text{Flatten}$ are the standard operators. $\text{Prod}$ is the cartesian product operator, and $\text{UnionProd}$ maps the union operator over the cartesian product of two sets.

For each object type $\tau$ we construct a function $\text{Check}^\tau : (\tau \times \tau) \to \{\{C \times C\}\}$ such that, if $\text{Check}^\tau(e, e') = X$, then $[e] \approx^{\tau} [e']$ iff, for some set $Y \in X$, $o \approx^{C} o'$ for each pair $(o, o') \in Y$. 

Note that, if $\text{Check}^\tau(e, e') = \emptyset$ then $\llbracket e \rrbracket \not\approx \llbracket e' \rrbracket$, and if $\text{Check}^\tau(e, e') = \{\emptyset\}$ then $\llbracket e \rrbracket \approx \llbracket e' \rrbracket$. We will give some of the cases in the definition of $\text{Check}^\tau$.

$$\begin{align*}
\text{Check}^\text{unit}(e, e') &\equiv \{\emptyset\} \\
\text{Check}^\text{Bool}(e, e') &\equiv \text{if}(e \approx e', \{\emptyset\}, \emptyset) \\
\text{Check}^C(e, e') &\equiv \{\{(e, e')\}\} \\
\text{Check}^{\{a_1: \tau_1, \ldots, a_k: \tau_k\}}(e, e') &\equiv \text{UnionProd}(\text{Check}^{\tau_1}(e, a_1), \ldots, \text{Check}^{\tau_k}(e, a_k)) \\
\text{Check}^{\{\tau\}}(e, e') &\equiv \text{sriz} \cdot \text{Map}(\lambda x \cdot \text{Check}^C(x, e), Y) \\

\end{align*}$$

The next step is a function $\text{IterChk} : \{C \times C\} \rightarrow \{\{C \times C\}\}$ which iterates the function $\text{Check}^C$ over a set.

$$\text{IterChk}(Y) \equiv \text{sriz} \cdot \text{Map}(\lambda x \cdot \text{IterChk}(x, Z), Y)$$

The function $\text{Unfold} : \{\{C \times C\}\} \rightarrow \{\{C \times C\}\}$ applies $\text{IterChk}$ to each element in a set and flattens the result.

$$\text{Unfold}(Z) \equiv \text{Flatten}(\text{Map}(\lambda x \cdot \text{IterChk}(x, Z)))$$

So a pair of expressions, $e$ and $e'$, can be shown not to be bisimilar using $N$ levels of dereferencing if the result of applying $\text{Unfold}$ to $\text{Check}(e, e')$ $N$ times is the empty set. But we know that, if $e$ and $e'$ are not bisimilar then they can be shown not to be bisimilar in less than $|\sigma^C|$ steps. So we define

$$\text{TestCor}^\tau(e, e') \equiv \text{sriz} \cdot \text{Map}(\lambda x \cdot \text{Unfold}(Z), \text{Check}^\tau(e, e'), C)$$

Finally we can use this set in testing for $\approx$-equivalence of values:

$$\text{Cor}^\tau(e, e') \equiv (\exists x \in \text{TestCor}^\tau(e, e') \cdot )$$

Then $\llbracket \text{Cor}^\tau(e, e') \rrbracket = T$ iff $\llbracket e \rrbracket \approx^\tau \llbracket e' \rrbracket$.

This result tells us that $\text{SRI}$ has the same expressive power as $\text{SRI}(\approx)$ (the language $\text{SRI}$ augmented with predicates for testing $\approx$).

This result is a little surprising since our values are recursive, and we can not tell how deeply we need to unfold two values in order to tell if they are bisimilar.

We are saved by the fact that all our object identities come from a fixed set of finite extents. The cardinality of these extents provide a bound on the number of unfoldings that must be carried.
out: if no differences between two values can be found after $\sum \{|C| \mid C \in C\}$ dereferencings of object identifiers, then the values are equivalent. Consequently we can implement $\text{Cor}$ by iterating over each class, and for each identifier in a class unfolding both values.

Unfortunately this implementation of $\approx$ seems to go against our philosophy of the non-observability of object identities: if we can’t observe object identities then should we be able to count them? From a more pragmatic standpoint, a method of comparing values which requires us to iterate over all the objects in a database is far too inefficient to be practical, especially when dealing with large databases, and we would like to have algorithms to compare values which take time dependent on the size of the values being compared only. We would therefore like to know if we can test for $\approx$ without iterating over the extents of an instance. In the following subsection we will show that this is not possible in general.

\textbf{N-Bounded Values and $SRI^N$}

A value $v$ is said to be $N$-\textbf{bounded} iff any set values occuring in $v$ have cardinality at most $N$. An instance $\mathcal{I}$ is $N$-\textbf{bounded} iff for each class $C \in \mathcal{C}$ and every $o \in \sigma^C, \mathcal{V}(o)$ is $N$-bounded.

Note that, for any instance $\mathcal{I}$ there is an $N$ sufficiently large that $\mathcal{I}$ is $N$-bounded.

We now define a variant of the language $SRI$ which has the same power as $SRI$ when restricted to $N$-bounded values, but which will not allow recursion over sets of cardinality greater than $N$. The language $SRI^N$ is the same as the language $SRI$ except that an expression $\text{sri}(f, e, u)$ is not defined if $|V[u]_{\mathcal{I}}|$ is greater than $N$.

\textbf{Proposition 9.8:} It is not in general possible to compute the correspondence relations $\approx$ on $N$-bounded instances using the language $SRI^N$. That is, there exists a schemas $\mathcal{S}$ and type $\tau$ such that, for any expression $\text{Cor}$ with $\vdash \text{Cor} : \tau \times \tau \rightarrow \text{Bool}$, either there is an $N$-bounded instance $\mathcal{I}$ and values $u$ and $v$, $u, v \in [\tau]_{\mathcal{I}}$, such that $V[\text{Cor}]_{\mathcal{I}}(u, v) = \mathcal{T}$ and $u \not\approx^\tau v$, or there is an $N$-bounded instance $\mathcal{I}$ and values $u, v \in [\tau]_{\mathcal{I}}$ such that $V[\text{Cor}]_{\mathcal{I}}(u, v) = \mathcal{F}$ and $u \approx^\tau v$. $\blacksquare$

\textbf{Proof:} First note that for any $SRI^N$ expression $e$, there is a constant $k^e$, such that any evaluation of an application of $e$ will involve less than $k^e$ levels of dereferencing of objects. Consequently it is enough to construct a schema with a recursive structure such that, for any constant $k$, we can construct an instance containing two objects which require $k + 1$ dereferences in order to distinguish between them.

For example one can take the schema $\mathcal{S}$ with one class $C$, such that $\mathcal{S}(C) = (\#1 : \text{Bool}, \#2 : C)$. Then we can take $\mathcal{I}$ and $\mathcal{I}'$ both to have the same set of $k + 1$ object identities, $\sigma^C = \sigma'^C = \{o_0, \ldots, o_k\}$, and $\mathcal{V}^C(o_i) = \mathcal{V}'^C(o_i) = (\#1 \mapsto \mathcal{T}, \#2 \mapsto o_{i+1})$ for $i = 0, \ldots, k - 1$, $\mathcal{V}^C(o_k) = (\#1 \mapsto \mathcal{T}, \#2 \mapsto o_0)$ and $\mathcal{V}'^C(o_k) = (\#1 \mapsto \mathcal{F}, \#2 \mapsto o_0)$. Then the object identity $o_0$ can not be distinguished with less than $k + 1$ dereferencings. $\blacksquare$

This tells us that we can not hope to test if two values are equivalent without making use of recursion over classes, from which we conclude that a more efficient way of comparing values is
Claim: It is not possible to construct an expression to test whether two values of general type are bisimilar in any reasonable query language without using recursion over the entire extents of a database.

Justification: Once again it is sufficient to note that the result automatically holds for any language less expressive than SRI and to argue that SRI is as expressive as any other established query language paradigm.

10 Observable Properties of Object Identities with Keys

In sections 8.1 and 9.2 we presented two different query languages, based on different assumptions about the predicates available for comparing values. The first, SRI(=), assumed that it was possible to directly compare any two object identities for equality, and we showed that such a predicate, together with a simple query language over complex objects, allowed us to compute the equivalence relation = over all types, and was sufficient to distinguish between any two non-isomorphic instances.

However object identities are abstract entities that do not directly represent data, and so we would like to ensure that they can only be compared by means of their associated values. Our second query language, SRI, was based on the idea that only base values could be directly compared, and that other complex values and objects could be compared only by comparing their component parts or associated values. In proposition 9.6 we showed that distinguishability under such a language coincided precisely with the bisimulation relation on instances, ≈, defined in 9.2. In proposition 9.7 we saw that such a bisimulation equivalence relation, ≈, on values in an instance could be computed, but proposition 9.8 showed that doing so required a level of unfolding bounded by the size of the instance, and therefore the ability to recurse over all object identities in the instance. Allowing such a computation seems at odds with our premise, that object identities, and hence the cardinality of a particular class of object identities, could not be observed. From a more pragmatic perspective, it is clear that such an equivalence relation is too expensive to use in a query language over databases, and a more efficient way of comparing values and object identities is required. In particular, we want to be able to compare values in time dependent on the values themselves and independent of the size of the database. In this section we will propose a solution to this problem based on the systems of keys.

10.1 A Data-Model with Keys

In the model described so far, object identities represent abstract entities which can not be directly observed, but which can only be viewed by examining the values associated with them. However, in section 9 we saw that comparing and referencing object-identities only on the basis of the printable values associated with them is not a practical proposition. It is necessary to have some efficient means of uniquely identifying and referencing an object identity. One possible
solution, which is adopted by many practical database systems, is to use keys: simple values that are associated with object identities, and are used to compare object identities. Two object identities are taken to be the same iff their keys are the same.

Key Specifications

Definition 10.1: Suppose we have a schema $S$ with classes $C$. A key specification for $S$ consists of a type $\kappa^C$ for each $C \in C$, and a mapping $K^C$ from instances, $I = (\sigma^C, V^C)$, of $S$ to families of functions

$$K^C : \sigma^C \rightarrow [\kappa^C] \sigma^C$$

for each $C \in C$.

Example 10.1: Consider the first schema described in example 7.1. We would like to say that a State is determined uniquely by its name, while a City is determined uniquely by its name and its state (one can have two Cities with the same name in different states). The types of our key specification are therefore

$$\kappa_{City} \equiv (\text{name} : \text{str}, \text{state} : \text{State})$$
$$\kappa_{State} \equiv \text{str}$$

For an instance $I = (\sigma^C, V^C)$ the mappings $K^C_I$ are given by

$$K^\text{City}_I(o) \equiv V^\text{City}(o)$$
$$K^\text{State}_I(o) \equiv (V^\text{State}(o))(\text{name})$$

If we take $I$ to be the instance described in example 7.2 then we have

$$K^\text{City}_I(\text{Phila}) = (\text{name} \mapsto \text{“Philadelphia”}, \text{state} \mapsto \text{PA})$$
$$K^\text{City}_I(\text{Pitts}) = (\text{name} \mapsto \text{“Pittsburg”}, \text{state} \mapsto \text{PA})$$
$$\vdots \vdots$$
$$K^\text{City}_I(\text{Albany}) = (\text{name} \mapsto \text{“Albany”}, \text{state} \mapsto \text{NY})$$

and

$$K^\text{State}_I(\text{PA}) = \text{“Pennsylvania”}$$
$$K^\text{State}_I(\text{NY}) = \text{“New York”}$$

A key specification is said to be well-defined iff for any two instances, $I$ and $I'$, if $f^C$ is a family of functions describing an isomorphism from $I$ to $I'$, then for each $C \in C$ and each $o \in \sigma^C$,

$$f^\kappa^C(K^C_I(o)) = K^C_{I'}(f^C(o))$$
Well-definedness simply ensures that a key specification is not dependent on the particular choice of object identities in an instance, and will give the same results when applied to two instances differing only in their choice of object identities. For the remainder we will assume that all key specifications we consider are well-defined.

Two key specifications, \( K^C \) and \( K'^C \), are said to be equivalent iff, for any instance \( I \), any \( C \in \mathcal{C} \) and any \( o_1, o_2 \in \sigma^C \), \( K_I^C(o_1) = K_I^C(o_2) \) if and only if \( K_I'^C(o_1) = K_I'^C(o_2) \).

**Definition 10.2:** The dependency graph, \( G(K^C) \), of a key specification \( K^C \) is a directed graph with nodes \( \mathcal{C} \) such that \( G(K^C) \) contains the edge \((C', C)\) if and only if the class \( C' \) occurs in \( K^C \).

For example, the dependency graph of the key specification of example 10.1 has nodes \( \text{City} \) and \( \text{State} \), and a single edge \((\text{City}, \text{State})\).

**Proposition 10.1:** For any key specification, \( K^C \), if the dependency graph \( G(K^C) \) is acyclic then there is an equivalent key specification \( K'^C \) such that each type \( \kappa'^C \) is ground (contains no classes).

**Proof:** We proceed by induction on the maximum length of paths in \( G(K^C) \). If the maximum length of paths is 0 then each type \( \kappa^C \), \( C \in \mathcal{C} \), is ground and we are done.

Suppose that the maximum length of paths in \( G(K^C) \) is \( n \geq 1 \). Let \( \mathcal{C}^* \subseteq \mathcal{C} \) be the set of classes \( C \) such that the maximum length of paths in \( G(K^C) \) starting at \( C \) is 1.

For each \( C \in \mathcal{C}^* \) let \( \kappa'^C \) be the type formed by replacing \( C' \) with \( \kappa'^C \) in \( K^C \) for each class \( C' \) occurring in \( K^C \). For any instance \( I = (\sigma^C, \mathcal{V}^C) \), let \( K_I^C : \sigma^C \rightarrow [\kappa'^C]I \) be the function such that \( K_I^C(o) \) is formed by replacing each object identity \( o' \in \sigma^C \) occurring in \( K_I^C(o) \) by \( K_I^{C'}(o') \) in \( K_I^{C'}(o) \).

For each \( C \in (\mathcal{C} \setminus \mathcal{C}^*) \) let \( \kappa'^C = \kappa^C \) and \( K_I^{C'} = K_I^{C'} \). Then \( \kappa'^C \) is a key specification which is equivalent to \( K^C \) and the maximum length of a path in \( G(K^C) \) is \( n - 1 \). Hence, by the induction assumption, there is a key specification \( \kappa'^C \), equivalent to \( \kappa'^C \), such that every type in \( K^C \) is ground.

We will see later that key specifications with acyclic dependencies graphs are particularly useful.

**Key Correspondences**

**Definition 10.3:** Given a key specification, \( K^C \) and two instances \( I \) and \( I' \), we define the family of relations \( \approx_K^\tau \subseteq [\tau]I \times [\tau]I' \) to be the largest relations such that

1. if \( c^1 \approx_K^b c^2 \) for \( c^1, c^2 \in D^2 \) then \( c \equiv c' \),
2. if \( x \approx_K^{(a_1: \tau_1, \ldots, a_k: \tau_k)} y \) then \( x(a_i) \approx_K^{\tau_i} y(a_i) \) for \( i = 1, \ldots, k \),
3. if \( (a_i, x) \approx_K^{(a_1: \tau_1, \ldots, a_k: \tau_k)} (a_j, y) \) then \( a_i = a_j \) and \( x \approx_K^{\tau_i} y \),
4. if \( X \approx_{K}^{(\tau)} Y \) then for each \( x \in X \) there is a \( y \in Y \) such that \( x \approx_{K} y \) and for each \( y \in Y \) there is an \( x \in X \) such that \( x \approx_{K} y \), and

5. for each \( C \in \mathcal{C} \) and any \( o \in \sigma^{C} \), \( o' \in \sigma'^{C} \), if \( o \approx_{K}^{C} o' \) then \( K_{I}^{C}(o) \approx_{K}^{C} K_{I'}^{C}(o') \).

We will write \( I \approx_{K} \) instead of \( \approx_{K} \) in cases where the instances are not clear from context.

Note that for any set of families of relations, \( \sim_{a_{i}}^{\tau}, a \in A \) satisfying conditions 1–5 above, the family of unions of the relations, \( (\sim^{\tau}) = \bigcup_{a \in A} (\sim_{a}^{\tau}) \), also satisfies conditions 1–5. Hence \( \approx_{K}^{C} \) is well-defined.

**Note:** For any schema \( S \), if we take the key specification given by \( \kappa^{C} \equiv \tau^{C} \) for each \( C \in \mathcal{C} \), and for any instance \( I = (\sigma^{C}, \mathcal{V}^{C}) \) and each \( C \in \mathcal{C} \),

\[
K_{I}^{C} \equiv \mathcal{V}^{C}
\]

then the relations \( \approx_{K}^{C} \) and \( \approx^{C} \) relations are the same.

Given any instance \( I \), we write \( I \approx_{K}^{C} \) for \( I \approx_{K} \), or omit the \( I \) altogether when it is clear from the context. \( \approx_{K}^{C} \) is called the correspondence on \( I \) generated by \( K^{C} \).

**Proposition 10.2:** If \( K^{C} \) is a key specification then, for any instance \( I \) and each type \( \tau \), \( \approx_{K}^{\tau} \) is an equivalence relation on \([\tau] I\).

**Proof:** It is sufficient to observe that for any family of relations \( \sim^{\tau} \subseteq [\tau] I \times [\tau] I \) satisfying conditions 1–5 of definition 10.3, the family of smallest equivalence relations containing the relations \( \sim^{\tau} \), \( \sim^{\tau*} \) say, also satisfy conditions 1–5. The result follows since \( \approx_{K} \) is the largest relation satisfying these conditions. ■

**Definition 10.4:** An instance \( I \) is said to be **consistent** with a key specification \( K^{C} \) iff for each \( C \in \mathcal{C} \), any \( o, o' \in \sigma^{C} \), if \( o \approx_{K}^{C} o' \) then \( \mathcal{V}^{C}(o) \approx_{K}^{\tau^{C}} \mathcal{V}^{C}(o') \).

**Keyed Schema**

**Definition 10.5:** A **keyed schema** is a pair consisting of a schema \( S \) and a key specification \( K^{C} \) on \( S \). A **simply keyed schema** is a keyed schema \((S, K^{C})\) such that the dependency graph of \( K^{C} \) is acyclic.

An instance of a keyed schema \((S, K^{C})\) is an instance \( I \) of \( S \) such that \( I \) is consistent with \( K^{C} \).

Given two instances of a simply keyed schema, \((S, K^{C})\), say \( I = (\sigma^{C}, \mathcal{V}^{C}) \) and \( I' = (\sigma'^{C}, \mathcal{V}^{C}) \), we say \( I \) is **\( K \)-equivalent** to \( I' \), and write \( I \approx_{K} I' \) iff

1. For each \( C \in \mathcal{C} \), each \( o \in \sigma^{C} \) there is an \( o' \in \sigma'^{C} \) such that \( o \approx_{K}^{C} o' \), and for each \( o' \in \sigma'^{C} \) there is an \( o \in \sigma^{C} \) such that \( o \approx_{K}^{C} o' \); and

2. For each \( C \in \mathcal{C} \), \( o \in \sigma^{C} \) and \( o' \in \sigma'^{C} \), if \( o \approx_{K}^{C} o' \) then \( \mathcal{V}^{C}(o) \approx_{K}^{\tau^{C}} \mathcal{V}^{C}(o') \).

Lemma 10.3: For any instances $I$ and $I'$ of a keyed schema $(S, K)$, if $I \approx_K I'$ then $\approx_K$ is a consistent correspondence between $I$ and $I'$.

Proof: Note that, the extension of the family of binary relations $\approx_K$ to a general type $\tau$ described in definition 9.1 is equal to the relation $\approx_K^\tau$. The result then follows from the definition of $K$-equivalences of instances.

Proposition 10.4: For any two instances, $I$ and $I'$, of a simply keyed schema $(S, K)$, if $I \approx_K I'$ then $I \approx I'$.

Proof: Follows immediately from the definition of $\approx$.

Note, however, that the converse is not true: there are simply keyed schema for which the key equivalence is strictly finer than bisimulation of instances, as the following example demonstrates.

Example 10.2: Let us consider the schema from example 7.1 once again, and the key specification, $K^c$ given by

$\kappa_{City} \equiv (name : str, state-name : str)$
$\kappa_{State} \equiv (name : str, cities : \{City\})$

and

$\kappa^c_{City}(o) \equiv (name \mapsto (\forall City(o).name, state-name \mapsto \forall State(\forall City(o)(state))(name))$
$\kappa^c_{State}(o) \equiv (name \mapsto \forall State(o)(name), cities \mapsto \{o' \in \sigma_{City} | \forall City(o')(state) = o\})$

So the key of a City is its name and the name of its State, and the key of a state is its name and the set of its Cities.

![Figure 12: A database instance](image)

Let us now construct a new instance, $I'$, and compare it to the instance $I$ defined in example 7.2. $I'$ is defined by:

$\sigma_{City} \equiv \{Phila, Pitts, Harris, NYC, Albany\}$
$\sigma_{State} \equiv \{PA1, PA2, NY\}$
and the mappings are

\[
\nu_{\text{City}}(\text{Phila}) \equiv (\text{name} \mapsto \text{“Philadelphia”, state} \mapsto \text{PA1})
\]

\[
\nu_{\text{City}}(\text{Pitts}) \equiv (\text{name} \mapsto \text{“Pittsburgh”, state} \mapsto \text{PA2})
\]

\[
\nu_{\text{City}}(\text{Harris}) \equiv (\text{name} \mapsto \text{“Harrisburg”, state} \mapsto \text{PA2})
\]

\[
\nu_{\text{City}}(\text{NYC}) \equiv (\text{name} \mapsto \text{“New York City”, state} \mapsto \text{NY})
\]

\[
\nu_{\text{City}}(\text{Albany}) \equiv (\text{name} \mapsto \text{“Albany”, state} \mapsto \text{NY})
\]

\[
\nu_{\text{State}}(\text{PA1}) \equiv (\text{name} \mapsto \text{“Pennsylvania”, capital} \mapsto \text{Harris})
\]

\[
\nu_{\text{State}}(\text{PA2}) \equiv (\text{name} \mapsto \text{“Pennsylvania”, capital} \mapsto \text{Harris})
\]

\[
\nu_{\text{State}}(\text{NY}) \equiv (\text{name} \mapsto \text{“New York”, capital} \mapsto \text{Albany})
\]

This instance is illustrated in figure 12.

Then \(I\) and \(I’\) are bisimilar, \(I \approx I’\), but then are not equivalent under the key specification \(K_{C^\prime}, I \not\approx_K I’\).

10.2 Computing Key Correspondences

Given a keyed schema, \((S, K)\), we define the language \(\text{SRI}(K)\) for the schema to be the language \(\text{SRI}\) extended with new operators \(key^C\) for each \(C \in C\). The typing rules for these new operators are:

\[
\vdash e : C
\]

\[
\vdash key^C e : \kappa^C
\]

and the semantics are given by

\[
V[key^C e]I\rho \equiv \kappa^C_I(V[e]I\rho)
\]

Similarly we define the language \(\text{SRI}^N(K)\) as an extension of \(\text{SRI}^N\).

We get the same results for computability of key correspondences, \(\approx_K\), as we did for bisimulation correspondence, namely

1. We can find a formula in \(\text{SRI}(K)\) to compute \(\approx_K^\tau\) for each type \(\tau\).

2. We cannot in general find a formula to compute \(\approx_K^\tau\) on \(N\)-bounded values in \(\text{SRI}^N\) for any \(N\).

Further, we can once again argue that these results also hold for any other reasonable query language supporting keys.

However the following result goes some way towards justifying our earlier statement that key specifications with acyclic dependency graphs are of particular interest.
Proposition 10.5: For any simply keyed schema \((\mathcal{S}, \mathcal{K})\) there is an \(M\) such that for any \(N \geq M\), and any type \(\tau\), \(\approx^\tau_{\mathcal{K}}\) can be computed on \(N\)-bounded values using \(\text{SRF}^N(\mathcal{K})\). That is, for each type \(\tau\), there is a formula \(\text{Cor}^\tau_{\mathcal{K}}\) of \(\text{SRF}^N(\mathcal{K})\) such that \(\vdash \text{Cor}^\tau_{\mathcal{K}} : \tau \times \tau \rightarrow \text{Bool}\) and for any two \(N\)-bounded values \(u, v \in \tau \mathcal{I}\), \(V[\text{Cor}^\tau_{\mathcal{K}}](u, v) = \text{T}\) iff \(u \approx^\tau_{\mathcal{K}} v\).

Proof: Suppose that \(k\) is the maximum length of a path in \(G(\mathcal{K})\). For \(i = 1, \ldots, k + 1\) define \(C_i \subseteq C\) to be the set of classes \(C \in C\) such that there are no paths in \(G(\mathcal{K})\) of length \(i\) originating from \(C\). So \(C_{k+1} = C\), and for each \(C \in C_1\), 

\[\kappa^C\] is ground. For convenience we take \(C_0 = \emptyset\). Then for each \(C \in C_i\), \(i \geq 1\), every class \(C'\) occurring in \(\kappa^C\) is in \(C_{i-1}\).

First we show that, if for every \(C \in C_i\) we have an expression \(\text{Cor}^\tau_{\mathcal{K}}\), then for any type \(\tau\) involving only classes from \(C_i\), we can form a formula \(\text{Cor}^\tau_{\mathcal{K}}\). \(\text{Cor}^\tau_{\mathcal{K}}\) is defined by induction on \(\tau\). We only present some of the cases, since they are similar to previous proofs.

1. If \(\tau \equiv b\) then \(\text{Cor}^\tau_{\mathcal{K}} \equiv (\lambda(x, y) \cdot x = b y)\).

2. If \(\tau \equiv C\) where \(C \in C_i\) then follows from out assumption.

3. If \(\tau \equiv (a_1 : \tau_1, \ldots, a_n : \tau_n)\) then \(\text{Cor}^\tau_{\mathcal{K}}(a_1 : \tau_1, \ldots, a_k : \tau_k) \equiv (\lambda(x, y) \cdot \text{Cor}^\tau_{\mathcal{K}}(x, a_1, y, a_1) \land \ldots \land \text{Cor}^\tau(x, a_1, y, a_1))\)

Next we show by induction on \(i\), that for any class \(C \in C_i\), we can form a formula \(\text{Cor}^C_{\mathcal{K}}\). The base case, \(i = 0\), is trivial. Suppose we have expressions \(\text{Cor}^{C'}_{\mathcal{K}}\) for each \(C' \in C_{i-1}\), and \(C \in C_i\). Then we define

\[\text{Cor}^C_{\mathcal{K}} \equiv (\lambda(x, y) \cdot \text{Cor}^{C'}_{\mathcal{K}}(key^C x, key^C y))\]

Then for any values \(u, v \in [\tau]\mathcal{I}\), \(V[\text{Cor}^\tau_{\mathcal{K}}](u, v) = \text{T}\) iff \(u \approx^\tau_{\mathcal{K}} v\).

Claim: If \((\mathcal{S}, \mathcal{K})\) is a simply keyed schema, and \(L\) is some reasonably expressive query language, then for any object type \(\tau\) it is possible to construct an expression in \(L\) which tests whether any two values of type \(\tau\) are \(\mathcal{K}\)-equivalent.

Justification: It suffices to convince ourselves that all the constructs and operators used to define the operators \(\text{Cor}^\tau_{\mathcal{K}}\) in the proof of proposition 10.5 are things that one would expect to find in any reasonable query language. In particular we do not need to resort to iterating over the extents of a database.

10.3 A Summary of Observational Equivalence Relations

We have seen that there are a variety of different observational equivalences possible on recursive database instances using object identities, and that the observational equivalence relation generated by a particular query system is dependent on the means of comparing object identities in that system. In section 8.2 we showed that, in a query language supporting an equality test on object identities, two instances are observationally indistinguishable if and only if they are...
isomorphic, that is they differ only in their choice of object identities. Further, in such a language, it is straightforward to construct efficient equality tests on values of general data-types. However, although we know that any two non-isomorphic instances are distinguishable, proposition 8.4 tells us that it is not in general possible to find a query which distinguishes between them.

<table>
<thead>
<tr>
<th>Language</th>
<th>Observational equivalences</th>
<th>Observational equivalence on instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRI(=) SRI with equality test on object-identities</td>
<td>=^T — equality on all types</td>
<td>≃ — isomorphism</td>
</tr>
<tr>
<td>SRI(κ) K an acyclic key specification</td>
<td>≃^κ — key correspondence</td>
<td>≃_K — key correspondence</td>
</tr>
<tr>
<td>SRI(κ) K a general key specification</td>
<td>≃^κ (computing requires recursion over extents of object-identifiers)</td>
<td>≃_K — key correspondence</td>
</tr>
<tr>
<td>SRI with no comparisons on object-identities</td>
<td>≃^T — bisimulation (computing requires recursion over extents of object-identifiers)</td>
<td>≃ — bisimulation</td>
</tr>
</tbody>
</table>

Figure 13: A summary of the operators considered and the resulting observational equivalences

Equality of object identities does not always coincide with equivalence of the data represented, since databases may contain duplicate data, or may represent the same data using a variety of different structures. For example, when integrating multiple databases, different objects representing the same data may arise from distinct sources. Consequently we would like to be able to compare database instances and data occurring in an instance, by comparing the observable values in the database only. In section 9 we showed that, in a reasonable query language without support for any direct comparisons of object identities, observational distinguishability of databases coincides with the bisimulation relation ≃, and, if a query language provides the ability to iterate over the entire extents of a database, it is possible to test whether any two values in a database are bisimilar.

In sections 8 and 9 we argued that isomorphism and bisimulation were respectively the finest and the coarsest equivalence relations on instances that one might hope to observe. In this section we showed that systems of keys generate various observational equivalences lying between these two. Further acyclic key specifications provide us with an efficient means of comparing and referencing recursive values which incorporate object identities, without having to examine the object identities directly. These results are summarized in figure 13.
11 A Data Model Based on Regular Trees

The concept of object-identities provides a useful abstraction of the reference mechanisms used in representing complex or recursive data-structures in a database. However such reference mechanisms are normally internal to a database system, and may not be directly accessed or observed by a user. In particular object identities do not represent part of the data being modeled in a database, and the data being modeled does not depend on the choice of object identities used. Consequently we would like to deal with data-models where object-identities are not considered to be directly visible.

We would like to construct a data-model which coincides precisely with the observable properties of a database: two instances or values in an instance should be equal in the model precisely when they can not be distinguished by any query in some underlying query language. Such a model would give us insight into the expressive power and richness of a database system, which an overly fine model of instances, such as that introduced in definition 7.3, fails to capture.

One approach to this problem is to develop an observational equivalence relation on instances, representing when two instances are observationally indistinguishable, and to consider equivalence classes of instances rather than individual instances. This approach was investigated in sections 8, 9 and 10 for various different assumptions about the available query language. However this approach still makes it difficult to divorce the information represented by an instance from the mechanisms used to represent the information, and does not provide us with a clear view of the observable information captured by a specific database.

In this section we will present a model sharing definition 7.1 of types and schemas, but in which instances are based on the idea that the only observable values are those of base-type (integers, strings and so on), and those constructed from other observable values using set, record and variant constructors. Such a value-based model was proposed in [2].

The model will use regular trees in order to represent values and instances. The idea of regular trees is that they capture those infinite trees with finite representations, and consequently can be thought of as finite trees with cycles ([15]). Though it is fairly easy to form an intuitive understanding of regular trees, based on diagrammatic representations, to formulate them rigorously requires a surprising amount of care. This is in part due to the use of sets in our data-model, and consequently having to deal with trees in which the branches may not have distinct labels. It’s suggested that readers who feel comfortable with the concept of regular trees skip the technical details in the next couple of sub-sections.

11.1 Regular Trees

Definition 11.1: A tree domain, \( D \subseteq \mathbb{N}^* \), is a set of non-empty strings of natural numbers, such that

1. if \( \phi i \in D, i > 1 \), then \( \phi(i - 1) \in D \), and
2. if \( \phi \in D \), \( \phi \) a non-empty string, then \( \phi \in D \).

Suppose \( A \) is some set. A \textit{tree} over \( A \) is a function from some tree domain, \( D \), to \( A \).

We write \( \text{Tree}(A) \), for the set of trees over \( A \), and say that \( A \) is the \textit{alphabet} of the trees in \( \text{Tree}(A) \).

Suppose \( t \in \text{Tree}(A) \) is a tree and \( \phi \in \mathbb{N}^* \) is a string such that \( \phi \in \text{dom}(t) \). We write \( t.\phi \) for the tree
\[
t.\phi(x) \equiv t(\phi x)
\]

We say \( t.\phi \) is the \textit{projection} of \( t \) on \( \phi \).

Given two trees, \( t \) and \( t' \), we say \( t' \) is a \textit{subtree} of \( t \) iff there is a \( \phi \in \text{dom}(t) \) such that \( t' = t.\phi \).

\textit{Definition 11.2:} A \textbf{regular tree} is a tree with only finitely many subtrees.

There several ways of constructing regular trees: one can view them as directed graphs with edges marked by elements of the alphabet, together with some distinguished node, known as the \textit{root}, such that there is a directed path from the root to each node in the graph. An example of such a graph is shown below:

![Regular Tree Diagram]

Alternatively we can view a regular tree as being defined by a system of equations over string variables and patterns:

\[
\begin{align*}
T_1 &= a.T_2 \\
T_2 &= b.T_3|c.T_4 \\
T_3 &= d.T_2 \\
T_4 &= e.T_3
\end{align*}
\]

In this case the previous regular tree is represented by the string variable \( T_1 \). The operator \( | \) represents \textit{choice}: either \( T_2 = b.T_3 \) or \( T_2 = c.T_4 \).

There are a number of other equivalent representations as well. In general we will use directed graphs in order to give an intuitive representation of regular trees. See [15] for further details.
Bisimulation of Regular Trees

We do not want to distinguish between two regular trees if they differ only in the ordering or multiplicity of their edges. We therefore need to construct an equivalence relation on trees which captures when we consider two regular trees to be the same.

We define the binary relation $\equiv$ on regular trees over $A$ to be the largest relation such that, if $t_1 \equiv t_2$ then

1. if $i \in \text{dom}(t_1)$ ($i$ a string of length 1), then there is a $j \in \text{dom}(t_2)$ such that $t_1(i) = t_2(j)$ and $t_1.i \equiv t_2.j$, and
2. if $j \in \text{dom}(t_2)$ then there is an $i \in \text{dom}(t_1)$ such that $t_1(i) = t_2(j)$ and $t_1.i \equiv t_2.j$.

If $t_1 \equiv t_2$ we say that $t_1$ and $t_2$ are bisimilar and we will be treating them as the same tree.

In some sense, the need to equate regular trees which are bisimilar here is bought about because we are dealing with data-models based on sets: if we considered regular trees to be distinct when they differed in the ordering or multiplicity of edges we would arrive at a similar data-model based on lists instead of sets. As such, bisimulation may be thought of as encoding the properties of finite sets at this point.

Constructors for Trees

Suppose $t_1, \ldots, t_k$ are trees, and $\alpha_1, \ldots, \alpha_k$ are elements of the alphabet. Then $\langle \alpha_1 t_1, \ldots, \alpha_k t_k \rangle^T$ is the tree given by

$$\text{dom}(\langle \alpha_1 t_1, \ldots, \alpha_k t_k \rangle^T) \equiv \bigcup_{i=1}^k \{i\phi \mid \phi \in \text{dom}(t_i)\} \cup \bigcup_{i=1}^k \{i\}$$

and

$$\langle \alpha_1 t_1, \ldots, \alpha_k t_k \rangle^T(i) \equiv \alpha_i$$

for $i = 1, \ldots, k$, and

$$\langle \alpha_1 t_1, \ldots, \alpha_k t_k \rangle^T(i\phi) \equiv t_i(\phi)$$

for $i = 1, \ldots, k$ and $\phi \in \text{dom}(t_i)$.

We write $\langle \alpha_1 t_1, \ldots, \alpha_k t_k \rangle$ for the $\equiv$-equivalence class containing $\langle \alpha_1 t'_1, \ldots, \alpha_k t'_k \rangle^T$, where $t'_i$ is a representative of the $\equiv$-equivalence class $t_i$, for $i = 1, \ldots, k$. We write $\epsilon$ for the $\equiv$-class consisting of the tree with empty domain. For the remainder we will refer to these equivalence classes as regular trees, and, when dealing with regular trees, will consider them to be representatives of their $\equiv$-equivalence classes.
11.2 Trees of Types

Suppose $S$ is a schema with classes $C$ such that, for each $C \in C$, $S(C) = \tau^C$.

We will be interested in regular trees over an alphabet with the elements

1. the symbol $\hat{\epsilon}$,
2. for each attribute label $a \in A$, the symbols $\pi_a$ and $\text{ins}_a$,
3. for each $C \in C$ a symbol $S_C^T$, and
4. for each base type $b \in B$ and each $c \in D^b$ a constant symbol $c^b$.

**Definition 11.3:** We define the mapping $TTree_S$ from types to sets of regular trees over this alphabet to be the largest such that:

1. if $t \in TTree_S(\tau)$ then $t = \langle c^b \epsilon \rangle$ for some constant symbol $c^b \in \text{Const}(\tau)$,
2. if $t \in TTree_S((a_1 : \tau_1, \ldots, a_k : \tau_k))$ then $t = \langle \pi_{a_1} t_1, \ldots, \pi_{a_k} t_k \rangle$ where $t_i \in TTree_S(\tau_i)$ for $i = 1, \ldots, k$.
3. if $t \in TTree_S(\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle)$ then $t = \langle \text{ins}_{a_i} t' \rangle$ where $t' \in TTree_S(\tau_i)$ for some $i \in 1, \ldots, k$.
4. if $t \in TTree_S(\{ \tau \})$ then $t = \langle \hat{\epsilon} t_1, \ldots, \hat{\epsilon} t_k \rangle$ where $k \geq 0$ and $t_i \in TTree_S(\tau)$ for $i = 1, \ldots, k$.
5. if $t \in TTree_S(C)$ then $t = \langle S_C^{Tgt} t' \rangle$ where $t' \in TTree_S(\tau^C)$.

$TTree_S(\tau)$ represents the set of all regular trees of type $\tau$ for the schema $S$.

Informally these definitions can be interpreted as:

1. A tree of base type has one branch, labeled by a constant symbol, which goes to the empty tree;
2. A tree of record type $(a_1 : \tau_1, \ldots, a_k : \tau_k)$ has $k$ branches, labeled $\pi_{a_1}$ to $\pi_{a_k}$, going to trees of types $\tau_1$ to $\tau_k$ respectively;
3. A tree of variant type $\langle a_1 : \tau_1, \ldots, a_n : \tau_n \rangle$ has one branch, labeled $\text{ins}_{a_i}$ for some $i$, going to a tree of type $\tau_i$;
4. A tree of set type $\{ \tau \}$ has finitely many branches, each labeled by $\hat{\epsilon}$ and each going to a tree of type $\tau$; and
5. A tree of class type $C$ has one branch, labeled by $S_C^{Tgt}$, going to a tree of type $\tau^C$.
11.3 Instances

**Definition 11.4:** A (regular tree) instance, $\omega^C$, of a schema $S$ consists of a family of finite sets of regular trees, $\omega^C \subseteq T\text{Tree}_S(C)$, for each $C \in \mathcal{C}$.

A regular tree, $t$, is said to be a **value of type** $\tau$ iff $t \in T\text{Tree}_S(\tau)$.

A regular tree $t$ is said to be **valid** for an instance $\omega^C$ iff for each $C \in \mathcal{C}$ and each subtree $t'$ of $t$ of type $C$, $t' \in \omega^C$.

An instance $\omega^C$ is said to be **valid** iff for each $C \in \mathcal{C}$ and each $t \in \omega^C$, $t$ is valid for $\omega^C$.

We write $R\text{Inst}(S)$ for the set of valid regular tree instances of a schema $S$.

**Example 11.1:** Let us consider an instance for the schema described in example 7.1. The instance consists of two sets, $\omega^{State}$ and $\omega^{City}$. The set $\omega^{State}$ contains the regular trees shown in figure 14 representing the states New York and Pennsylvania. Pennsylvania has the string “Pennsylvania” as its name, and a tree representing the city Harrisburg as its capital, while New York has the string “New York” as its name, and a tree representing the city Albany as its capital. The tree representing Harrisburg in turn has the string “Harrisburg” as its name, and the tree representing Pennsylvania as its state. Note that there is a loop in the tree at this point: in fact this is a finite representation of an infinite regular tree. The set $\omega^{City}$ will also contain a number of regular trees, such as the one shown in figure 15 representing the city Philadelphia. However, in order to be a valid instance, $\omega^{City}$ must at least contain regular trees.
PART II. OBSERVABLE PROPERTIES OF MODELS

11.4 Mapping Between Regular Tree and Object-Identity Based Models

In this section we will show that there is a one-to-one correspondence between the \( \approx \)-equivalence classes of the object-identity based instances of a schema of definition 7.3 and the regular tree based instances of definition 11.4.

Mapping from Object-Identities to Regular Trees

Suppose \( \mathcal{I} = (\sigma^c, \mathcal{V}^c) \) is an instance of schema \( \mathcal{S} \). For each type \( \tau \) we define the mapping \( \operatorname{tree}^\tau_\mathcal{I} \) from \( [\tau] \sigma^c \) to regular trees, by:

\[
\begin{align*}
\operatorname{tree}^b_\mathcal{I}(c) & \equiv \langle c^b \rangle \\
\operatorname{tree}^{(a_1:\tau_1, \ldots, a_k:\tau_k)}_\mathcal{I}(x) & \equiv \langle \pi_{a_1} \operatorname{tree}^{\tau_1}_\mathcal{I}(x(a_1)), \ldots, \pi_{a_k} \operatorname{tree}^{\tau_k}_\mathcal{I}(x(a_k)) \rangle \\
\operatorname{tree}^{(a_1:\tau_1, \ldots, a_k:\tau_k)}_\mathcal{I}(a_i, x) & \equiv \langle \text{ins}_{a_i} \operatorname{tree}^\tau_\mathcal{I}(x) \rangle \\
\operatorname{tree}^{(\{x_1, \ldots, x_k\})}_\mathcal{I}(x) & \equiv \langle \epsilon \operatorname{tree}^\tau_\mathcal{I}(x_1), \ldots, \epsilon \operatorname{tree}^\tau_\mathcal{I}(x_n) \rangle \\
\operatorname{tree}^c_\mathcal{I}(o) & \equiv \langle \text{St}_c \operatorname{tree}^c_\mathcal{I}(\mathcal{V}^c(o)) \rangle
\end{align*}
\]
Lemma 11.1: For any type \( \tau \) if \( v \in \llbracket \tau \rrbracket_\sigma^C \) then \( \text{tree}_T^\tau(v) \in TTree_\delta^\tau(\tau) \).

Proof: For each type \( \tau \) define the set of regular trees \( T^\tau \) by

\[
T^C \equiv \{ \text{tree}_T^\tau(o) \mid o \in \sigma^C \} \\
T^b \equiv \{ \langle c^b \rangle \mid c \in D^b \} \\
T^{a_1:\tau_1,\ldots,a_k:\tau_k} \equiv \{ \langle \pi_{a_1} t_1, \ldots, \pi_{a_k} t_k \rangle \mid t_i \in T^{\tau_i} \text{ for } i=1,\ldots,k \} \\
T^{\{a_1:\tau_1,\ldots,a_k:\tau_k\}} \equiv \{ \langle \text{ins}_{a_1} t_i \rangle \mid i=1,\ldots,k \text{ and } t_i \in T^{\tau_i} \} \\
T(\tau) \equiv \{ \langle \hat{e}_1, \ldots, \hat{e}_n \rangle \mid t_i \in T^{\tau} \text{ for } i=1,\ldots,n, n \in \mathbb{N} \}
\]

Then, for any \( x \in \llbracket \tau \rrbracket_\sigma^C \), \( \text{tree}_T^\tau(x) \in T^\tau \). Further the family of sets \( T^\tau \) satisfy conditions 1–5 of definition 11.3, and so \( T^\tau \subseteq TTree_\delta^\tau(\tau) \) for every type \( \tau \). Hence result.

The mapping \( \text{tree} \) from object-identity based instances, \( \text{Inst}(S) \), to regular tree based instances, \( R\text{Inst}(S) \), is given by

\[
\text{tree} : \mathcal{I} \mapsto \omega^C
\]

where

\[
\omega^C \equiv \{ \text{tree}_T^\tau(o) \mid o \in \sigma^C \}
\]

for \( C \in \mathcal{C} \).

From lemma 11.1 we can see that \( \text{tree}(\mathcal{I}) \) is indeed a valid regular-tree instance of \( S \) for any \( \mathcal{I} \in \text{Inst}(S) \).

Mapping from Regular Trees to Object-Identities

Suppose \( \omega^C \) is a regular tree instance of a schema \( S \).

Assume we have some ordered, countably infinite set from which to pick object identifiers.\(^5\) For each \( C \in \mathcal{C} \), and each \( \nu \in \omega^C \), pick an object identifier \( o^\nu \) to associate with \( \nu \). (If we use a lexicographical ordering on the elements of \( \omega^C \) and the ordering on our set of potential object-identifiers then this can be done in a deterministic way).

We can form a family of object identifier sets, \( \sigma^C \) by

\[
\sigma^C \equiv \{ o^\nu \mid \nu \in \omega^C \}
\]

Then for each type \( \tau \) we define the mapping \( \text{inst}_\omega^C \) from \( TTree_\delta^\tau(\tau) \) to values from \( \llbracket \tau \rrbracket_\sigma^C \) by

\[
\text{inst}_\omega^b(\langle c^b \rangle) = c \\
\text{inst}_\omega^{a_1:\tau_1,\ldots,a_k:\tau_k}(\langle \pi_{a_1} \nu_1, \ldots, \pi_{a_k} \nu_k \rangle) = (a_1 \mapsto \text{inst}_\omega^{\tau_1}(\nu_1), \ldots, a_k \mapsto \text{inst}_\omega^{\tau_k}(\nu_k)) \\
\text{inst}_\omega^{\{a_1:\tau_1,\ldots,a_k:\tau_k\}}(\langle \text{ins}_{a_1} \nu \rangle) = (a_i, \text{inst}_\omega^{\tau_i}(\nu)) \\
\text{inst}_\omega^\tau(\langle \hat{e}_1, \ldots, \hat{e}_n \rangle) = \{ \text{inst}_\omega^\tau(\nu_i) \mid i = 1,\ldots,k \} \\
\text{inst}_\omega^C(\nu) = o^\nu
\]

\(^5\)a gumball machine
For each \( C \in \mathcal{C} \) define the mapping \( \nu^C : \sigma^C \to [\tau^C] \sigma^C \) by

\[
\nu^C(\sigma') \equiv \text{inst}^C(\nu') \quad \text{where} \quad \nu = (\nu^C)' \]

For any regular tree instance, \( \omega^C \), we define the object-identity instance \( \text{inst}'(\omega^C) \) by

\[
\text{inst}'(\omega^C) \equiv (\sigma^C, \nu^C) \]

where \( \sigma^C \) and \( \nu^C \) are as described above.

The mapping \( \text{inst} \) from regular tree instances \( R\text{Inst}(\mathcal{S}) \) to equivalence classes of object-identity instances, \( \text{Inst}(\mathcal{S})/\approx \) is given by

\[
\text{inst}(\omega^C) \equiv [\text{inst}'(\omega^C)]_\approx \]

**Lemma 11.2**: If \( I \equiv (\sigma^C, \nu^C) \) is an object-identity instance, \( I \in \text{Inst}(\mathcal{S}) \), then \( \text{inst}'(\text{tree}(I)) \approx I \).

**Proof**: Define \( \sim^C \) to be the smallest correspondence relation between \( \text{inst}'(\text{tree}(I)) \) and \( I \) such that \( \text{inst}^C(\text{tree}^C(\sigma)) \sim^C \sigma \) for each \( C \in \mathcal{C}, \sigma \in \sigma^C \).

Suppose \( \text{tree}(I) = \omega^C \) and \( I' = \text{inst}'(\omega^C) \). We prove that, for any type \( \tau \) and \( u \in [\tau] \sigma^C \), \( \text{inst}^{\tau, C}(\text{tree}^C(u)) \sim^\tau u \). We will present some sample induction cases here:

1. If \( \tau \equiv b \), a base type, \( c \in D^2 \), then

   \[
   \text{inst}^{b, C}(\text{tree}^b(e)) = \text{inst}^{b, C}(\langle b, c \rangle) = c
   \]

2. If \( \tau \equiv (a_1 : \tau_1, \ldots, a_n : \tau_n) \) and \( u \in [(a_1 : \tau_1, \ldots, a_n : \tau_n)] \sigma^C \), then

   \[
   \text{inst}^{\tau, C}(\text{tree}^C(u)) = \text{inst}^{\tau, C}(\langle \pi_{\tau_1} \text{tree}^C_{\tau_1}(u(a_1)), \ldots, \pi_{\tau_n} \text{tree}^C_{\tau_n}(u(a_n)) \rangle)
   
   = (a_1 \mapsto \text{inst}^{\tau_1, C}(\text{tree}^C_{\tau_1}(u(a_1))), \ldots, a_n \mapsto \text{inst}^{\tau_n, C}(\text{tree}^C_{\tau_n}(u(a_n))))
   
   \sim^\tau (a_1 \mapsto u(a_1), \ldots, a_n \mapsto u(a_n))
   
   = u
   \]

3. If \( \tau \equiv \{\tau'\} \) and \( u \in [{\tau'}] \sigma^C \), say \( u = \{u_1, \ldots, u_k\} \), then

   \[
   \text{inst}^{\tau, C}(\text{tree}^C(u)) = \text{inst}^{\tau, C}(\langle \in \text{tree}^{\tau'}_{\tau_1}(u_1), \ldots, \in \text{tree}^{\tau'}_{\tau_n}(u_k) \rangle)
   
   = \{\text{inst}^{\tau, C}(\text{tree}^{\tau'}_{\tau_1}(u_1)), \ldots, \text{inst}^{\tau, C}(\text{tree}^{\tau'}_{\tau_n}(u_n))\}
   
   \sim^\tau \{u_1, \ldots, u_n\}
   
   = u
Suppose $C \in \mathcal{C}$ and $o \in \sigma^C$. Then $\text{tree}^C_{\bar{I}}(o) = \langle S^C_{\text{tgt}} \text{tree}^C_{\bar{I}}(V^C(o)) \rangle$.

Hence $V^C(\text{inst}^C_{\bar{I}}(\text{tree}^C_{\bar{I}}(o))) = \text{inst}^C_{\bar{I}}(\text{tree}^C_{\bar{I}}(V^C(o)))$.

Hence $V^C(o) \sim^C V^C(\text{inst}^C_{\bar{I}}(\text{tree}^C_{\bar{I}}(o)))$.

Hence $\sim^C$ is a consistent correspondence, and $\mathcal{I} \approx \mathcal{I}'$.

Lemma 11.3: If $\omega^C \in R\text{Inst}(S)$ is a regular tree instance, and $\mathcal{I} = \text{inst}'(\omega^C)$, then $\omega^C = \text{tree}(\text{inst}'(\omega^C))$.

**Proof:** Suppose $\mathcal{I} = \text{inst}'(\omega^C)$. We will show that, for any type $\tau$ and $\nu \in T\text{Tree}_S(\tau)$ such that $\nu$ is valid for $\omega^C$, $\text{tree}^C_{\bar{I}}(\text{inst}^C_{\bar{I}}(\nu) = \nu$.

Consider the relations $R$ defined by

$$R^\tau \equiv \{(\text{tree}^C_{\bar{I}}(\text{inst}^C_{\bar{I}}(\nu)), \nu) | \nu \in T\text{Tree}_S(\tau), \tau \in \text{Types}(S), \nu \text{ valid for } \omega^C\}$$

for any type $\tau$. From the definition of regular trees (section 11.1) it is enough to show that, for any $(\nu', \nu) \in R$, if $i \in \text{dom}(\nu')$ then there is a $j \in \text{dom}(\nu)$ such that $\nu'(i) = \nu(j)$ and $(\nu'.i, \nu.j) \in R$, and for any $j \in \text{dom}(\nu)$ there is an $i \in \text{dom}(\nu')$ such that $\nu'(i) = \nu(j)$ and $(\nu'.i, \nu.j) \in R$. Proof proceeds by induction on types and is similar to the proof of lemma 11.2.

Proposition 11.4: The mappings $\text{tree}$ and $\text{inst}$ provide an isomorphism between the set of bisimulation classes of object-identity instances, $\text{Inst}(S)/\approx$, and the set of regular tree instances, $R\text{Inst}(S)$.

**Proof:** Follows immediately from lemmas 11.2 and 11.3.
Part III

The WOL Language for Database Transformations and Constraints

12 Introduction

In part I we observed that database transformations arise from a wide variety of tasks in database and information management, and that there is a need for tools and methodologies to aid in implementing such transformations. In section 4 we argued that such tools need to be based on data-models supporting complex data-structures and some kind of reference mechanism, such as object-identities, to allow for the representation of recursive or arbitrarily deeply nested data-structures.

In part II we examined the issue of the information capacity of data-models involving object-identities, and claimed that a precise understanding of information capacity was necessary in order to be able to reason about the correctness or equivalence of database transformations, and hence the semantics of formalisms for expressing database transformations. We showed that the information capacity of a data-model is dependent on the constructs available for querying the data-model, and in particular on the predicates available for comparing object-identities. We introduced keys as a mechanism for generating or comparing object identities, and argued that acyclic systems of keys provided an efficient and flexible mechanism for dealing with object identities.

WOL (Well-founded Object Language) is a declarative language for specifying and implementing database transformations and constraints. It is based on the data-model of section 7, assuming acyclic systems of keys as in section 10, and can therefore deal with databases involving object-identity and recursive data-structures as well as complex and arbitrarily nested data-structures.

WOL bears a superficial resemblance to the F-logic of Kifer and Lausen [28], in that both are logic-based languages designed for reasoning about database schemas and instances involving various object-oriented concepts. However F-logic differs from WOL in blurring the distinctions
between objects and schema-classes, and between objects and attributes, and by directly incor-
porating a notion of inheritance or subsumption. In doing so, F-logic aims to allow reasoning
about normally “second-order” concepts, such as inheritance and methods. In the design of
WOL there is a clear distinction between schemas and instances, and between attributes and
classes, since we felt that these were conceptually distinct, and that coalescing them into a
single concept would be confusing and unworkable. WOL sets itself the less ambitious task of
allowing the specification of and reasoning about instance-level properties of a database, such
as constraints, at the schema level. More significantly, WOL aims to be a practical language
allowing the efficient implementation of a significant class of transformation specifications and
constraints. As far as the author is aware, there are no practical implementations or efficient
algorithms for constraints, transformations or methods based on F-logic.

In section 5 we argued that there are important interactions between transformations and the
constraints imposed on databases: constraints can play a part in determining a transformation,
and also transformations can imply constraints on their source and target databases. Although
most data-models support some specific kinds of constraints, in general these are rather ad hoc
collections, included because of their utility in the particular examples that the designer of the
system had in mind rather than on any sound theoretical basis. For example, relational databases
will often support keys and sometimes functional and inclusion dependencies [45], while semantic
models might incorporate various kinds of cardinality constraints and inheritance [21, 25]. The
constraints that occur when dealing with transformations often fall outside such predetermined
classes; further it is difficult to anticipate the kinds of constraints that will arise. WOL addresses
this problem by augmenting the data-model with a general formalism for expressing constraints,
which allows one to reason about the interaction between transformations and constraints.

**Example 12.1:** For example, in our Cities and States database of example 7.1, we would want
to impose a constraint that the capital City of a State is in the State of which it is the capital.
We can express this as

\[
X.\text{state} = Y \iff Y \in \text{State}_A, X = Y.\text{capital}
\]

This can be read as “if \( Y \) is in class \( \text{State} \) and \( X \) is the \( \text{capital} \) of \( Y \), then \( Y \) is the \( \text{state} \) of
\( X \)”.

Suppose also that our States and Cities each had an attribute \( \text{population} \) and we wanted
to impose a constraint that the population of a City was less than the population of the State
in which it resides. We could express this as

\[
X.\text{population} < Y.\text{population} \iff X \in \text{City}_A, Y = X.\text{state};
\]

Such a constraint cannot be expressed in the constraint languages associated with most data
models.

We can also use constraints to express how the keys of a schema are derived:

\[
X = Mk^\text{City}_A(name = N, \text{state.name} = S) \iff
X \in \text{City}_A, N = X.\text{name}, S = X.\text{state.name}.
\]
This constraint says that the key of an object of class *City* is a tuple built out of the name of the city, and the name of its state. Such constraints are important in allowing us to identify objects in transformations.

**WOL** is based on Horn clause logic expressions, using a small number of simple predicates and primitive constructors. However it is sufficient to express a large family of constraints including those commonly found in established data-models. In fact the only kinds of constraints which occur in established data-models but can not easily be expressed in **WOL** are finite cardinality constraints: these are constraints that might state, for example, that a certain set-valued attribute has cardinality between 2 and 3, although it wouldn’t be difficult in practice to extend **WOL** with operators to express such constraints.

The language **WOL** can also be used to express constraints that span multiple databases, and, in particular, can be used to specify transformations. A *transformation specification* may viewed as a collection of constraints stating how data in a target database arises from data stored in a number of source databases. In general however there may be any number of target database instances satisfying a particular set of constraints for a particular collection of source instances. It is therefore necessary to restrict our attention to *complete* transformation specifications, such that for any collection of source database instances if there is a target instance satisfying the transformation specification then there is a *unique smallest* such target instance.

Possibly the closest existing work to **WOL** are the structural manipulations of Abiteboul and Hull [1] illustrated in example 3. The rewrite rules in [1] have a similar feel to the Horn clauses of **WOL** but are based on pattern matching against complex data-structures, allowing for arbitrarily nested set, record and variant type constructors. **WOL** gains some expressivity over the language of [1] by the inclusion of more general and varied predicates (such as not-equal and not-in), though we have not included tests for cardinality of sets in **WOL**. The main contributions of **WOL** however lie in its ability to deal with object-identity and hence recursive data-structures, and in the uniform treatment of transformation rules and constraints.

The language of [1] allows nested rewrite rules which can generate more general types of nested sets, whereas in **WOL** we require that any set occurring in an instance is identifiable by some means external to the elements of the set itself. Comparing the expressive power of the two formalisms is difficult because of the difference between the underlying models, and because the expressive power of each language depends on the predicates incorporated in the language. However if the rewrite rules of [1] are extended to deal with the data-model presented here, and both languages are adjusted to support equivalent predicates (for example adding inequality and not-in tests to [1] and cardinality tests to **WOL**) then **WOL** can be shown to be at least as expressive as the rules of [1].

### 12.1 Implementation of **WOL**

Formally specifying a database transformation is a worthwhile task in itself, since it increases our understanding and confidence in the correctness of the transformation. However the **WOL**
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language also allows us to directly implement an important class of transformation programs. Since we are concerned with structural transformations which can be performed efficiently on large quantities of data, rather than general computations, we need to restrict those transformation specifications that may be used in order to ensure that the transformation procedure will terminate and can be performed in a single pass of the source database. In section 14 we will define a class of non-recursive transformation programs, and describe an algorithm for converting such transformation programs written in WOL into a normal form which can then be translated to an underlying DBPL for implementation.

There are a number of advantages in using the language WOL to program database transformations and constraints, beyond the ability to formally reason about them: WOL transformation programs are easy to modify and maintain, for example in order to reflect schema evolutions; and the declarative nature of WOL means that the conceptually separate parts of a transformation can be specified independently, and the transformation program formed by collecting together the relevant clauses.

12.2 A Roadmap to Part III

In section 13 we will define the syntax and semantics of the WOL language. We will present typing rules for WOL terms and atoms, define notions of well-typing and range-restriction of WOL clauses, and define a well-formed clause to be one which is both well-typed and range-restricted. We will also define syntactically restricted form of WOL clauses called semi-normal form clauses, which will be used extensively in later sections. Examples will be used to illustrate various features of WOL, and to show how it can be used to express a wide variety of database constraints.

In section 14 we will show how WOL can be used for specifying database transformations. First, in sections 14.1 and 14.2 we will show how WOL can be used to express constraints relating multiple databases by partitioning database schemas, and how such multi-database constraints can be used for specifying a database transformation. In section 14.3 we will show that such collections of transformation clauses may not uniquely and unambiguously determine a meaningful transformation of a source database, and will introduce the notions of deterministic and complete transformation programs which do uniquely determine transformations. In section 14.4 we will define normal-form transformation clauses, which uniquely determine a complete object in a target database in terms of source databases only, and which can easily be implemented in a variety of database programming languages. We also describe restrictions on normal form clauses, using the notion of characterizing formula, which ensure that they define a complete transformation program. I have tried to make the notion of characterizing formula described in section 14.4 as general as possible, with the result that these ideas are rather complicated and difficult to check. In section 14.5 we present a simplified version of the work on normal-form clauses and characterizing formula based on a more restrictive scenario. It is suggested that a reader interested in practical implementations of WOL merely skims the presentation of characterizing formulae presented in section 14.4 and instead concentrates on the simplified versions.
in section 14.5. In sections 14.6 and 14.7 we show how non-recursive complete transformation programs can be unfolded into equivalent normal-form programs, and thus implemented.

In section 15 we show how WOL can be extended in order to specify transformations in a language supporting alternative collection types such as bags or lists. Section 15 is in some sense orthogonal to the other sections of this part, and could be skipped without detracting from the overall understanding of this work.

13 The Syntax and Semantics of WOL

In this section we will give a rigorous definition of the language WOL introduced informally in previous sections. In section 13.1 we will define the syntax for WOL, and in section 13.2 we will give a denotational semantics for WOL based on the model of section 7.

13.1 Syntax

We will assume a simply keyed schema, \((S,K^C)\), with classes \(C\), and will define our language, \(WOL^{SK}\), relative to this schema. We will frequently simply write WOL for this language and leave the schema implicit.

As before we will assume a countable set of constant symbols ranged over by \(c^{b}\) for each base type \(b \in \mathcal{B}\), and also a countably infinite set of variables, \(\text{Var}\), ranged over by \(X,Y,\ldots\).

We may also assume some additional predicate symbols, ranged over by \(p^{b_1\ldots b_r}\), \(p^{b_1\ldots b_r}\) is a predicate symbol of arity \(r\), taking arguments of types \(b_1,\ldots,b_r\). In general, when we use additional predicate symbols, they will represent well established predicates, such as \(\leq\) on integers, and may make use of infix notations in order to give a more standard appearance.

Terms

Definition 13.1: The set of \textbf{terms}

for \((S,K)\), \(\text{Terms}^S\), ranged over by \(P,Q,\ldots\), is given by the abstract syntax:

\[
P ::= C \quad | \quad c^b \quad | \quad X \quad | \quad \pi_a P \quad | \quad \text{ins}_a P \quad | \quad !P \quad | \quad \text{Mk}^C P
\]

\(C\) — class

\(c^b\) — constant symbol

\(X\) — variable

\(\pi_a P\) — record projection

\(\text{ins}_a P\) — variant insertion

\(!P\) — dereferencing

\(\text{Mk}^C P\) — object identity referencing
A term $C$ represents the set of all object identities of class $C$. A term $\pi_a P$ represents the $a$ component of the term $P$, where $P$ should be a term of record type with $a$ as one of its attributes. $\text{ins}_a P$ represents a term of variant type built out of the term $P$ and the choice $a$. $!P$ represents the value associated with the term $P$, where $P$ is a term representing an object identity. The term $\text{Mk}^C P$ represents the object identity of class $C$ with key $P$.

We can also construct a version of the language, $\text{WOL}^S$, for an un-keyed schema, $S$, by missing out the term constructors $\text{Mk}^C$, $C \in C$, and skipping the corresponding typing rules and semantic operators in the following definitions.

We will introduce the shorthand notation $P.a$, defined by

$$P.a \equiv \pi_a(!P)$$

since this construct will occur particularly often. For example, if the variable $X$ is bound to some object identity, then the term $X.name$, or $\pi_{\text{name}}(!X)$, represents the name field of the value associated with $X$, which must be a suitable record.

**Type Contexts and Typing Terms**

A *type context*, $\Gamma$, is a partial function (with finite domain) from variables to types:

$$\Gamma : \text{Var} \rightarrow \text{Types}$$

**Definition 13.2:** Given a type context $\Gamma$, the relation $(\Gamma \vdash :) \subseteq \text{Terms}^S \times \text{Types}^C$ is the smallest relation satisfying the rules:

$$\begin{align*}
\Gamma &\vdash C : \{C\} \\
\Gamma &\vdash X : \Gamma(X) \\
\Gamma &\vdash P : \tau_i \\
\Gamma &\vdash \text{ins}_a P : \langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle \\
\Gamma &\vdash P : C \\
\Gamma &\vdash \text{Mk}^C P : C
\end{align*}$$

So a type context represents a set of assumptions about the types of the values bound to variables, namely that a variable $X$ is bound to a value of type $\Gamma(X)$ if $X \in \text{dom}(\Gamma)$. The typing relation $\Gamma \vdash P : \tau$ means that if, for each variable $X \in \text{dom}(\Gamma)$, $X$ has type $\Gamma(X)$, then the term $P$ has type $\tau$. 

For example, for the schema from example 7.1, if \( \Gamma(X) \equiv \text{City} \), then \( \Gamma \vdash !X : (\text{name} : \text{str}, \text{state} : \text{State}) \) and \( \Gamma \vdash \pi_{\text{name}}(!X) : \text{str} \).

Note that, if \( P \) is a term and \( \Gamma \) a typing context, there may be multiple types \( \tau \) such that \( \Gamma \vdash P : \tau \).

**Atoms**

*Atomic formulae* or *atoms* are the basic building blocks of formulae in our language. An atom represents one simple statement about some values.

**Definition 13.3:** The set of atoms for \((S, K)\), \(\text{Atoms}^S\), ranged over by \(\phi, \psi, \ldots\) is given by the abstract syntax:

\[
\phi ::= P = Q \\
   | P \neq Q \\
   | P \in Q \\
   | P \notin Q \\
   | p_{b_1 \ldots b_r}(P_1, \ldots, P_r) \\
   | \text{False}
\]

The atoms \( P = Q \), \( P \neq Q \), \( P \in Q \) and \( P \notin Q \) represent the obvious comparisons between terms. \( p_{b_1 \ldots b_r}(P_1, \ldots, P_r) \) represents the application of the predicate \( p \) to the terms \( P_1, \ldots, P_n \). \( \text{False} \) is an atom which is never satisfied, and is used to represent inconsistent database states.

We mark the symbols \( =, \neq, \in \) and \( \notin \) with dots in our syntax in order to distinguish them from the same symbols used as meta-symbols (with their traditional meanings) elsewhere in the paper. However, where no ambiguity is likely to arise, we may omit these dots.

**Definition 13.4:** An atom \( \phi \) is said to be **well-typed** by a type context \( \Gamma \) iff

1. \( \phi \equiv P = Q \) or \( \phi \equiv P \neq Q \) and \( \Gamma \vdash P : \tau, \Gamma \vdash Q : \tau \) for some \( \tau \); or
2. \( \phi \equiv P \in Q \) or \( \phi \equiv P \notin Q \) and \( \Gamma \vdash P : \tau, \Gamma \vdash Q : \{\tau\} \) for some \( \tau \); or
3. \( \phi \equiv p_{b_1 \ldots b_r}(P_1, \ldots, P_r) \) and \( \Gamma \vdash P_i : b_i \) for \( i = 1, \ldots, r \); or
4. \( \phi \equiv \text{False} \).

Intuitively an atom is well-typed iff that atom makes sense with respect to the types of the terms occurring in the atom. For example, for an atom \( P = Q \), it wouldn’t make sense to reason about the terms \( P \) and \( Q \) being equal unless they were potentially of the same type.
Term Occurrences and Range Restriction

The concept of range-restriction is used to ensure that every term in a collection of atoms is bound to some value occurring in a database instance. This is a necessary requirement if we wish to infer types for the terms, and also to ensure that the truth of a statement of our logic is dependent only on the instance and not the underlying domains of the various types.

In order to define range-restriction we must first introduce the concept of term occurrences. There can be several distinct occurrences of a particular term, \( P \), in a set of atoms, and it is necessary to ensure that each individual occurrence of a term is independently range-restricted. Formally a term occurrence can be identified by the atom in which it occurs and a path within the parse tree of that atom. We will develop such a formal notion of term-occurrence and use it in our definition of range restriction in this sub-section, though later we will return to relying on an intuitive notion of occurrences of terms.

Suppose that \( P \) is a term. We define the partial function \( \text{occ}(P) : \mathbb{N} \rightarrow \text{Terms}^S \) by

1. If \( P \equiv c^b, \) a constant symbol, or \( P \equiv C, C \in C, \) or \( P \equiv X, X \in \text{Var}, \) then \( \text{dom}(\text{occ}(P)) = \{0\} \) and \( \text{occ}(P)(0) \equiv P. \)

2. If \( P \equiv \pi_a Q \) or \( P \equiv \text{ins}_a Q \) or \( P \equiv !Q \) or \( P \equiv \text{Mk}^C Q, \) then
   \[
   \text{dom}(\text{occ}(P)) = \{0\} \cup \{i + 1\mid i \in \text{dom}(\text{occ}(Q))\}
   \]
   and
   \[
   \text{occ}(P)(i) \equiv \begin{cases} 
   P & \text{if } i = 0 \\
   \text{occ}(Q)(i - 1) & \text{otherwise}
   \end{cases}
   \]

If \( \phi \) is an atom then we define the partial function \( \text{occ}(\phi) : \mathbb{N} \times \mathbb{N} \rightarrow \text{Terms}^S \) by

1. If \( \phi \equiv (P_1 \dot{=} P_2) \) or \( \phi \equiv (P_1 \dot{\neq} P_2) \) or \( \phi \equiv (P_1 \dot{\in} P_2) \) or \( \phi \equiv (P_1 \dot{\notin} P_2), \) then
   \[
   \text{dom}(\text{occ}(\phi)) = \{(1, i)\mid i \in \text{dom}(\text{occ}(P_1))\} \cup \{(2, j)\mid j \in \text{dom}(\text{occ}(P_2))\}
   \]
   and
   \[
   \text{occ}(\phi)(i, j) \equiv \text{occ}(P_i)(j)
   \]

2. If \( \phi \equiv p^{b_1} \cdots b_r (P_1, \ldots, P_r) \) then
   \[
   \text{dom}(\text{occ}(\phi)) = \{(i, j)\mid i \in 1, \ldots, r, j \in \text{dom}(\text{occ}(P_i))\}
   \]
   and
   \[
   \text{occ}(\phi)(i, j) \equiv \text{occ}(P_i)(j)
   \]

3. If \( \phi \equiv \text{False} \) then \( \text{dom}(\text{occ}(\phi)) = \emptyset. \)
Hence the map \( \text{occ}(\phi) \) lets us identify and access any particular occurrence of a term in the atom \( \phi \). The pairs of integers may be thought of as representing a path in the parse tree of \( \phi \).

**Definition 13.5:** Suppose \( \Phi \) is a set of atoms and \( P \) a term. An occurrence of \( P \) in \( \Phi \) consists of an atom \( \phi \in \Phi \) and a pair \((i, j) \in \mathbb{N} \times \mathbb{N}\) such that \((i, j) \in \text{dom}(\text{occ}(\phi))\) and \(\text{occ}(\phi)(i, j) = P\).

We write \( \text{Occ}(\Phi) \) for the set of all term occurrences in \( \Phi \).

Note that there may be several occurrences of the same term in a particular set of atoms. For example, if we take

\[
\Phi \equiv \{X \in C, !X \in \text{ins}_a Y, Z \in \text{ins}_a Y\}
\]

then there are two occurrences of the term \( X \), namely \( ((X \in C), (1, 0)) \) and \( ((!X \in \text{ins}_a Y), (1, 1)) \), and there are two occurrences of the term \( \text{ins}_a Y \), namely \( ((!X \in \text{ins}_a Y), (2, 0)) \) and \( ((Z \in \text{ins}_a Y), (2, 0)) \).

**Definition 13.6:** Suppose \( \Phi \) is a set of atoms, and \((\phi, (i, j))\) is an occurrence of a term \( P \) in \( \Phi \). Then \((\phi, (i, j))\) is said to be range-restricted in \( \Phi \) iff one of the following holds:

1. \( P \equiv C \) where \( C \in C \) is a class;
2. \( P \equiv c^\phi \) where \( c^\phi \) is a constant symbol;
3. \( P \equiv \pi_a Q \) where \((\phi, (i, j + 1))\) is a range-restricted occurrence of the term \( Q \) in \( \Phi \);
4. \((\phi, (i, j - 1))\) is a range-restricted occurrence of a term \( Q \equiv \text{ins}_a P \) in \( \Phi \);
5. \( P \equiv !Q \) where \((\phi, (i, j + 1))\) is a range-restricted occurrence of the term \( Q \) in \( \Phi \);
6. \((\phi, (i, j)) = (P \in Q, (1, 0)) \) or \((\phi, (i, j)) = (P \in Q, (1, 0)) \) and \((\phi, (2, 0))\) is a range-restricted occurrence of \( Q \) in \( \Phi \), or \((\phi, (i, j)) = (Q \in P, (2, 0)) \) and \((\phi, (1, 0))\) is a range-restricted occurrence of \( Q \) in \( \Phi \).
7. \( P \equiv X \), a variable, and there is a range-restricted occurrence of \( X \) in \( \Phi \).

**Note:** The distinction here, between syntactic terms and occurrences of those terms in a set of atoms, is important: it is possible for a syntactic term to occur two or more times in a set of atoms, but for only one occurrence of that term to be range-restricted.

For example consider the set of atoms

\[
\Phi \equiv \{X \in C, !X \in \text{ins}_a Y, Z \in \text{ins}_a Y\}
\]

Here the first occurrence of the term \( \text{ins}_a Y \) is range-restricted, while the second occurrence of \( \text{ins}_a Y \) and the term \( Z \) are not.
Clauses

Definition 13.7: A clause consists of two finite sets of atoms: the head and the body of the clause. Suppose \( \Phi = \{ \phi_1, \ldots, \phi_k \} \) and \( \Psi = \{ \psi_1, \ldots, \psi_l \} \). We write

\[
\psi_1, \ldots, \psi_l \leftarrow \phi_1, \ldots, \phi_k
\]
or

\[
\Psi \leftarrow \Phi
\]

for the clause with head \( \Psi \) and body \( \Phi \). Intuitively the meaning of a clause is that if the conjunction of the atoms in the body holds then the conjunction of the atoms in the head also holds.

For example, the clause

\[
Y.\text{state} = X \iff X \in \text{State}, Y = X.\text{capital}
\]

means that, for every object identity \( X \) in the class \( \text{State} \), if \( Y \) is the capital of \( X \) then \( X \) is the state of \( Y \).

Well-Formed Clauses

Definition 13.8: A set of atoms \( \Phi \) is said to be well-typed if there is a type context \( \Gamma \) such that each atom in \( \Phi \) is well-typed by \( \Gamma \).

A set of atoms \( \Phi \) is said to be well-formed iff it is well typed, and every term occurrence in \( \Phi \) is range-restricted in \( \Phi \).

A clause \( \Psi \leftarrow \Phi \) is said to be well-formed iff \( \Phi \) is well-formed and \( \Phi \cup \Psi \) is well-formed.

Intuitively a well-formed clause is one that makes sense, in that all the terms of the clause refer to values in the database, and the types of the terms are compatible with the various predicates being applied to them. In fact we will only be interested in clauses which are well-formed.

Proposition 13.1: If \( \Phi \) is a well-formed set of atoms then there is a unique type context \( \Gamma \) such that \( \text{dom}(\Gamma) = \text{Var}(\Phi) \) and every atom in \( \Phi \) is well-typed by \( \Gamma \).

Before proving this proposition we need to define a typing relation on term occurrences. Given a set of atoms \( \Phi \), we define the relation \( (\Phi \vdash \cdot) \subseteq \text{Occ}(\Phi) \times \text{Types}^S \) between term occurrences in \( \Phi \) and types to be the smallest relation such that

1. If \( w \) is an occurrence of a term \( P \equiv C \) in \( \Phi \), \( C \in C \), then \( \Phi \vdash w : \{ C \} \);
2. If \( w \) is an occurrence of a term \( P \equiv c^k \) in \( \Phi \), then \( \Phi \vdash w : b^k \);
3. If \( w = (\phi, (i, j)) \) is an occurrence of a term \( P \equiv \pi_{a_i} Q \), where \( \Phi \vdash (\phi, (i, j + 1)) : (a_1 : \tau_1, \ldots, a_k : \tau_k) \) then \( \Phi \vdash w : \tau_i \).
4. If $w = (\phi, (i, j + 1))$, where $w' = (\phi, (i, j))$ is an occurrence of a term $Q \equiv \text{ins}_{a}P$, and $\Phi \vdash w' : \{a_{1} : \tau_{1}, \ldots, a_{k} : \tau_{k}\}$, then $\Phi \vdash w : \tau_{i}$;

5. If $w = (\phi, (i, j))$ is an occurrence of a term $P \equiv!Q$, where $\Phi \vdash (\phi, (i, j + 1)) : C$ then $\Phi \vdash w : \tau^{C}$;

6. If $w = (\phi, (1, 0))$ where $\phi$ is of the form $P \equiv Q$, and $\Phi \vdash (\phi, (2, 0)) : \{\tau\}$ then $\Phi \vdash w : \tau$;

7. If $w = (\phi, (i, 0))$ where $\phi$ is of the form $P \equiv Q$, and $i = 1$ and $\Phi \vdash (\phi, (2, 0)) : \tau$, or $i = 2$ and $\Phi \vdash (\phi, (1, 0)) : \tau$, then $\Phi \vdash w : \tau$;

8. If $w$ is an occurrence of a term $X$, $X$ a variable, and there is a occurrence $w'$ of $X$ such that $\Phi \vdash w' : \tau$, then $\Phi \vdash w : \tau$.

We can now proceed with the proof of proposition 13.1.

**Proof:** We will prove that, if $\Phi$ is a well-formed set of atoms, which is well-typed by $\Gamma$ and $w$ is an occurrence of a term $P$ in $\Phi$, then there is a unique type $\tau$ such that $\Phi \vdash w : \tau$, and that if $\Phi \vdash w : \tau$ then $\Gamma \vdash P : \tau$.

The proof will be by induction on the proof that $\Phi \vdash w : \tau$. Note we only need to be concerned about uniqueness of types of an occurrence $w$ of a term $P$ if $P$ has the form $\text{ins}_{a}Q$, since otherwise there is at most one type $\tau$ such that $\Gamma \vdash P : \tau$. We will give some sample cases of the induction:

If $w$ is an occurrence of a term $P \equiv C$, $C \in C$, then $\Phi \vdash w : \{C\}$, and $\Gamma \vdash C : \{C\}$ as required.

If $w = (\phi, (i, j))$ is an occurrence of $P = \pi_{a_{i}}Q$, and $\Phi \vdash (\phi, (i, j + 1)) : (a_{1} : \tau_{1}, \ldots, a_{k} : \tau_{k})$. Then, by our induction hypothesis, $\Gamma \vdash Q : (a_{1} : \tau_{1}, \ldots, a_{k} : \tau_{k})$, and so $\Gamma \vdash \pi_{a_{i}}Q : \tau_{i}$.

Suppose $w = (\phi, (1, 0))$ where $\phi \equiv (P \equiv Q)$, and $\Phi \vdash (\phi, (2, 0)) : \tau$ independently. So $Q$ is not of the form $\text{ins}_{a}Q'$. Then, by our induction hypothesis, $\Gamma \vdash Q : \tau$ and there is no other type $\tau'$ for which $\Gamma \vdash Q : \tau'$. Hence, since $\phi$ is well typed, we have $\Gamma \vdash P : \tau$. Suppose $P$ has the form $\text{ins}_{a}R$. Then we observe that the only possible way to derive $\Phi \vdash w : \tau'$ for some $\tau'$ is if $\Phi \vdash (\phi, (2, 0)) : \tau'$, and that in this case $\tau' = \tau$ by our induction hypothesis.

The other induction cases are similar.

It follows from this induction that for each variable $X \in \text{Var}(\Phi)$, there is a unique $\tau$ such that $\Phi \vdash w : \tau$ for every occurrence $w$ of $X$. Hence for any type context $\Gamma$ such that $\Gamma$ well-types $\Phi$, we must have $\Gamma(X) = \tau$. Hence result.

**Corollary 13.2:** If $\Psi \iff \Phi$ is a well-formed clause then there is a unique type context $\Gamma$ such that $\text{dom}(\Gamma) = \text{Var}(\Phi \cup \Psi)$ and $\Psi \iff \Phi$ is well-typed by $\Gamma$.

Though not difficult, this result is significant in that it means we can assign a unique type to every term occurring in a well-formed clause.

If $\Phi$ is a well-formed set of atoms and $P$ is a term occurring in $\Phi$, we write $\Phi \vdash P : \tau$ to mean $\Phi \vdash w : \tau$ where $w$ is some occurrence of $P$ in $\Phi$. 


Example 13.1: Let us first add some additional attributes to our running example. Consider the schema \( S \) with classes 
\[
C \equiv \{ \text{City}, \text{State} \}
\]
and
\[
S(\text{City}) \equiv (\text{name} : \text{str}, \text{state} : \text{State}, \text{popl} : \text{int})
\]
\[
S(\text{State}) \equiv (\text{name} : \text{str}, \text{capital} : \text{City}, \text{popl} : \text{int}, \text{neighbors} : \{ \text{State} \})
\]
So both Cities and States have attributes representing their population, and States also have an attribute representing their neighboring States.

Our model itself already ensures the fundamental referential integrity constraints: that the state of each City is in the States extent, that the capital of each State is in the City extent, and that the neighbors of each State are in the States extent. However we would also like to assert additional constraints such as that the capital City of a State is in that State. This could be represented by the clause:

\[
Y.\text{state} = X \iff X \in \text{State}, Y = X.\text{capital}
\]

Equally we would like constraints ensuring that no State is its own neighbor, and each state is a neighbor of its neighbors:

\[
Y \not\in Y.\text{neighbors} \iff Y \in \text{State}
\]
\[
Y \in Z.\text{neighbors} \iff Y \in \text{State}, Z \in Y.\text{neighbors}
\]

Finally we might like to make some restrictions on the values that some other attributes may take, for example that the population of any city is smaller than the population of its state:

\[
X.\text{popl} \leq X.\text{state}.\text{popl} \iff X \in \text{City}
\]

Here we’re using an additional predicate, \( \leq \), on integers, representing the normal ordering on integers.

13.2 Semantics

In this section we will define a semantics for \( \text{WOL}^{SK} \) in terms of the model defined in 7.3.

Semantics of Terms

Suppose \( \mathcal{I} = (\sigma^C, \nu^C) \) is an instance of \((S, K)\). An \( \mathcal{I} \)-environment, \( \rho \), is a partial function from \( \text{Var} \) to \( D(\sigma^C) \). We write \( \text{Env}(\mathcal{I}) \) for the set of all \( \mathcal{I} \)-environments.

For each constant symbol \( c^b \) we assume an interpretation \( \overline{c} \in D^b \).
Definition 13.9: We define the semantic operator \([\cdot]I : \text{Terms}^S \to \text{Env}(I) \to \mathbf{D}(\sigma^C)\) by:

\[
\begin{align*}
[C]I\rho & \equiv \sigma^C & - C \in C \\
[c^\#]I\rho & \equiv \tau & - c^\# \text{ a constant symbol} \\
[\pi_aP]I\rho & \equiv \begin{cases} ([P]I\rho)a & \text{if } [P]I\rho \in (A \Rightarrow \mathbf{D}(I)) \\
\text{undefined} & \text{otherwise} \end{cases} \\
[\text{ins}_aP]I\rho & \equiv (a, [P]I\rho) \\
[\pi^a]I\rho & \equiv \begin{cases} \nu^C([P]I\rho) & \text{if } [P]I\rho \in [\kappa^C]I \text{ and } a \in \text{dom}([P]I\rho) \\
\text{undefined} & \text{otherwise} \end{cases} \\
[Mk^C(P)]I\rho & \equiv \begin{cases} o & \text{if } [P]I\rho \in [\kappa^C]I \text{ and } o \in \sigma^C \\
\text{undefined} & \text{otherwise} \end{cases} \\
[X]I\rho & \equiv \begin{cases} \rho(X) & \text{if } X \in \text{dom}(\rho) \\
\text{undefined} & \text{otherwise} \end{cases}
\end{align*}
\]

For example, for the key specification of example 10.1 and instance of example 7.2,

\[
[Mk^{\text{State}}(\text{"Pennsylvania")})I() = PA
\]

and

\[
[\pi_{\text{capital}}(!X)]I(X \mapsto PA) = Harris
\]

An I-environment, \(\rho\), is said to satisfy a type context, \(\Gamma\), iff \(\text{dom}(\rho) = \text{dom}(\Gamma)\) and \(\rho(X) \in [\Gamma(X)]I\) for each \(X \in \text{dom}(\rho)\).

Proposition 13.3: If \(\Gamma \vdash P : \tau\) and \(\rho\) satisfies \(\Gamma\) then \([P]I\rho\) is defined and \([P]I\rho \in [\tau]I\).

Semantics of Atoms

For each auxiliary predicate \(p^1 \ldots p^k\), we assume a relation \(\overline{p} \subseteq D^{p^1} \times \ldots \times D^{p^k}\).

Definition 13.10: We define the semantic operator \([\cdot]I : \text{Atoms}^S \to \text{Env}(I) \to \{\text{T}, \text{F}\}\) by:

\[
\begin{align*}
[P \equiv Q]I\rho & \equiv \begin{cases} \text{T} & \text{if } [P]I\rho \text{ and } [Q]I\rho \text{ are defined} \\
& \text{and } [P]I\rho = [Q]I\rho \\
\text{F} & \text{otherwise} \end{cases} \\
[P \not\equiv Q]I\rho & \equiv \begin{cases} \text{T} & \text{if } [P]I\rho \text{ and } [Q]I\rho \text{ are defined} \\
& \text{and } [P]I\rho \neq [Q]I\rho \\
\text{F} & \text{otherwise} \end{cases}
\end{align*}
\]
PART III. THE WOL LANGUAGE

\[ [P \in Q] \rho \equiv \begin{cases} 
T & \text{if } [P] \rho \text{ and } [Q] \rho \text{ are defined and } [P] \rho \in [Q] \rho \\
F & \text{otherwise}
\end{cases} \]

\[ [P \notin Q] \rho \equiv \begin{cases} 
T & \text{if } [P] \rho \text{ and } [Q] \rho \text{ are defined and } [P] \rho \notin [Q] \rho \\
F & \text{otherwise}
\end{cases} \]

\[ [p(P_1, \ldots, P_r)] \rho \equiv \begin{cases} 
T & \text{if } ([P_1] \rho, \ldots, [P_r] \rho) \in p \\
F & \text{otherwise}
\end{cases} \]

\[ [\text{False}] \rho \equiv F \]

If \( \Phi \) is a set of atoms, we define \([\Phi] \rho\) by

\[ [\Phi] \rho \equiv \begin{cases} 
T & \text{if } [\phi] \rho = T \text{ for each } \phi \in \Phi \\
F & \text{otherwise}
\end{cases} \]

Semantics of Clauses

In a clause, any variables occurring in the body of the clause are taken to be universally quantified, while any additional variables occurring in the head are existentially quantified. Hence a clause is satisfied if, for any instantiation of the variables in the body of the clause such that all the atoms in the body are true, there is an instantiation of the remaining variables in the head of the clause such that all the atoms in the head are also true.

**Definition 13.11:** Suppose \( \Delta \equiv (\psi_1, \ldots, \psi_l \leftarrow \phi_1 \ldots \phi_k) \) is a well-formed clause. An instance \( \mathcal{I} \) is said to satisfy \( \Delta \) iff, for any environment \( \rho \) with \( \text{dom}(\rho) = \text{Var}(\phi_1, \ldots, \phi_k) \), if

\[ [\phi_i] \rho \equiv T \]

for \( i = 1, \ldots, k \), then there is an extension of \( \rho \), \( \rho' \), with \( \text{dom}(\rho') = \text{Var}(\phi_1, \ldots, \phi_k, \psi_1, \ldots, \psi_l) \), such that

\[ [\psi_j] \rho' \equiv T \]

for \( i = 1, \ldots, l \).

Two clauses, \( \Delta \) and \( \Delta' \), are said to be equivalent iff for any instance \( \mathcal{I} \), \( \mathcal{I} \) satisfies \( \Delta \) iff \( \mathcal{I} \) satisfies \( \Delta' \).

**Example 13.2:** For the instance of example 7.2, suppose the environment \( \rho \) is given by

\[ \rho \equiv (X \mapsto PA, Y \mapsto Phila) \]
then

\[
\begin{align*}
[X \in \text{State}]_I \rho &= T \\
[Y = X.\text{capital}]_I \rho &= T \\
[Y.\text{state} = X]_I \rho &= T
\end{align*}
\]

If we check other suitably typed environments, we fine that any environment in which the first two atoms are true also makes the third atom true. So this instance satisfies the clause

\[
Y.\text{state} = X \iff X \in \text{State}, Y = X.\text{capital}
\]

If \( \text{Pr} \) is a set of clauses and \( \Delta \) is a clause, we write \( \text{Pr} \vdash \Delta \) to mean that, for any instance \( I \), if \( I \) satisfies each clause in \( \text{Pr} \) then \( I \) also satisfies \( \Delta \).

### 13.3 Semi-Normal Forms

The language WOL is very rich in that it allows us many different ways of expressing the same thing. However when performing structural manipulations of the clauses, as we will do when dealing with implementing transformations later, our life is made easier if there is less variance in the way things can be expressed, so that techniques such as unification can be applied simply.

In this section we will define a *semi-normal form* (snf) for clauses which reduces the variety of forms the atoms of a clause can take. For every clause we will show that there is an equivalent clause in semi-normal form.

There are two main purposes in converting a clause to semi-normal form: firstly, because any two equivalent sets of atoms in snf differ only in their choices of variables, we can apply unification algorithms to atoms and clauses in snf. Secondly, converting a clause to snf ensures that there is a variable introduced at every point where the database is being referenced by the clause. This makes it easy to reason about the information being accessed or implied by a particular clause, which will be necessary in our analysis of recursion. In addition, assuming that clauses are in snf allows us to reduce the number of cases we must consider, and consequently simplifies many of our proofs.
Definition 13.12: An atom is said to be in semi-normal form iff it is of one of the forms:

\[ X \dot{=} c \]
\[ X \dot{=} C \]
\[ X \dot{=} \pi_a Y \]
\[ X \dot{=} \text{ins}_a Y \]
\[ X \dot{=} !Y \]
\[ X \dot{=} \text{ Mk}_C(Y) \]
\[ X \dot{=} Y \]
\[ X \dot{=} Y \]
\[ X \dot{=} Y \]
\[ X \dot{=} Y \]
\[ p_{\ell_1, \ldots, \ell_r}(X_1, \ldots, X_r) \]
\[ \text{False} \]

where \( X \) and \( Y \) are variables, \( c \) a constant symbol, \( C \in \mathcal{C} \) a class, and \( a \in \mathcal{A} \) an attribute label.

Note, in particular, that the terms of a snf atom will contain no nested operators, and a snf atom using some predicate other than \( \dot{=} \) will contain only variables as terms.

Lemma 13.4: For any set of atoms, \( \Phi \), there is a set of atoms in snf, \( \Phi' \), with \( \text{Var}(\Phi) \subseteq \text{Var}(\Phi') \), such that for any instance \( \mathcal{I} \) and \( \mathcal{I} \)-environment \( \rho \) with \( \text{dom}(\rho) = \text{Var}(\Phi) \), \( [\Phi]_{\mathcal{I}\rho} = \mathbf{T} \) if and only if there is an extension \( \rho' \) of \( \rho \) such that \( [\Phi']_{\mathcal{I}\rho'} = \mathbf{T} \).

Intuitively this means that for any set of atoms there is an equivalent set of atoms in semi-normal form, subject to the introduction of additional variables. In general we expect a single atom to be equivalent to a set of snf atoms.

Proof: If is sufficient to show that for any atom \( \phi \) there is a set of semi-normal form atoms \( \Phi \) such that, for any environment \( \rho \) with \( \text{dom}(\rho) = \text{Var}(\phi) \), \( [\phi]_{\mathcal{I}\rho} = \mathbf{T} \) iff there is an extension \( \rho' \) of \( \rho \) with \( [\Phi]_{\mathcal{I}\rho'} = \mathbf{T} \).

Assume that we have an infinite supply of unused variables. For any term \( P \) and new variable \( W \), we define the set of atoms \( \text{snf}(P, W) \) by

1. If \( P \equiv C, C \in \mathcal{C} \), then \( \text{snf}(P, W) \equiv \{W \dot{=} C\} \)
2. If \( P \equiv c^\ell \), \( c^\ell \) a constant symbol, then \( \text{snf}(P, W) \equiv \{W \dot{=} c^\ell\} \)
3. If \( P \equiv X \), \( X \) a variable, then \( \text{snf}(P, W) \equiv \{W \dot{=} X\} \)
4. If \( P \equiv \pi_a Q \) then \( \text{snf}(P, W) \equiv \{W \dot{=} \pi_a V\} \cup \text{snf}(Q, V) \) where \( V \) is a new variable.
5. If \( P \equiv \text{ins}_a Q \) then \( \text{snf}(P, W) \equiv \{W \dot{=} \text{ins}_a V\} \cup \text{snf}(Q, V) \) where \( V \) is a new variable.
6. If \( P \equiv !Q \) then \( \text{snf}(P, W) \equiv \{W \dot{=} V\} \cup \text{snf}(Q, V) \) where \( V \) is a new variable.
7. If \( P \equiv \text{Mk}^C Q \) then \( \text{snf}(P, W) \equiv \{W \vdash \text{Mk}^C V\} \cup \text{snf}(Q, V) \) where \( V \) is a new variable.

Then, for any environment \( \rho \) such that \( \text{dom}(\rho) = \text{Var}(P) \) and \( \llbracket P \rrbracket I\rho \) is defined, there is an extension \( \rho' \) of \( \rho \) such that \( \llbracket \text{snf}(P, W) \rrbracket I\rho = T \), and if \( \rho'' \) is an extension of \( \rho \) such that 
\[ \llbracket \text{snf}(P, W) \rrbracket I\rho = T \] 
then \( \rho'(W) = \llbracket P \rrbracket I\rho' \).

For any atom, \( \phi \) we define the atoms \( \text{snf}(\phi) \) by

1. If \( \phi \equiv (P \vdash Q) \) then \( \text{snf}(\phi) \equiv \{V \vdash W\} \cup \text{snf}(P, V) \cup \text{snf}(Q, W) \) where \( V \) and \( W \) are new variables.
2. If \( \phi \equiv (P \nvdash Q) \) then \( \text{snf}(\phi) \equiv \{V \nvdash W\} \cup \text{snf}(P, V) \cup \text{snf}(Q, W) \) where \( V \) and \( W \) are new variables.
3. If \( \phi \equiv (P \nvdash Q) \) then \( \text{snf}(\phi) \equiv \{V \nvdash W\} \cup \text{snf}(P, V) \cup \text{snf}(Q, W) \) where \( V \) and \( W \) are new variables.
4. If \( \phi \equiv (P \nvdash Q) \) then \( \text{snf}(\phi) \equiv \{V \nvdash W\} \cup \text{snf}(P, V) \cup \text{snf}(Q, W) \) where \( V \) and \( W \) are new variables.
5. If \( \phi \equiv (\text{Mk}^r (P_1, \ldots, P_r)) \) then \( \text{snf}(\phi) \equiv \{\text{Mk}^r (W_1, \ldots, W_r)\} \cup \text{snf}(P_1, W_1) \cup \ldots \cup \text{snf}(P_r, W_r) \) where \( W_1, \ldots, W_r \) are new variables.
6. If \( \phi = \text{False} \) then \( \text{snf}(\phi) = \{\text{False}\} \).

Then, for any \( \rho \) with \( \text{dom}(\rho) = \text{Var}(\phi) \), we have \( \llbracket \phi \rrbracket I\rho = T \) iff there is an extension \( \rho' \) of \( \rho \) such that \( \llbracket \text{snf}(\phi) \rrbracket I\rho' = T \).

**Example 13.3:** The atom \( X \vdash Y. \text{state}\_\text{capital} \) is equivalent to the \( \text{snf} \) atoms
\[ \{X \vdash \pi\_\text{capital}(U), U \nvdash V, V \vdash \pi\_\text{state}(W), mW \nvdash !Y\} \]

**Definition 13.13:** A clause, \( \Psi \iff \Phi \), is in **semi-normal form** iff

1. all its atoms are in semi-normal form;
2. \( \Phi \) contains no atoms of the form \( X \vdash Y \);
3. for any atoms of the form \( X \vdash Y \) in \( \Psi \), \( X \in \text{var}(\Phi) \) and \( Y \in \text{var}(\Phi) \);
4. if \( X, Y, Z \in \text{var}(\Phi \cup \Psi) \) and \( \Phi \cup \Psi \) contains the atoms \( X \vdash \pi_a X \) and \( Z \vdash \pi_a X \) then \( Y \equiv Z \); and if \( \Phi \cup \Psi \vdash X : (a_1 : \tau_1, \ldots, a_n : \tau_n) \) and \( \Phi \cup \Psi \vdash X : (a_1 : \tau_1, \ldots, a_n : \tau_n) \) and \( \Phi \cup \Psi \) contains atoms \( Z_1 \vdash \pi_{a_1} X, \ldots, Z_n \vdash \pi_{a_n} X \) and \( Z_1 \vdash \pi_{a_1} Y, \ldots, Z_n \vdash \pi_{a_n} Y \) then \( X \equiv Y \);
5. if \( X, Y, Z \in \text{var}(\Phi \cup \Psi) \) and \( \Phi \cup \Psi \) contains the atoms \( X \vdash \text{ins}_a Y \) and \( X \vdash \text{ins}_b Z \) then \( a \equiv b \) and \( Y \equiv Z \); and if \( \Phi \cup \Psi \) contains the atoms \( X \vdash \text{ins}_a Z \) and \( Y \vdash \text{ins}_b Z \) and \( \Phi \cup \Psi \vdash X : \{a_1 : \tau_1, \ldots, a_n : \tau_n\}, \Phi \cup \Psi \vdash X : \{a_1 : \tau_1, \ldots, a_n : \tau_n\} \) then \( X \equiv Y \);
6. if \( X, Y, Z \in \text{var}(\Phi \cup \Psi) \) and \( \Phi \cup \Psi \) contains the atoms \( X \not=} Z \) and \( Y \not=} Z \) then \( X \equiv Y \); 

7. if \( X, Y, Z \in \text{var}(\Phi \cup \Psi) \) and \( \Phi \cup \Psi \) contains the atoms \( X \not=} Mk^CZ \) and \( Y \not=} Mk^CZ \) then \( X \equiv Y \); and if \( \Phi \cup \Psi \) contains the atoms \( X \not=} Mk^CY \) and \( X \not=} Mk^CZ \) then \( Y \equiv Z \); 

8. if \( X, Y \in \text{var}(\Phi \cup \Psi) \) and \( \Phi \cup \Psi \) contains the atoms \( X \not=} Mk^CB \) and \( Y \not=} Mk^CB \) then \( X \equiv Y \); and if \( \Phi \cup \Psi \) contains the atoms \( X \not=} Mk^CB \) and \( X \not=} Mk^CB \) then \( Y \equiv Z \); 

9. if \( \Phi \cup \Psi \) contains an atom \( X \not=} Y \) then \( X \not=} Y \); 

10. for any \( X, Y \in \text{var}(\Phi \cup \Psi) \), \( \Phi \cup \Psi \) does not contain both of the atoms \( X \not=} Y \) and \( X \not=} Y \); and 

11. If \( \Phi \) contains the atom \( \text{False} \) then \( \Phi = \{ \text{False} \} \) and \( \Psi = \{ \text{False} \} \), and if \( \Psi \) contains the atom \( \text{False} \) then \( \Psi = \{ \text{False} \} \).

So intuitively a clause, \( \Psi \Leftarrow \Phi \), is in semi-normal form if

1. all its atoms are in semi-normal form;

2. given 1, it contains a minimal number of variables: in particular there are no distinct variables, \( X, Y \in \text{var}(\Phi) \), such that \( \Phi \models X \not=} Y \), and there are no distinct variables \( X, Y \in \text{var}(\Phi \cup \Psi) \) such that either \( X \) or \( Y \) is in \( \text{var}(\Psi) \setminus \text{var}(\Phi) \) and \( \Phi \cup \Psi \models X \not=} Y \); and

3. it contains no contradictory atoms other than the atom \( \text{False} \) which may only occur by itself in the head of the clause.

The following proposition, though straightforward, is perhaps the most significant result in making semi-normal form clauses useful.

**Proposition 13.5:** For any clause \( \Delta \), there is an equivalent clause \( \Delta' \), unique up to the choice of variables, such that \( \Delta' \) is in snf.

**Proof:** Suppose we have a clause \( \Psi \Leftarrow \Phi \). We will construct a semi-normal form clause \( \Psi' \Leftarrow \Phi' \) from \( \Psi \Leftarrow \Phi \) in stages, showing that the clause constructed at each stage is equivalent to the clause of the stage before.

1. Let \( \Phi_1 \) and \( \Psi_1 \) be sets of snf atoms which are equivalent to \( \Phi \) and \( \Psi \) respectively, as constructed in lemma 13.4.

2. If \( \phi \) is an atom of the form \( X \not=} Y \) in \( \Phi_1 \), \( X \not=} Y \), then replace \( \Phi_1 \) with \( \Phi_1[X/Y] \) and \( \Psi_1 \) with \( \Psi_1[X/Y] \), where \( \Psi[X/Y] \) denotes the set of atoms formed by replacing every occurrence of \( Y \) by \( X \) in \( \Phi \). Repeat this process until there are no more atoms of the form \( X \not=} Y \), \( X \not=} Y \), left in \( \Phi_1 \). Remove any atoms of the form \( X \not=} X \) from \( \Phi_1 \) and \( \Psi_1 \), and call the resulting sets of atoms \( \Phi_2 \) and \( \Psi_2 \).
3. If \( \phi \) is an atom of the form \( X \equiv Y \) in \( \Psi_2 \), where \( X \not\equiv Y \) and \( X \not\in \text{Var}(\Phi_2) \) or \( Y \not\in \text{Var}(\Phi_2) \), then replace \( \Phi_2 \) and \( \Psi_2 \) with \( \Phi_2[X/Y] \) and \( \Psi_2[X/Y] \) respectively. Repeat this process until there are no remaining atoms of this form in \( \Psi_2 \). Remove any atoms of the form \( X \equiv X \) in \( \Psi_2 \), and call the resulting sets of atoms \( \Psi_3 \) and \( \Phi_3 \).

4. If \( \Phi_3 \cup \Psi_3 \) contains atoms of one of the forms

(a) \( X \equiv \pi_a Z \) and \( Y \equiv \pi_a Z \), where \( X \not\equiv Y \)
(b) \( Z_i \equiv \pi_a X \) and \( Z_i \equiv \pi_a Y \), for \( i = 1, \ldots, k \), where \( \Phi_3 \cup \Psi_3 \vdash X : (a_1 : \tau_1, \ldots, a_k : \tau_k) \)

where \( \Phi_3 \cup \Psi_3 \vdash X : (a_1 : \tau_1, \ldots, a_k : \tau_k) \) for some types \( \tau_1, \ldots, \tau_k \)
(c) \( Z \equiv \text{ins}_a X \) and \( Z \equiv \text{ins}_a Y \), where \( X \not\equiv Y \)
(d) \( X \equiv \text{ins}_a Z \) and \( Y \equiv \text{ins}_a Z \), where \( X \not\equiv Y \) and \( \Phi_3 \cup \Psi_3 \vdash X : \tau \) and \( \Phi_3 \cup \Psi_3 \vdash Y : \tau \) for some type \( \tau \)
(e) \( X \equiv !Z \) and \( Y \equiv !Z \), where \( X \not\equiv Y \)
(f) \( X \equiv \text{Mk}^C Z \) and \( Y \equiv \text{Mk}^C Z \), where \( X \not\equiv Y \)
(g) \( Z \equiv \text{Mk}^C X \) and \( Z \equiv \text{Mk}^C Y \), where \( X \not\equiv Y \)
(h) \( X \equiv c^2 \) and \( Y \equiv c^2 \), where \( X \not\equiv Y \)

then replace \( \Phi_3 \) and \( \Psi_3 \) by \( \Phi_3[X/Y] \) and \( \Psi_3[X/Y] \) respectively. Repeat this process until no more sets of atoms of one the above forms are present in \( \Psi_3 \cup \Phi_3 \). Call the resulting sets of atoms \( \Psi_4 \) and \( \Phi_4 \).

5. If \( \Phi_4 \) contains atoms of one of the forms

(a) \( X \not\equiv X \)
(b) \( Z \equiv \text{ins}_a X \) and \( Z \equiv \text{ins}_b X \) where \( a \not\equiv b \)
(c) \( Z \equiv c^2 \) and \( Z \equiv d^2 \) where \( c^2 \not\equiv d^2 \)
(d) \( X \not\in Y \) and \( X \not\in Y \)
(e) \( \text{False} \)

then let \( \Phi_5 = \{ \text{False} \} \) and \( \Psi_5 = \{ \text{False} \} \). Otherwise, if \( \Phi_4 \cup \Psi_4 \) contains atoms of one of the above forms, then let \( \Phi_5 = \Phi_4 \) and let \( \Psi_5 = \{ \text{False} \} \). Otherwise let \( \Phi_5 = \Phi_4 \) and let \( \Psi_5 \).

It remains to show that the clause \( \Psi \iff \Phi \) is equivalent to \( \Psi_i \iff \Phi_i \) for \( i = 1, 2, 3, 4, 5 \). It is easy to see that \( \Psi_{i+1} \iff \Phi_{i+1} \) is equivalent to \( \Psi_i \iff \Phi_i \) for \( i = 1, 2, 3, 4 \). We will show that \( \Psi \iff \Phi \) is equivalent to \( \Psi_1 \iff \Phi_1 \).

Suppose \( \mathcal{I} \) is an instance satisfying \( \Psi \iff \Phi \), and \( \rho' \) is an environment such that \( \llbracket \Phi_1 \rrbracket \mathcal{I} \rho' = \mathbf{T} \). Then by lemma 13.4, if \( \rho \) is the restriction of \( \rho' \) to \( \text{Var}(\Phi) \) then \( \llbracket \Phi \rrbracket \mathcal{I} \rho = \mathbf{T} \). Hence there is an extension of \( \rho \) to \( \text{Var}(\Psi \cup \Phi) \), say \( \rho'' \), such that \( \llbracket \Psi \rrbracket \mathcal{I} \rho'' = \mathbf{T} \). Hence, by lemma 13.4, there is an extension of \( \rho'' \) to \( \text{Var}(\Psi_1 \cup \Phi) \), say \( \rho''' \), such that \( \llbracket \Psi_1 \rrbracket \mathcal{I} \rho''' = \mathbf{T} \). Hence if we take \( \rho^* \) to be the union of \( \rho' \) and \( \rho''' \), then \( \rho^* \) is an extension of \( \rho' \), and \( \llbracket \Psi_1 \rrbracket \mathcal{I} \rho^* = \mathbf{T} \).
Similarly we can show that any $\mathcal{I}$ satisfying $\Psi_1 \iff \Phi_1$ also satisfies $\Psi \iff \Phi$. Hence result. ■

Example 13.4: Consider again the clause

$$Y.\text{state} = X \iff X \in \text{State}, Y = X.\text{capital}$$

Recall that this is shorthand notation for

$$\pi_{\text{state}}(Y) = X \iff X \in \text{State}, Y = \pi_{\text{capital}}(X)$$

This is equivalent to the snf clause

$$V = !Y, X = \pi_{\text{state}}(V) \iff W = \text{State}, X \in W, U = !X, Y = \pi_{\text{capital}}(U)$$

Note that, for every subterm in the original clause, there is a corresponding variable in the snf clause. ■

14 Database Transformations

In this section we will show how our language, WOL, can be used to specify and implement general structural transformations on databases. Transformations are specified at the schema-level, describing the relationship between instances of two or more schemas. We consider transformations to be specified by a series of logical statements in WOL, describing the relationships between two databases, just as we consider constraints to be logical statements about a single database. However, since we are concerned with structural transformations which can be performed efficiently on large quantities of data, rather than general computations, we will need to restrict those sets of logical statements that may be used in order to ensure that the transformation procedure will terminate and can be performed in a single pass.

The language as presented so far deals with a single database schema and instance. However in order to express transformations, or other correspondences between two or more databases, it is necessary to extend the language to deal with multiple distinct database values. In general we will distinguish one of these databases, which we will call the target database, and we will refer to the other databases as the source databases, though this distinction will become more meaningful when we start considering the actual implementation of database transformations.

14.1 Partitioning Schemas and Instances

We say schemas $S_1$ and $S_2$ are disjoint iff their sets of classes $C_1$ and $C_2$ are disjoint. Suppose $S_1, \ldots, S_n$ are pairwise disjoint schemas with sets of classes, $C_1, \ldots, C_n$. We define their union, $S \equiv S_1 \cup \ldots \cup S_n$, to be the schema with classes $C \equiv C_1 \cup \ldots \cup C_n$ and

$$S(C) \equiv S_i(C)$$
if \( C \in \mathcal{C}_i \).

**Definition 14.1:** A **partition** of a schema \( S \) is a collection of disjoint schemas \( S_1, \ldots, S_n \) such that \( S = S_1 \cup \ldots \cup S_n \).

If \( \mathcal{I}_1, \ldots, \mathcal{I}_n \) are instances of \( S_1, \ldots, S_n \) respectively, where \( \mathcal{I}_i \equiv (\sigma_i^{C_i}, \mathcal{V}_i^{C_i}) \), then \( \mathcal{I} \equiv \mathcal{I}_1 \cup \ldots \cup \mathcal{I}_n \) is given by \( \mathcal{I} \equiv (\sigma^{C}, \mathcal{V}^{C}) \), where \( \mathcal{C} = \mathcal{C}_1 \cup \ldots \cup \mathcal{C}_n \), \( \sigma^{C} \equiv \sigma_i^{C} \) and \( \mathcal{V}^{C} \equiv \mathcal{V}_i^{C} \), for \( C \in \mathcal{C}_i \).

Clearly \( \mathcal{I}_1 \cup \ldots \cup \mathcal{I}_n \) is an instance of \( S \). Further, for any instance \( \mathcal{I} \) of \( S \), there exist unique instances \( \mathcal{I}_1, \ldots, \mathcal{I}_n \) of \( S_1, \ldots, S_n \) respectively such that \( \mathcal{I} = \mathcal{I}_1 \cup \ldots \cup \mathcal{I}_n \).

Given a partition \( S_1, \ldots, S_n \) of a schema \( S \), and an instance \( \mathcal{I} \) of \( S \), we write \( \mathcal{I}/S_i \), \( i = 1, \ldots, n \), for the unique instances of \( S_i \) such that \( \mathcal{I} = \mathcal{I}/S_1 \cup \ldots \cup \mathcal{I}/S_n \).

If \((S_1, \mathcal{K}_1), \ldots, (S_n, \mathcal{K}_n)\) are disjoint keyed schemas then we define their union, \((S, \mathcal{K}) \equiv (S_1, \mathcal{K}_1) \cup \ldots \cup (S_n, \mathcal{K}_n)\), to be such that \( S \equiv S_1 \cup \ldots \cup S_n \) and \( \mathcal{K}^C \equiv \mathcal{K}_i^C \) if \( C \in \mathcal{C}_i \), and \( \mathcal{K}^C \equiv \mathcal{K}_i^C \cup S_i \) if \( C \in \mathcal{C}_i \).

In looking at transformations, we will concentrate on dealing with transformations between two databases. We will assume that we have a simply-keyed schema \((S, \mathcal{K})\) with a partition \((S_{Src}, \mathcal{K}_{Src}), (S_{Tgt}, \mathcal{K}_{Tgt})\), and will use the language \( WOL^{SK} \) in order to specify transformations from the source schema \((S_{Src}, \mathcal{K}_{Src})\) to the target schema, \((S_{Tgt}, \mathcal{K}_{Tgt})\) (though the results can be adapted to non-keyed schemas). The source schema \( S_{Src} \) may in turn be partitioned into a number of distinct schemas, so that these methods apply equally well to transforming a single database or a collection of databases.

### 14.2 Transformation Clauses and Programs

In analyzing the clauses that describe a transformation, it is necessary to classify the terms of a clause as **source terms**, which refer to part of the source database, and **target terms**, which refer to the target database. Certain terms may be considered to be both source terms and target terms: indeed this is necessary in order for a clause to express the transformation of data between two databases.

Suppose \((S, \mathcal{K})\) is a schema, partitioned into two schemas \((S_{Src}, \mathcal{K}_{Src})\) and \((S_{Tgt}, \mathcal{K}_{Tgt})\) as described earlier, and \( \Phi \) is a set of \( WOL^{SK} \) atoms. A term \( P \) occurring in \( \Phi \) is said to be a **target term** in \( \Phi \) iff

1. \( P \equiv C \) where \( C \in \mathcal{C}_{Tgt} \), or
2. \( P \equiv \pi_a Q \) where \( Q \) is a target term in \( \Phi \), or
3. \( P \) occurs in a term \( Q \equiv ins_a P \) where \( Q \) is a target term in \( \Phi \), or
4. \( P \equiv !Q \) where \( Q \) is a target term in \( \Phi \), or
5. \( P \) occurs in a term \( Q \equiv Mk_i^C P \) where \( Q \) is a target term in \( \Phi \), or
6. \( \Phi \) contains an atom \( P \equiv Q, Q \equiv P \) or \( P \in Q \) where \( Q \) is a target term in \( \Phi \).
The definition of source terms is similar.

Definition 14.2: There are three kinds of WOL clauses that are relevant in determining transformations:

1. target constraints — containing no source terms;
2. source constraints — containing no target terms; and
3. transformation clauses — clauses for which the translation into semi-normal form, \( \Psi \Leftarrow \Phi \) satisfies

(a) each term in \( \Psi \) is a target term;
(b) \( \Phi \cup \Psi \) contains no negative target atoms: that is, no atoms of the form \( P \not\in Q \) or \( P \neq Q \) where \( P \) or \( Q \) are target terms;
(c) for any variable \( X \in \text{var}(\Phi \cup \Psi) \), such that \( X \) is a target term of set type in \( \Phi \cup \Psi \), (that is \( \Phi \cup \Psi \vdash X : \{\tau\} \) for some \( \tau \)), then there is at most one atom of the form \( X \Leftarrow P \) in \( \Phi \cup \Psi \); and
(d) for every atom \( \psi \in \Psi \setminus \Phi \) there is a variable \( X \) occurring in \( \psi \) such that \( X \not\in \text{Var}(\Phi) \).

So a transformation clause is one that does not imply any constraints on the source database, and which only implies the existence of certain objects or values in the target database.

Further a transformation clause is limited to using “non-negative” tests on the target database, and cannot test for equality of target values of set type. This is because we need to be able to apply transformation clauses at points where the target database is only partially instantiated, and therefore the tests must remain true even if additional elements are added to the target database. For example, suppose we were to allow a transformation clause such as

\[
1 \in X.a \iff X \in C, Y \in C, X.a = Y.a
\]

where \( C \) is a class with corresponding type \( \tau^C \equiv (a : \{\text{int}\}) \). Then suppose, at some point during the transformation, we were to find an instantiation of \( X \) and \( Y \) to two objects, say \( o_1 \) and \( o_2 \), of class \( C \), such that the body of the clause was true at that point in the transformation. Then the clause would cause the constant 1 to be added to the set \( X.a \), thus potentially making the body of the clause no longer true.

Note that it is possible in this characterization for a clause to be both a transformation clause and a target constraint. This reflects the fact that a target constraint can perform two functions: determining the data which must be inserted into a target database, and ensuring the integrity of data being inserted into a database.

Source constraints do not play a part in populating a target database, and, since we will assume that the contents of the source database are already known before we evaluate a transformation,
they do not play a direct part in determining a transformation. However they play a significant role in simplifying transformation clauses (see section 17).

Example 14.1: For the schemas of the Cities and Countries databases described earlier, suppose we split the description of the instantiation of the $\text{Country}_T$ class over several transformation clauses:

$$X = \text{Mk}^{\text{Country}_T}(N), \ X.\text{language} = L \iff Y \in \text{Country}_E, \ Y.\text{name} = N, \ Y.\text{language} = L$$

$$X = \text{Mk}^{\text{Country}_T}(N), \ X.\text{currency} = C \iff Z \in \text{Country}_E, \ Z.\text{name} = N, \ Z.\text{currency} = C$$

Combining these clauses gives

$$X = \text{Mk}^{\text{Country}_T}(N), \ X.\text{language} = L, \ X.\text{currency} = C$$

$$\iff Y \in \text{Country}_E, \ Y.\text{name} = N, \ Y.\text{language} = L$$

$$Z \in \text{Country}_E, \ Z.\text{name} = N, \ Z.\text{currency} = C$$

To apply this clause we would need to take the product of the source class $\text{Country}_E$ with itself try to bind $Y$ and $Z$ to pairs of objects in $\text{Country}_E$ which have the same value on their $\text{name}$ attribute.

Suppose however, we had a constraint on the source database:

$$X = Y \iff X \in \text{Country}_E \ Y \in \text{Country}_E \ X.\text{name} = Y.\text{name}$$

That is, $\text{name}$ is a key for $\text{Country}_E$. We could then use this source constraint to simplify our previous, derived transformation clause, in order to form the new clause:

$$X = \text{Mk}^{\text{Country}_E}(N), \ X.\text{language} = L, \ X.\text{currency} = C$$

$$\iff Y \in \text{Country}_E, \ Y.\text{name} = N, \ Y.\text{language} = L, \ Y.\text{currency} = C$$

Note that this clause does not actually give us any new information about the target database, but that it is simpler and more efficient to evaluate.

Suppose we also have a target constraint expressing the key specification for $\text{Country}_T$:

$$X = \text{Mk}^{\text{Country}_T}(X.\text{name}) \iff X \in \text{Country}_T$$

We could combine this constraint with our previous transformation clause in order to get

$$X = \text{Mk}^{\text{Country}_T}(N), \ X.\text{language} = L, \ X.\text{currency} = C, \ X.\text{name} = N$$

$$\iff Y \in \text{Country}_E, \ Y.\text{name} = N, \ Y.\text{language} = L, \ Y.\text{currency} = C$$

In this case the target constraint has told us how to instantiate another attribute of the object being inserted into the class $\text{Country}_T$. So the target constraint is providing additional information for the transformation.
A transformation program, Tr, from schema \((S_{\text{Src}}, K_{\text{Src}})\) to schema \((S_{\text{Tgt}}, K_{\text{Tgt}})\), is a finite set of source and target constraints and transformation clauses in WOL̂\(^SK\), where \((S, K) \equiv (S_{\text{Src}}, K_{\text{Src}}) \cup (S_{\text{Tgt}}, K_{\text{Tgt}})\).

Example 14.2: We will take the first schema described in examples 7.1 and 10.1 to be our source schema. Our target schema will be given by:

\[ C_{\text{Tgt}} \equiv \{ \text{State}_2, \text{City}_2 \} \]

and

\[ S_{\text{Tgt}}(\text{State}_2) \equiv (\text{name} : \text{str}, \text{cities} : \{ \text{City}_2 \}) \]
\[ S_{\text{Tgt}}(\text{City}_2) \equiv (\text{name} : \text{str}, \text{is\_capital} : \{ \text{cap\_of} : \text{State}_2, \text{not\_cap} : \text{unit} \}) \]

with key specification

\[ K_{\text{Tgt}}^{\text{State}_2}(o) \equiv \nu^{\text{State}_2}(o)(\text{name}) \]
\[ K_{\text{Tgt}}^{\text{City}_2}(o) \equiv (\text{name} \mapsto \nu^{\text{City}_2}(o)(\text{name}), \text{state} \mapsto \{ o' \in o^{\text{State}_2} | o \in \nu^{\text{State}_2}(o')(\text{cities}) \}) \]

The schema is illustrated in figure 16. Note that the variant \{ \text{cap\_of} : \text{State}_2, \text{not\_cap} : \text{unit} \} is an example of a very common construction: it is similar to an optional reference or a pointer with a possible “nil” value in a programming language such as C.

Then a transformation between the two schemas would be given by the transformation clauses

\[ Y \in \text{State}_2, Y.\text{name} = N \iff X \in \text{State}_A, X.\text{name} = N \]
\[ W \in \text{City}_2, W.\text{name} = N, W.\text{is\_capital} = \text{ins\_cap\_of}(V) \iff X \in \text{City}_A, X.\text{name} = N, X.\text{state\_capital} = X \]
\[ V \in \text{State}_2, V.\text{name} = X.\text{state\_name} \]
\[ W \in \text{City}_2, W.\text{name} = N, W.\text{is\_capital} = \text{ins\_not\_cap}() \iff X \in \text{City}, X.\text{name} = N, X.\text{state\_capital} \neq X \]
\[ W \in Y.\text{cities}, W.\text{name} = C \iff \]
\[ Z \in \text{City}_A, Z.\text{name} = C, Y \in \text{State}_2, Y.\text{name} = Z.\text{state\_name} \]
The first clause says that for each state in the source class \( \text{State}_A \) there is a corresponding state in the target class \( \text{State}_2 \) with the same name. The second clause says that for each city in the source class \( \text{City}_A \) which is the capital of its state, there is a corresponding city in the target class \( \text{City}_2 \) with the same name and with \( \text{is\_capital} \) set to the state of the City, while the third clause says that if a city in the source database is not the capital of its state, then the corresponding city in the target class \( \text{City}_2 \) has \( \text{is\_capital} \) set to \( \text{not\_cap} \). The fourth clause says how the \( \text{cities} \) attribute of the \( \text{State}_2 \) class is populated by cities.

In addition to these clauses, we would need some constraints on the target database in order to identify elements of \( \text{State}_2 \) and \( \text{City}_2 \):

\[
X = \text{Mk}^{\text{State}_2}(X.\text{name}) \iff X \in \text{State}_2
\]

\[
X = \text{Mk}^{\text{City}_2}(W), \pi_{\text{name}}W = X.\text{name}, \pi_{\text{state}}W = Y
\iff X \in \text{City}_2, Y \in \text{State}_2, X \in Y.\text{cities}
\]

\[
Y \in \text{State}_2, X \in Y.\text{cities} \iff X \in \text{City}_2
\]

\[
X = Y = X \in \text{State}_2, Y \in \text{State}_2, Z \in X.\text{cities}, Z \in Y.\text{cities}
\]

The first two of these constrains are “key constraints” on \( \text{State}_2 \) and \( \text{City}_2 \), and tell us how to generate their keys. The third says that every city must be in the \( \text{cities} \) set of some state, and the third says that no city can lie in the \( \text{cities} \) set of two distinct states.

### 14.3 Transformations of Instances

**Definition 14.3:** Suppose that \( \text{Tr} \) is a transformation program from schema \( \mathcal{S}_{\text{Src}} \) to \( \mathcal{S}_{\text{Tgt}} \), and that \( \mathcal{I}_{\text{Src}} \) is an instance of \( \mathcal{S}_{\text{Src}} \). Then an instance \( \mathcal{I}_{\text{Tgt}} \) of \( \mathcal{S}_{\text{Tgt}} \) is said to be a \( \text{Tr}-\text{transformation} \) of \( \mathcal{I}_{\text{Src}} \) iff, for each clause \( (\Psi \iff \Phi) \in \text{Tr}, \mathcal{I}_{\text{Src}} \cup \mathcal{I}_{\text{Tgt}} \) satisfies \( \Psi \iff \Phi \).

Unfortunately the \( \text{Tr}-\text{transformation} \) of an instance is not, in general unique. A transformation program will imply that certain things must be in the target database, but will not imply that other additional things cannot be included. Consequently there may be infinitely many \( \text{Tr} \)-transformations of a particular instance, representing the inclusion of arbitrary additional data, and so it is necessary to characterize the unique smallest \( \text{Tr} \)-transformation when it exists.

### Deterministic and Complete Transformation Programs

**Definition 14.4:** Suppose \( \text{Tr} \) is a set of clauses. A clause \( \Psi \iff \Phi \) is said to be \textbf{deterministic} with respect to \( \text{Tr} \) iff, for any instance \( \mathcal{I} \) satisfying all the clauses in \( \text{Tr} \) and any environment \( \rho \) such that \( \text{dom}(\rho) = \text{Var}(\Phi) \) and \( \llbracket \Phi \rrbracket_{\mathcal{I}\rho} = T \) there is \textit{at most one} extension of \( \rho, \rho' \) say, such that \( \text{dom}(\rho') = \text{Var}(\Psi, \Phi) \) and \( \llbracket \Psi \rrbracket_{\mathcal{I}\rho'} = T \).

So a clause is deterministic if the values of the instantiation of any existential variables in the clause are uniquely determined by the instantiations of the universal variables in the clause.
Definition 14.5: Suppose \( \mathcal{I} \) and \( \mathcal{I}' \) are instances of a schema \( \mathcal{S} \), and \( f^C \) is a family of injective functions, \( f^C : \sigma^C \to \sigma^C \). Then we define the relations \( \preceq_f \subseteq [\tau][\tau] \mathcal{I} \times [\tau] \mathcal{I}' \) to be the smallest relations such that \( p \preceq_f p' \) if

- \( \tau \equiv C \) and \( p' = f^C p \), or
- \( \tau \equiv b \) and \( p' = p \), or
- \( \tau \equiv (a_1 : \tau_1, \ldots, a_k : \tau_k) \) and \( p(a_i) \preceq_{\tau_i} p'(a_i) \) for \( i = 1, \ldots, k \), or
- \( \tau \equiv \langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle \) and \( p \equiv (a_i, q) \), \( p' \equiv (a_i, q') \) and \( q \preceq_{\tau_i} q' \), or
- \( \tau \equiv \{r\} \) and for each \( q \in p \) there is a \( q' \in p' \) such that \( q \preceq_{\tau_i} q' \).

We write \( \mathcal{I} \preceq_f \mathcal{I}' \) iff, for each \( C \in \mathcal{C} \), each \( o \in \sigma^C \), \( \mathcal{V}^C(o) \preceq_{f^C} \mathcal{V}^C(f^C o) \).

We write \( \mathcal{I} \preceq \mathcal{I}' \) and say that \( \mathcal{I} \) is smaller than \( \mathcal{I}' \) iff there is a family of injective functions, \( f^C \), such that \( \mathcal{I} \preceq_f \mathcal{I}' \).

The relation \( \preceq \) could be thought of as a generalized subset relation, allowing for the renaming of object identities.

Lemma 14.1: If \( \mathcal{I}, \mathcal{I}' \) and \( \mathcal{I}'' \) are instances of \( \mathcal{S} \) then

1. \( \mathcal{I} \preceq \mathcal{I} \) — the relation \( \preceq \) is reflexive;
2. if \( \mathcal{I} \preceq \mathcal{I}' \) and \( \mathcal{I}' \preceq \mathcal{I}'' \) then \( \mathcal{I} \preceq \mathcal{I}'' \) — \( \preceq \) is transitive; and
3. if \( \mathcal{I} \preceq \mathcal{I}' \) and \( \mathcal{I}' \preceq \mathcal{I} \) then \( \mathcal{I} \cong \mathcal{I} \).

Proof: It is clear that \( \preceq \) is both reflexive and transitive. The third condition requires proof however.

Suppose \( \mathcal{I} \) and \( \mathcal{I}' \) are instances such that \( \mathcal{I} \preceq \mathcal{I}' \) and \( \mathcal{I}' \preceq \mathcal{I} \), say \( \mathcal{I} \preceq_f \mathcal{I}' \) and \( \mathcal{I}' \preceq_g \mathcal{I} \). Then, for each class \( C \in \mathcal{C} \), \( g^C \circ f^C \) is an injective and hence bijective function from \( \sigma^C \) to \( \sigma^C \), and similarly \( f^C \circ g^C \) is a bijection from \( \sigma^C \) to itself. Hence \( f^C \) and \( g^C \) are themselves bijections.

For each \( C \in \mathcal{C} \), since \( \sigma^C \) is finite, it follows that there exists an integer \( k^C \) such that \( (g^C \circ f^C)^{k^C} = \text{Id}_{\sigma^C} \) and similarly a \( k'^C \) such that \( (f^C \circ g^C)^{k'^C} = \text{Id}_{\sigma^C} \). Take \( k = \prod_{C \in \mathcal{C}} (k^C \times k'^C) \). Then for each \( C \in \mathcal{C} \), \( (g^C \circ f^C)^k = \text{Id}_{\sigma^C} \) and \( (f^C \circ g^C)^k = \text{Id}_{\sigma^C} \). For each \( C \in \mathcal{C} \) define \( f'^C \equiv (g^C \circ f^C)^{-1} \circ g^C \). Then \( f'^C \circ f^C = \text{Id}_{\sigma^C} \) and \( f^C \circ f'^C = \text{Id}_{\sigma^C} \).

We can show by induction on types that, if \( u \in [\tau] \mathcal{I}, v \in [\tau] \mathcal{I}' \) are such that \( u \preceq_f v \) and \( v \preceq_f u \), then \( v = f'^C(u) \) and \( u = f'^C(v) \).

By transitivity of \( \preceq \), we have, for each \( C \in \mathcal{C}, o \in \sigma^C \), \( \mathcal{V}^C(o) \preceq_{f'} \mathcal{V}^C(f^C(o)) \). Hence, for every \( o \in \sigma^C \), \( f'^C(\mathcal{V}^C(o)) = \mathcal{V}^C(f^C(o)) \) and for every \( o' \in \sigma^C \), \( f'^C(\mathcal{V}^C(o')) = \mathcal{V}^C(f^C(o')) \).
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Hence $I \equiv I'$.

Definition 14.6: We say that a transformation program, $Tr$, is complete iff every clause in $Tr$ is deterministic with respect to $Tr$ and, for any instance $I_{Src}$ of $S_{Src}$, if there is a $Tr$-transformation of $I_{Src}$ then there is a unique (up to isomorphism) smallest such $Tr$-transformation. That is, if $I_{Src}$ has a $Tr$ transformation, then there is an $I_{Tgt}$ such that $I_{Tgt}$ is a $Tr$-transformation of $I_{Src}$ and, for any $Tr$-transformation $I'$ of $I_{Src}$, $I_{Tgt} \preceq I'$.

We are therefore interested in complete transformation programs, and in computing these unique smallest transformations.

Example 14.3: We will describe the transformation specified by the transformation program in example 14.2 on the instance of $S_{Src}$ defined in example 7.2.

We will take our object-identities to be:

$$
\sigma^{City_2} \equiv \{\text{Phila}', \text{Pitts}', \text{Harris}', \text{NYC}', \text{Albany}'\}
$$

$$
\sigma^{State_2} \equiv \{\text{PA}', \text{NY}'\}
$$

(the choice of object identities is arbitrary since transformations are defined up to isomorphism only). Our mappings are

$$
\nu^{City_2}(\text{Phila}') \equiv (\text{name} \mapsto \text{“Philadelphia”}, \text{is\_capital} \mapsto (\text{not\_cap}, \emptyset))
$$

$$
\nu^{City_2}(\text{Pitts}') \equiv (\text{name} \mapsto \text{“Pittsburgh”}, \text{is\_capital} \mapsto (\text{not\_cap}, \emptyset))
$$

$$
\nu^{City_2}(\text{Harris}') \equiv (\text{name} \mapsto \text{“Harrisburg”}, \text{is\_capital} \mapsto (\text{cap\_of}, \text{PA}'))
$$

$$
\nu^{City_2}(\text{NYC}') \equiv (\text{name} \mapsto \text{“New York City”}, \text{is\_capital} \mapsto (\text{not\_cap}, \emptyset))
$$

$$
\nu^{City_2}(\text{Albany}') \equiv (\text{name} \mapsto \text{“Albany”}, \text{is\_capital} \mapsto (\text{cap\_of}, \text{NY}'))
$$

and

$$
\nu^{State_2}(\text{PA}') \equiv (\text{name} \mapsto \text{“Pennsylvania”}, \text{cities} \mapsto \{\text{Phila}', \text{Pitts}', \text{Harris}'\})
$$

$$
\nu^{State_2}(\text{NY}') \equiv (\text{name} \mapsto \text{“New York”}, \text{cities} \mapsto \{\text{NYC}', \text{Albany}'\})
$$


14.4 Normal Forms of Transformation Programs

In this section we will define a normal form for transformation clauses. A transformation clause in normal form will completely define an insert into the target database in terms of the source database only. That is, a normal form clause will contain no target terms in its body, and will completely and unambiguously determine some element of the target database in its head. Given a transformation program in which all the clauses are in normal form, the transformation may then be easily implemented as a single pass transformation in some suitable DBPL.

Our objective will be to determine certain syntactic constraints on transformation programs (non-recursion), such that any complete transformation program satisfying these constraints can be converted to an equivalent program in which all the clauses are in normal form.
Term Paths

We introduce the concept of term paths in order to reason about which parts of a database a clause will access. Every term in a well-formed set of atoms will have at least one term-path associated with it, representing the part of the database instance where it may be found. Term paths therefore represent a way of navigating a database, starting at some class and then following a series of attribute labels, dereferences and set inclusions.

The concept of term paths will be useful in a number of places, when trying to reason about the information accessed or implied by clauses. We will use them in order to formalize the concept of a formula “unambiguously” determining part of a clause.

Definition 14.7: A term path for some schema $S$ is a pair $(C, \mu)$ where $C \in \mathcal{C}$ and $\mu$ is a string over the alphabet

\[
\{\pi_a | a \in \mathcal{A}\} \cup \{\text{ins}_a | a \in \mathcal{A}\} \cup \{!, \cdot\}
\]

We define the typing relation $\vdash$ on term paths by the rules:

\[
\begin{align*}
\vdash (C, \epsilon) : \{C\} \quad & \quad \vdash (C, \mu) : \{\tau\} \\
\vdash (C, \mu.\cdot) : \tau & \quad \vdash (C, \mu) : D, D \in \mathcal{C} \\
\vdash (C, \mu.\pi_a) : \tau_i & \quad \vdash (C, \mu.\text{ins}_a) : \tau_i
\end{align*}
\]

Note that the type associated with a term path is dependent only on the term path itself, and not on a type context or the atoms from which the term path arises, or any other influence.

We write $\text{TPaths}^S$ for the set of term paths, $(C, \mu)$ of a schema $S$ such that $\vdash (C, \mu) : \tau$ for some type $\tau$.

We define the relationship $\Phi \vdash$: between the term occurrences of $\Phi$, $\text{Occ}(\Phi)$, and term paths, $\text{TPaths}^S$, to be the smallest relationship such that, for any occurrence $w$ of a term $P$ in $\Phi$ and term path $(C, \mu)$, $\Phi \vdash w : (C, \mu)$ if

1. $P \equiv C$ and $\mu = \epsilon$ (the empty string), or
2. $P \equiv !Q$, $w = (\phi, (i, j))$ and $\mu = \mu'.!$ and $\Phi \vdash (\phi, (i, j + 1)) : (C, \mu')$, or
3. $P \equiv \pi_a Q$, $w = (\phi, (i, j))$ and $\mu = \mu'.\pi_a$ and $\Phi \vdash (\phi, (i, j + 1)) : (C, \mu')$, or
4. $w = (\phi, (i, j + 1))$ and $w' = (\phi, (i, j))$ is an occurrence of a term $Q \equiv \text{ins}_a(P)$ in $\Phi$, and $\mu = \mu'.\text{ins}_a$ and $\Phi \vdash w' : (C, \mu')$, or
5. $w = (\phi, (1, 0))$ where $\phi \equiv (P\text{\checkmark}Q)$, and $\mu = \mu'.\checkmark$, and $\Phi \vdash (\phi, (2, 0)) : (C, \mu')$, or
6. $w = (\phi, (i, 0))$ where $\phi \equiv (P\text{\checkmark}Q)$ and $i = 1$ and $\Phi \vdash (\phi, (2, 0)) : (C, \mu)$, or $\phi \equiv (Q\text{\checkmark}P)$ and $i = 2$ and $\Phi \vdash (\phi, (1, 0)) : (C, \mu)$. 

We write $\Phi \vdash P : (C, \mu)$ to mean $\Phi \vdash w : (C, \mu)$ for some occurrence $w$ of $P$ in $\Phi$.

**Example 14.4:** Consider the set of atoms
\[
\Phi \equiv W \in Y \cdot \text{cities}, W \cdot \text{name} = N, Z \in \text{City}_A, Z \cdot \text{name} = N, Y \in \text{State}_2, Y \cdot \text{name} = Z.\state.
\]
for the schema of the previous examples. Here the term $N$ has two term paths: $\Phi \vdash N : (\text{City}_A, \hat{!}\pi_{\text{name}})$ and $\Phi \vdash N : (\text{State}_2, \hat{!}\pi_{\text{city}}\hat{!}\pi_{\text{name}})$.

The following lemma tell us that the typing rules for term paths and for term occurrences in a well-formed set of atoms coincide, and further, that for any term path for which the typing rules assign a type, there is a set of atoms which include a term with that term path.

**Lemma 14.2:**

1. If $\Phi$ is a well-formed set of atoms and $w$ a term occurrence in $\Phi$ such that $\Phi \vdash w : (C, \mu)$ in $\Phi$ and $\Phi \vdash w : \tau$ then $\vdash (C, \mu) : \tau$.

2. If $(C, \mu)$ is a term path and $\tau$ a type, such that $\vdash (C, \mu) : \tau$, then there is a well-formed set of atoms, $\Phi$, and a term $P$ occurring in $\Phi$ such that $\Phi \vdash P : (C, \mu)$. Further there is a unique (up to variable renaming) smallest such set of semi-normal form atoms, $\Phi$, such that $\Phi \vdash X : (C, \mu)$ for some $X \in \text{Var}(\Phi)$, and for any set of snf atoms $\Phi'$ such that $\Phi'$ does not contain any atoms of the form $Z=Y$ and $\Phi' \vdash X : (C, \mu)$ for some $X \in \text{Var}(\Phi')$, there is a subset $\Phi'' \subseteq \Phi'$ such that $\Phi'$ is a variable renaming of $\Phi$.

**Proof:** The first part follows by a simple induction on the proof that $\Phi \vdash P : (C, \mu)$.

For the second part, we will proceed by induction on the length of $\mu$. For any term path $(C, \mu)$ we will construct a set of snf atoms $\text{Nav}^{X}_{(C, \mu)}$ such that

1. $\text{Nav}^{X}_{(C, \mu)} \vdash X : (C, \mu)$,

2. for any set of snf atoms $\Phi$ if $|\Phi| \leq |\text{Nav}^{X}_{(C, \mu)}|$ and $\Phi \vdash Y : (C, \mu)$ for some $Y \in \text{Var}(\Phi)$ then $\Phi$ can be formed from $\text{Nav}^{X}_{(C, \mu)}$ by renaming variables, and

3. for any set of snf atoms $\Phi$ not containing equality atoms on variables, if $\Phi \vdash Y : (C, \mu)$ for some $Y \in \text{Var}(\Phi)$, then $\Phi$ contains a set of atoms $\Phi'$ which can be formed from $\text{Nav}^{X}_{(C, \mu)}$ by renaming variables.

We will show the base case and one of the induction cases. The other induction cases are all similar.

For a term path $(C, \epsilon)$, consider the set of atoms $\text{Nav}^{X}_{(C, \epsilon)} = \{(X=Y)\}$. Then $\text{Nav}^{X}_{(C, \epsilon)} \vdash X : (C, \epsilon)$ and it is clear that there is no smaller set of snf atoms containing a term with type path $(C, \epsilon)$.
Further any set of semi-normal form atoms containing a term occurrence with type path \((C, \epsilon)\) must contain an atom of the form \(Y \equiv C\) for some \(Y\).

Suppose \(\mu \equiv \mu' \pi_a\). Consider the set of atoms \(\text{Nav}^X_{(C, \mu)} = \text{Nav}^Y_{(C, \mu')} \cup \{X \pi_a Y\}\) for some variable \(Y\). Then \(\text{Nav}^X_{(C, \mu)} \vdash X : (C, \mu)\) since \(\text{Nav}^Y_{(C, \mu')} \vdash Y : (C, \mu')\). Suppose \(\Phi\) is a set of snf atoms such that \(|\Phi| \leq |\text{Nav}^X_{(C, \mu)}|\), and there is an occurrence of a term \(Y\) in \(\Phi\) such that \(\Phi \vdash Y : (C, \mu)\) for some \(Y \in \text{Var}(\Phi)\). Observe from the construction of term paths that \(\Phi\) must contain an atom of the form \(Z \pi_a W\) in \(\Phi\). Further there exists a set of atoms \(\Phi' \subseteq \Phi \setminus \{Z \pi_a W\}\) such that \(\Phi' \vdash W : (C, \mu')\). But \(|\Phi'| \leq |\text{Nav}^Y_{(C, \mu')}|\). Hence, by our induction hypothesis, \(\Phi'\) can be formed from \(\text{Nav}^Y_{(C, \mu')}\) by renaming variables. Hence \(\Phi' \cup \{Z \pi_a W\} \subseteq \Phi\) can be formed from \(\text{Nav}^X_{(C, \mu)}\) by renaming variables. Now suppose \(\Phi\) is a set of snf atoms containing no equality atoms on variables, and \(\Phi \vdash Z : (C, \mu)\). Observe from the construction of term paths that \(\Phi\) must contain an atom \(Z \pi_a W\) where \(\Phi \vdash W : (C, \mu')\). Then, by our induction hypothesis, \(\Phi\) must contain a subset of atoms \(\Phi'\) such that \(\Phi' \vdash W : (C, \mu')\) and \(\Phi'\) can be formed by renaming variables in \(\text{Nav}^Y_{(C, \mu')}\). Then the set of atoms \(\Phi' \cup \{Z \pi_a W\} \subseteq \Phi\) can be formed from \(\text{Nav}^X_{(C, \mu)}\) by renaming variables.

The other induction cases are similar.

From this lemma we can get the intuition that a term path corresponds to the subset of a set of atoms necessary in order to navigate to a particular location in the database.

### Characterizing Formulae

We introduce the concept of characterizing formula as a means of uniquely characterizing a particular element of a database. Notice that this is more specific than a term-path, which characterizes a place in the database. In particular, if a value occurs in some set in a database instance, then its term path will not characterize which element of the set it is.

Characterizing formulae are introduced as an attempt to generalize the notion of keys to non-class types, and, in particular, to deal with nested set data-types. In section 14.5 we will see that things can be simplified considerably if we avoid nested set types.

**Definition 14.8**: Suppose \(\text{Tc}\) is a set of clauses, \(\Theta\) is a finite set of snf atoms, and \(T, S \subseteq \text{Var}(\Theta)\) are sets of variables. We say that \(T\) is **characterized** by \(S\) in \(\Theta\), \(\text{Tc}\) iff for any instance \(I\) satisfying each clause in \(\text{Tc}\), and any \(I\)-environments \(\rho\) and \(\rho'\), if \([\Theta]_I \rho = T\) and \([\Theta]_I \rho' = T\), then \(\rho(X) = \rho'(X)\) for each \(X \in T\) iff \(\rho(Y) = \rho'(Y)\) for each \(Y \in S\).

In other words, if \(\rho\) is an environment satisfying \(\Theta\), then the values of \(\rho\) on \(T\) are uniquely determined by the values of \(\rho\) on \(S\) and vice versa.

**Definition 14.9**: Suppose \(\text{Tc}\) is a set of clauses, and \((C, \mu)\) a term path. A **characterizing formula** for \((C, \mu)\) in \(\text{Tc}\) is a set of atoms \(\Theta\) together with a set of variables \(\{Y_1, \ldots, Y_n\} \subseteq \text{Var}(\Theta)\) and a distinguished variable \(X \in \text{Var}(\Theta)\) such that

1. \(\text{Nav}^X_{(C, \mu)} \subseteq \Theta\)
2. The set of variables \( \text{Var}(\text{Nav}^X_{(C, \mu)}) \) is characterized by \( \{Y_1, \ldots, Y_n\} \) in \( \Theta, \mathbf{Tc} \).

We write \( \Theta^X(Y_1, \ldots, Y_n) \) for the characterizing formula for some type path \( (C, \mu) \) with \( \Theta \) as its set of atoms, \( \{Y_1, \ldots, Y_n\} \) as its set of characterizing variables and distinguished variable \( X \).

In other words, a characterizing formula, together with an instantiation of its variables, will uniquely characterize a particular element of a database.

It is clear that there are some trivial characterizing formula, such as \( \Theta^X(Y_1, \ldots, Y_N) \) where \( \Theta = \text{Nav}^X_{(C, \mu)} \) and \( \{Y_1, \ldots, Y_N\} = \text{Var}(\Theta) \). However there are also some more useful examples of characterizing formula.

Example 14.5: A characterizing formula for the term path \( (\text{State}'', \dot{\varepsilon}) \) in the transformation program of example 14.2 would be

\[
\Theta^X(N) \equiv X \in \text{State}_2, \pi^{\text{name}}(X) = N
\]

since the program implies the target constraint

\[
X = Y \iff X \in \text{State}_2, Y \in \text{State}_2, \pi^{\text{name}}(X) = N, \pi^{\text{name}}(Y) = N
\]

A characterizing formula for the term path \( (\text{City}'', \dot{\varepsilon}) \) would be

\[
\Theta'^X(N, Z) \equiv X \in \text{City}_2, \pi^{\text{name}}(X) = N, Z \in \text{State}_2, X \in \pi^{\text{cities}}(Z)
\]

The following lemma tells us that the characterizing formulas for any other target terms paths could be formed from these two.

**Lemma 14.3:**

1. If \( \vdash (C, \mu) : (a_1 : \tau_1, \ldots, a_k : \tau_k), \Theta^Y(V) \) is a characterizing formula for \( (C, \mu) \) and \( \Theta' \equiv (\Theta \cup \{X = \pi_{a_i} Y\}) \), then \( \Theta'^X(V) \) is a characterizing formula for \( (C, \mu, \pi_{a_i}) \).

2. If \( \vdash (C, \mu) : \{a_1 : \tau_1, \ldots, a_k : \tau_k\}, \Theta^Y(V) \) is a characterizing formula for \( (C, \mu) \) and \( \Theta' \equiv (\Theta \cup \{Y = \text{ins}_{a_i} X\}) \), then \( \Theta'^X(V) \) is a characterizing formula for \( (C, \mu, \text{ins}_{a_i}) \).

3. If \( \vdash (C, \mu) : D, D \in C, \Theta^Y(V) \) is a characterizing formula for \( (C, \mu) \) and \( \Theta' \equiv (\Theta \cup \{X = \text{!} Y\}) \), then \( \Theta'^X(V) \) is a characterizing formula for \( (C, \mu, \text{!}) \).

**Proof:** It is sufficient to observe from the semantics of atoms, that for each of the atoms \( (X = \pi_{a_i} Y), (Y = \text{ins}_{a_i} X) \) and \( (X = \text{!} Y) \), for any instance \( \mathcal{I} \) and instantiation of the variable \( Y \), there is at most one instantiation of the variable \( X \) which makes the atom true.
Consequently, if we are describing a database instance, or a transformation, we only need characterizing formulae for paths of the form \((C, \mu, \xi)\).

In addition, in the case of a keyed schema, for each class \(C \in \mathcal{C}\) the formula
\[
\Theta_X(Z) \equiv \{X \in Y, Y = C, X = \text{Mk}^C(Z)\}
\]
is a characterization formula for the term path \((C, \xi)\). This gives us a useful special case: if every set type occurring in a schema \(S\) is of the form \(\{C\}\), that is a set of values of class type, and we have a key specification on \(S\), then we can automatically find useful characterization formulas for any term path in \(S\).

In fact the only cases where one cannot automatically generate useful characterizing formulae is when our schema involves nested set types: a nested set type is a type of the form \(\{\tau\}\) where \(\tau\) involves some type of the form \(\{\tau'\}\). In such cases it is necessary to ensure that there are constraints which allow for the construction of characterizing formulae for any term paths of the form \((C, \mu, \xi) \in \text{TPaths}^S\). In section 14.5 we will show how these notions can be simplified, and a system of characterizing formulae can be automatically generated, in the case where we do not allow nested set types.

In the following definitions we use characterizing formulae in order to get an analog of the notion of keys for sets of non-object identity values.

**Definition 14.10:** A **characterizing system** for a set of clauses \(\mathbf{Te}\), consists of a finite set of term paths, \(T \subseteq \text{TPaths}^S\), such that for each \((C, \mu) \in T\) the symbol \(!\) occurs at most once in \(\mu\), and for each term path \((C, \mu) \in T\) a set of characterizing formula for \((C, \mu)\), \(\mathcal{F}^{(C, \mu)}\), such that, for any instance \(I\), term path \((C, \mu) \in T\) and environment \(\rho\) such that \([\text{Nav}^X_I]_I \rho = T\), there is at most one characterizing formula \(\Theta^X(Y_1, \ldots, Y_n) \in \mathcal{F}^{(C, \mu)}\) such that \([\Theta]_I \rho' = T\) for some extension \(\rho'\) of \(\rho\).

So a characterizing system provides a means of uniquely identifying values of certain type paths in an instance. The uniqueness conditions in the definition ensure that there are never multiple characterizing formula in \(\mathcal{F}^{(C, \mu)}\) for some \((C, \mu)\) characterizing the same element of an instance. Recall that, if \(\Theta^X(Y_1, \ldots, Y_n)\) is a characterizing formula for \((C, \mu)\) then \(\text{Nav}^{(C, \mu)}_I \subseteq \Theta\).

The **graph** of a characterizing system \((T, \mathcal{F}^T)\), written \(G(T, \mathcal{F}^T)\), is a digraph such that

1. the nodes of \(G(T, \mathcal{F}^T)\) are the term paths \(\text{TPaths}^S\), and
2. \(G(T, \mathcal{F}^T)\) contains an edge \((C', \mu') \rightarrow (C, \mu)\) if \((C, \mu) \in T\) and there is a characterizing formula \(\Theta^X(Y_1, \ldots, Y_n) \in \mathcal{F}^{(C, \mu)}\) such that \(\Theta \vdash Y_i : (C', \mu')\) for some \(i \in 1, \ldots, n\) (where \(\Theta\) is the set of atoms of the characterizing formula \(\Theta^X(Y_1, \ldots, Y_n)\)).

A characterizing system \((T, \mathcal{F}^T)\) is **acyclic** if the graph \(G(T, \mathcal{F}^T)\) is acyclic.

A transformation clause \(\Psi \Leftarrow \Phi\) is said to **respect** a characterizing system \((T, \mathcal{F}^T)\) iff for every variable \(X \in \text{Var}(\Psi \cup \Phi)\) either \(X \in \text{Var}(\Phi)\) or there is a type path \((C, \mu) \in T\) such that \(\Psi \cup \Phi \vdash X : (C, \mu)\) and \(\Theta \subseteq \Psi \cup \Phi\) for some characterizing formula \(\Theta^X(Y_1, \ldots, Y_n) \in \mathcal{F}^{(C, \mu)}\).
Normal Forms

Definition 14.11: Suppose that $T_r$ is a transformation program, with target constraints $T_c$, and $(T, F^T)$ is an acyclic characterizing system for $T_c$.

A clause $\Psi \iff \Phi$ is in normal form for $T_r$ and $(T, F^T)$ iff

1. $\Psi \iff \Phi$ is in semi-normal form;

2. $\Phi$ contains no target terms;

3. $\Psi \iff \Phi$ respects $(T, F^T)$;

4. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target term path $(C, \mu)$ and $\vdash (C, \mu) : (a_1 : \tau_1, \ldots, a_k : \tau_k)$, then for each $a_i$, $\Phi \cup \Psi$ contains an atom $(Y \dot{=} \pi a_i X)$ for some $Y \in \text{Var}(\Phi \cup \Psi)$;

5. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target term path $(C, \mu)$ and $\vdash (C, \mu) : \{a_1 : \tau_1, \ldots, a_k : \tau_k\}$, then $\Phi \cup \Psi$ contains an atom $\text{ins}_{a_i} Y \dot{=} X$ for some $Y \in \text{Var}(\Phi \cup \Psi)$ and some $a_i$;

6. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target path $(C, \mu)$, and $\vdash (C, \mu) : b$, then either $X \in \text{Var}(\Phi)$ or $\Psi \cup \Phi$ contains an atom $X \dot{=} c^b$ for some constant symbol $c^b$.

The first requirement, that the clause be in snf, serves to simplify the later requirements. The second requirement implies that the body of the clause can be evaluated by looking at the source databases only, and hence the clause can be applied in a single-pass, non-recursive manner.

The remaining requirements ensure that the head of the clause uniquely and unambiguously determines some part of the target database. In particular, 3 implies that every variable in the head of the clause is characterized by the universal variables of the clause. Note that we don’t have a requirement similar to the fourth and fifth requirements for set types: that is, we don’t require that, if $\Psi \iff \Phi$ contains a term of some path type $(C, \mu)$, where $\vdash (C, \mu) : \{\tau\}$, then the clause must specify the contents of the set. This is because we are looking at unique smallest transformations, so the set is uniquely determined anyway: if no elements of a term of set type are specified then the resulting set will be empty.

Example 14.6: The following are normal-form clauses equivalent to the transformation clauses
of example 14.2:

\[ Y \in \text{State}', W =!Y, N = \pi_{\text{name}}W \iff X \in \text{State}, U =!X, N = \pi_{\text{name}}U \]

\[ Y \in \text{State}', W \in \text{City}', U =!Y, N = \pi_{\text{name}}U, V =!W, C = \pi_{\text{name}}V, \]
\[ T = \pi_{\text{iscap}}V, T = \text{insyes()}, S = \pi_{\text{cites}}U, W \in S \]
\[ \iff X \in \text{State}, Q =!X, N = \pi_{\text{name}}Q, Z \in \text{City}, R =!Z, C = \pi_{\text{name}}R, \]
\[ Z = \pi_{\text{state}}Q, O = \pi_{\text{capital}}R, X \neq O \]

Proposition 14.4: Suppose \( \mathbf{Tr} \) is a transformation program consisting of source constraints and transformation clauses, such that for some characterizing system \((T, F^T)\), every transformation clause in \( \mathbf{Tr} \) is in normal form for \((T, F^T)\) and \( \mathbf{Tr} \). Suppose further that, for any instance \( \mathcal{I} \) satisfying \( \mathbf{Tr} \), target class \( C \in \mathcal{C}_{\text{Tgt}} \), transformation clause \( \Delta = (\Psi \iff \Phi) \) in \( \mathbf{Tr} \) such that \( \Psi \cup \Phi \vdash X : C \) for some \( X \in \text{Var}(\Psi) \), and environment \( \rho \) such that \([\Psi \cup \Phi]_{\mathcal{I}\rho} = T \), there is a transformation clause \( \Delta' = (\Psi' \iff \Phi') \), environment \( \rho' \) and variable \( Y \in \text{Var}(\Psi') \) such that \([\Psi' \cup \Phi']_{\mathcal{I}\rho'} = T, \rho'(Y) = \rho(X) \) and \( \Psi \) contains an atom of the form \( Z =!Y \). Then \( \mathbf{Tr} \) is complete.

Proof: First we must show that, if a clause \( \Psi \iff \Phi \) is in normal form for some characterizing system \((T, F^T)\), then \( \Psi \iff \Phi \) is deterministic. Suppose that \( \mathcal{I} \) is an instance and \( \rho \) an environment such that \([\Phi]_{\mathcal{I}\rho} = T \). Suppose that \( \rho' \) and \( \rho'' \) are extensions of \( \rho \) such that \([\Psi]_{\mathcal{I}\rho'} = T \) and \([\Phi]_{\mathcal{I}\rho''} = T \). We need to show that, for every \( X \in \text{Var}(\Psi \cup \Phi) \), \( \rho'(X) = \rho''(X) \). If \( X \in \text{Var}(\Phi) \) the result is clear. If \( X \in \text{Var}(\Psi) \setminus \text{Var}(\Phi) \) then \( \Theta^X_{(\mathcal{C}, \mu)}(Y_1, \ldots, Y_n) \subseteq \Psi \cup \Phi \) for some \((C, \mu) \in T \) such that \( \Psi \cup \Phi \vdash X : (C, \mu) \). The proof then proceeds by induction of the length of paths in \( G(T, F^T) \) originating from \((C, \mu)\).

Next, suppose we have a transformation program \( \mathbf{Tr} \) and characterizing system \((T, F^T)\) as described in the proposition. Suppose \( \mathcal{I}_{\text{Src}} \) is an instance of \( S_{\text{Src}} \) such that there is an instance \( \mathcal{I}_{\text{Tgt}} \) of \( S_{\text{Tgt}} \) with \( \mathcal{I} = \mathcal{I}_{\text{Src}} \cup \mathcal{I}_{\text{Tgt}} \) satisfying every clause in \( \mathbf{Tr} \).

We will first prove that we can build a minimal instance satisfying \( \mathbf{Tr} \) by extracting those parts of the instance \( \mathcal{I}_{\text{Tgt}} \) that are actually implied by the transformation program.

For each each characterizing formula \( \Theta^X(Y_1, \ldots, Y_k) \in F^{(C, \mu)}, (C, \mu) \in \mathcal{T} \), let us assume a function symbol \( F^\Theta_{(C, \mu)} \) of arity \( k \). Let \( \text{Alg} \) be the freely generated algebra with values and objects occurring in \( S_{\text{Src}} \) as its base values, and function symbols \( F^\Theta_{(C, \mu)} \).

Suppose \( \Delta \equiv (\Psi \iff \Phi) \) is a transformation clause in \( \mathbf{Tr} \), and \( \rho \) is an \( \mathcal{I} \)-environment such that \([\Phi]_{\mathcal{I}\rho} = T \). Then, for each \( X \in \text{Var}(\Psi \cup \Phi) \) we assign a term of the algebra \( \text{Alg} \), say \( \text{Alg}^\rho(X) \),
defined by

\[ \text{Alg}^\rho(X) \equiv \begin{cases} 
\rho(X) & \text{if } X \in \text{Var}(\Phi) \\
F_{(C, \mu)}^\Theta(\text{Alg}^\rho(Y_1), \ldots, \text{Alg}^\rho(Y_n)) & \text{if } X \notin \text{Var}(\Phi) \\
\Theta^X(Y_1, \ldots, Y_n) & \text{and } \Theta^X(Y_1, \ldots, Y_n) \in \Psi \cup \Phi 
\end{cases} \]

(Note that, if \( X \in \Phi \) then \( X \) is a source term, and so \( \rho(X) \) is a value occurring in \( \mathcal{I}_{\text{Src}} \).

Next we define \( \text{Assign} : \text{Alg} \sim D(\mathcal{I}) \) to be the smallest mapping (ordered pointwise by \( \leq_{\text{id}} \)) such that:

1. \( \text{Assign}(u) = u \) for \( u \in D(\mathcal{I}) \).

2. If \( \Delta \equiv (\Psi \leftarrow \Phi) \) is a transformation clause in \( \mathcal{I} \), and \( \rho \) is an \( \mathcal{I} \)-environment such that \( \lbrack \Psi \rbrack \mathcal{I}_\rho = \text{T} \), and \( \rho' \) is the (unique) extension of \( \rho \) such that \( \text{dom}(\rho') = \text{Var}(\Psi \cup \Phi) \) and \( \lbrack \Psi \rbrack \mathcal{I}_{\rho'} = \text{T} \), then for any \( X \in \text{Var}(\Psi) \setminus \text{Var}(\Phi) \):

   (a) If \( \Psi \cup \Phi \vdash X : C, C \in C_{\mathcal{T}_{\mathcal{G}}} \), then \( \text{Assign}(\text{Alg}^\rho(X)) = \rho'(X) \),

   (b) If \( \Psi \cup \Phi \vdash X : (a_1 : \tau_1, \ldots, a_n : \tau_n) \) and \( \Psi \cup \Phi \) contains the atoms \( Y \vdash \pi^a_i X \) for \( i = 1, \ldots, n \), then \( \text{Assign}(\text{Alg}^\rho(X)) = (a_1 \mapsto \text{Assign}(\text{Alg}^\rho(Y_1)), \ldots, a_n \mapsto \text{Assign}(\text{Alg}^\rho(Y_n))) \),

   (c) If \( \Psi \cup \Phi \vdash X : \{ a \} \) and \( \Psi \cup \Phi \) contains an atom \( X \vdash \text{ins}_a Y \) then \( \text{Assign}(\text{Alg}^\rho(X)) = (a, \text{Assign}(\text{Alg}^\rho(Y))) \),

   (d) If \( \Psi \cup \Phi \vdash X : \odot \) and \( \Psi \cup \Phi \) contains the atom \( X \vdash \ell X \) then \( \text{Assign}(\text{Alg}^\rho(X)) = \odot \),

   (e) If \( \Psi \cup \Phi \vdash X : \{ \tau \} \) and \( \Psi \cup \Phi \) contains the atom \( Y \vdash X \), then \( \text{Assign}(\text{Alg}^\rho(Y)) \in \text{Assign}(\text{Alg}^\rho(X)) \).

Now, for each class \( C \in C_{\mathcal{T}_{\mathcal{G}}} \) form the set of object identities \( \sigma^{\mathcal{C}} \subseteq \sigma^{\mathcal{C}} \) defined by

\[ \sigma^{\mathcal{C}} \equiv \left\{ o \in \sigma^{\mathcal{C}} \mid o = \rho(X) \text{ for some } (\Psi \leftarrow \Phi) \in \text{Tr}, X \in \text{Var}(\Psi) \text{ and } \rho \text{ such that } \lbrack \Psi \cup \Phi \rbrack \mathcal{I}_{\rho} = \text{T} \right\} \]

Define \( \mathcal{V}^{\mathcal{C}} : \sigma^{\mathcal{C}} \rightarrow [\tau^{\mathcal{C}}]^{\sigma^{\mathcal{C}}}_{\mathcal{T}_{\mathcal{G}}} \) to be such that, if \( \Delta \equiv (\Psi \leftarrow \Phi) \) is a transformation clause in \( \mathcal{I} \), \( \rho \) is such that \( \lbrack \Psi \cup \Phi \rbrack \mathcal{I}_{\rho} = \text{T} \), and \( \Psi \cup \Phi \) contains the atom \( Y \vdash \odot X \) where \( \Psi \cup \Phi \vdash X : C \), then \( \mathcal{V}^{\mathcal{C}}(\rho(X)) = \text{Assign}(\text{Alg}^\rho(Y)) \).

Then \( \mathcal{I}_{\mathcal{T}_{\mathcal{G}}} = (\sigma^{\mathcal{C}}_{\mathcal{T}_{\mathcal{G}}}, \mathcal{V}^{\mathcal{C}}_{\mathcal{T}_{\mathcal{G}}}) \) is an instance of \( \mathcal{S}_{\mathcal{T}_{\mathcal{G}}} \), and satisfies \( \mathcal{I} \).

Finally it is necessary to show that \( \mathcal{I}_{\mathcal{T}_{\mathcal{G}}} \) is smaller than any other \( \mathcal{I} \)-transformation of \( \mathcal{I}_{\text{Src}} \).

Suppose \( \mathcal{I}_{\mathcal{T}_{\mathcal{G}}}'' \) is an instance of \( \mathcal{S}_{\mathcal{T}_{\mathcal{G}}} \) such that \( \mathcal{I}_{\mathcal{T}_{\mathcal{G}}}'' \cup \mathcal{I}_{\text{Src}} \) satisfies every clause in \( \mathcal{I} \). For any \( C \in \mathcal{C} \) and \( o \in \sigma^{\mathcal{C}} \), there is a transformation clause \( \Delta \equiv (\Psi \leftarrow \Phi) \) an \( \mathcal{I}_{\text{Src}} \) environment \( \rho \) and an \( X \in \text{Var}(\Psi) \), such that \( o = \rho'(X) \) where \( \rho' \) is an extension of \( \rho \) such that \( \lbrack \Psi \cup \Phi \rbrack \mathcal{I}_{\rho'} = \text{T} \).

We define \( f^C(o) \in \sigma^{\mathcal{C}} \) to be the (unique) object identity such that \( f^C(o) = \rho''(X) \) where \( \rho'' \) is an extension of \( \rho \) such that \( \lbrack \Psi \cup \Phi \rbrack (\mathcal{I}_{\mathcal{T}_{\mathcal{G}}}'' \cup \mathcal{I}_{\text{Src}}) \rho'' = \text{T} \), which exists since \( \mathcal{I}_{\mathcal{T}_{\mathcal{G}}}'' \cup \mathcal{I}_{\text{Src}} \) satisfies...
It follows from the definitions of characterizing systems and characterizing formulae that the functions $f^C$ are injective.

If $\Delta \equiv (\Psi \iff \Phi)$ is a transformation clause, $\rho$ an environment such that $[\Phi]I_{\rho} = \mathbf{T}$ and $\rho'$ the extension of $\rho$ such that $[\Psi][I^T_{\mathrm{tgt}} \cup I_{\mathrm{src}}]' = \mathbf{T}$, then we can show by induction on types that, for each $X \in \operatorname{Var}(\Psi)$ such that $\Psi \cup \Phi \vdash X : \tau \implies \operatorname{Assign}(\operatorname{Alg}(X)) \leq^T \rho'(X)$.

Hence we get, for each $C \in C_{\mathrm{tgt}}, \ o \in \sigma^C, \ V^C(o) \leq^T \nu^C(f^C(o))$.

Hence $I_{\mathrm{tgt}}' \preceq I_{\mathrm{tgt}}''$ as required. \hfill $\blacksquare$

A transformation program in normal form has the advantage that it can be easily evaluated as a single-pass transformation, or translated into a variety of database programming languages, for example using comprehension syntax [14].

Proposition 14.4 tells us that the only way a normal form transformation program can fail to be complete is if it generates some object identities and fails to associate values with them. Though the conditions on transformation programs of proposition 14.4 seem quite complicated, they are in practice often obvious or easy to check. Further, it is straightforward to check these conditions for a transformation of a particular instance, so that one knows that, if a transformation does provide a value associated with every object identity it produces for a particular source database instance, then the resulting target instance is the unique smallest instance satisfying that transformation.

### 14.5 Simplifying Characterizing Formula

The mechanism of characterizing formulae and their use in defining normal form clauses, introduced in section 14.4 seems rather complicated and unintuitive. In general it is not possible to automatically generate characterizing formulae for a term path, or to test whether there exist characterizing formulae which form a characterizing system satisfied by a particular transformation program. Consequently it is worth looking at why characterizing formulae are necessary, and in what situations we can avoid or simplify them.

The purpose of a characterizing formula is to uniquely specify some element to be inserted into a target database. We noted in section 14.4 that if we have characterizing formulae for term paths of the form $(C, \mu. \in)$, then we can automatically generate characterizing formulae for any other term paths. This is the consequence of the fact that, if a term $P$ is of record, variant or class type, then its components, accessed using projection, variant insertion or dereferencing, are uniquely determined by $P$. This is not the case for terms of set type: if we have a set of atoms $\Phi$ containing an atom $X \in Y$, then even if we know exactly what set $Y$ refers to in the database there may still be a choice of possible instantiations for $X$.

We have already seen that, in the case of a simply keyed schema, $(\mathcal{S}, \mathcal{K})$, it is possible to automatically generate useful characterizing formulae for term paths of the form $(C, \hat{\epsilon})$, namely

$$\Theta^X(Y) \equiv \{ X \in Z, \ Z \equiv C, \ X \equiv MK^C(Y) \}$$
A natural question to ask is therefore, what other term paths are there useful, automatically

generatable characterizing formula for, and, in particular, what are the problem cases?

It turns out that the most difficult terms to characterize are those involving nested sets. A

nested set type is a type of the form \{\tau\} where \tau in turn involves a set type \{\tau\}'. To see why

such data-types are problematic, let us look at a simple example.

**Example 14.7:** Suppose we have a source schema with a single class, \(C_{\text{Src}} = \{D\}\), and

\[ S_{\text{Src}}(D) \equiv (a : \text{int}, b : \{\text{int}\}) \]

and a target schema with a single class, \(C_{\text{Tgt}} = \{C\}\), and

\[ S_{\text{Tgt}}(C) \equiv (a : \text{int}, b : \{\{\text{int}\}\}) \]

Suppose that the key specifications of \(S_{\text{Src}}\) and \(S_{\text{Tgt}}\) are given by \(\kappa^C \equiv \text{int}, \kappa^D \equiv \text{int}\), and

constraints

\[ X = \text{Mk}^C(X.a) \iff X \in C \]
\[ Y = \text{Mk}^D(Y.a) \iff Y \in D \]

Lets look at transformations from \(S_{\text{Src}}\) to \(S_{\text{Tgt}}\) specified by the clauses:

\[ X \in C, X.a = Y.a \iff Y \in D \]
\[ X \in C, X.a = Y.a, W \in X.b, Z \in W \iff Y \in D, Z \in Y.b \]

So for every object in \(D\) there is a corresponding object in \(C\) with the same value on its \(a\)

attribute. Further for every integer in the \(b\) attribute of an object in \(D\), the integer is also in

one of the sets in the \(b\) attribute of the corresponding object in \(C\). It is clear that there is no

unique smallest transformation of a general instance of \(S_{\text{Src}}\).

The problem is that there is nothing to tell us which of the sets in the \(b\) attribute of an object

in \(C\) should contain a particular integer: we need more constraints. Further there is no obvious

choice of constraint to use. There are various possibilities: \(X.b\) should always be a singleton

set, or should be a set of singleton sets, or should consist of two sets of even and odd numbers,

and so on. None of these constraints seem particularly natural, and proving that one of them

sufficient to characterize a term with type path \((C, \in \ldots \pi_b, \in)\) is potentially difficult.

Suppose we limit ourselves to dealing with target databases which do not involve nested set

types. Then can we automatically find useful characterizing formulae? In this case it turns out

that we can.

A schema \(S\) with classes \(C\) is said to be **non-nested** iff, for each class \(C \in C\), the type \(S(C)\)

contains no nested-set types.

Suppose we have source and target simply-keyed schemas, \((S_{\text{Src}}, K_{\text{Src}})\) and \((S_{\text{Tgt}}, K_{\text{Tgt}})\), and

\(S_{\text{Tgt}}\) is a non-nested schema. For any target type path \((C, \mu)\), where \(\mu = \mu', \xi\), we have:
1. If $\vdash (C, \mu) : (a_1 : \tau_1, \ldots, a_n : \tau_n)$ then

$$\Theta^X(Y_1, \ldots, Y_n) \equiv \text{Nav}^X_{(C, \mu)} \cup \{ Y_1 \doteq \pi a_1 X, \ldots, Y_n \doteq \pi a_n X \}$$

is a characterizing formula for $(C, \mu)$;

2. If $\vdash (C, \mu) : \langle | a_1 : \tau_1, \ldots, a_n : \tau_n | \rangle$ then for $i = 1, \ldots, n$,

$$\Theta^X(Y) \equiv \text{Nav}^X_{(C, \mu)} \cup \{ X \doteq \text{ins} a_i Y \}$$

is a characterizing formula for $(C, \mu)$.

3. If $\vdash (C, \mu) : b$ then, for any constant symbol $c\ b$

$$\Theta^X() \equiv \text{Nav}^X_{(C, \mu)} \cup \{ X \doteq \text{c} b \}$$

is a characterizing formula for $(C, \mu)$.

What makes these formulae nice is that the conditions already in the definition of normal-form clauses, which are necessary to ensure completeness, are sufficient to ensure that these characterizing formulae are respected.

This leads us to a simplified definition of normal forms for non-nested target schemas:

**Definition 14.12:** Suppose that $\text{Tr}$ is a transformation program from source schema $(S_{\text{Src}}, K_{\text{Src}})$ to target non-nested schema $(S_{\text{Tgt}}, K_{\text{Tgt}})$.

A clause $\Psi \leftarrow \Phi$ is in **non-nested normal form** for $\text{Tr}$ iff

1. $\Psi \leftarrow \Phi$ is in semi-normal form;

2. $\Phi$ contains no target terms;

3. If $\Phi \cup \Psi \vdash X : (C, \epsilon)$ for some $X$ and some $C \in C_{\text{Tgt}}$, then $\Phi \cup \Psi$ contains an atom $X \doteq \text{Mk}^C Y$ for some variable $Y \in \text{Var}(\Phi \cup \Psi)$.

4. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target term path $(C, \mu)$ and $\vdash (C, \mu) : (a_1 : \tau_1, \ldots, a_k : \tau_k)$, then for each $a_i$, $\Phi \cup \Psi$ contains an atom $(Y \doteq \pi a_i X)$ for some $Y \in \text{Var}(\Phi \cup \Psi)$;

5. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target term path $(C, \mu)$ and $\vdash (C, \mu) : \langle | a_1 : \tau_1, \ldots, a_k : \tau_k | \rangle$, then $\Phi \cup \Psi$ contains an atom $\text{ins} a_i Y \doteq X$ for some $Y \in \text{Var}(\Phi \cup \Psi)$ and some $a_i$;

6. If $\Phi \cup \Psi \vdash X : (C, \mu)$ for some $X$ and some target path $(C, \mu)$, and $\vdash (C, \mu) : b$, then either $X \in \text{Var}(\Phi)$ or $\Psi \cup \Phi$ contains an atom $X \doteq \text{c} b$ for some constant symbol $c\ b$. 


It is clear that this is a more usable and easily checked definition than definition 14.11. Further it does not seem that restricting our attention to non-nested target schemas is a major limitation in practice: deeply nested data structures may still be represented by inserting addition object-identities and classes. The author therefore believes that practical implementation work on WOL or other similar database transformation techniques should concentrate on the case of target databases which do not involve nested sets.

14.6 Unifiers and Unfoldings

Our algorithm for converting clauses into normal form works by repeatedly unfolding a target clause on a series of transformation clauses until the target cause is in normal form. The process starts with a target clause which completely describes part of the target database.

Definition 14.13: A description clause for a target database schema $S_{\text{Tgt}}$ is a semi-normal form clause of the form

$$\Phi \leftrightharpoons \Phi$$

where

1. $\Phi$ contains no source terms and atoms of the form $X \not\in Y$, $X \neq Y$ or $X = Y$ ($X$ and $Y$ variables);

2. if $\Phi \vdash X : (C, \mu)$ and $(C, \mu) : (a_1 : \tau_1, \ldots, a_k : \tau_k)$ then, for each $a_i$, $\Phi$ contains an atom $Y \vdash a_i X$ for some $Y$; and

3. if $\Phi \vdash X : (C, \mu)$ and $(C, \mu) : \langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle$ then, for some $a_i$ and some $Y$, $\Phi$ contains the atom $X \vdash \text{ins}_{a_i} Y$.

So the head of a description clause satisfies the requirements for a normal form clause, but the body is identical to the head.

However, as we shall see in section 14.7, merely applying all possible sequences of unfoldings is unlikely to be efficient, and may not even terminate.

Unifiers

Unifiers map the variables of a target clause to those of an unfolding (transformation) clause, so that the atoms of the two clauses can be matched and the target clause unfolded. A variable of the unfolding clause may match multiple universal variables from the target clause, although each target variable can match at most one variable from the unifying clause.
Definition 14.14: Suppose $\Xi \equiv (\Psi_t \iff \Phi_t)$ and $\Delta \equiv (\Psi_u \iff \Phi_u)$ are two clauses in semi-normal form with disjoint variables. A unifier from $\Delta$ to $\Xi$ is a partial mapping $U : \text{var}(\Phi_t) \sim \to \text{var}(\Phi_u \cup \Psi_u)$ which respects types. That is, if a variable $X$ has type $\tau$ in $\Xi$ and $X$ is in the domain of $U$, then $U(X)$ has type $\tau$ in $\Delta$.

If $\Phi$ is a set of atoms, we write $U(\Phi)$ for the result of replacing each occurrence of a variable $X$, where $X$ is in the domain of $U$, by $U(X)$. If $\Xi \equiv (\Psi_t \iff \Phi_t)$ is a clause, we write $U(\Xi)$ for the clause $U(\Psi_t) \iff U(\Phi_t)$.

Lemma 14.5: If $\Xi$ and $\Delta$ are clauses and $U$ is a unifier from $\Delta$ to $\Xi$, then $\Xi \vdash U(\Xi)$.

Proof: Suppose $\Xi \equiv (\Psi \iff \Phi)$, and that $I$ is an instance satisfying $\Xi$. Suppose that $\rho$ is an environment such that $[U(\Phi)]I \rho = T$. Define the environment $\rho'$ with $\text{dom}(\rho') = \text{Var}(\Phi)$ by

$$
\rho'(X) \equiv \begin{cases} 
\rho(U(X)) & \text{if } X \in \text{dom}(U) \\
\rho(X) & \text{otherwise}
\end{cases}
$$

Then $[\Phi]I \rho' = T$. Hence there is an extension $\rho''$ of $\rho'$ with $\text{dom}(\rho'') = \text{Var}(\Psi \cup \Phi)$ such that $[\Psi]I \rho'' = T$. Define the environment $\rho'''$ with $\text{dom}(\rho''') = \text{Var}(U(\Psi) \cup U(\Phi))$ by

$$
\rho'''(X) \equiv \begin{cases} 
\rho(X) & \text{if } X \in \text{Var}(U(\Phi)) \\
\rho''(X) & \text{otherwise}
\end{cases}
$$

Then $[U(\Psi)]I \rho''' = T$. Hence $I$ satisfies $U(\Xi)$.

Unfolding

Let $\Xi$ and $\Delta$ be semi-normal form clauses as before, and $U$ a unifier from $\Delta$ to $\Xi$. Define $\text{Unfold}^* (\Xi, \Delta, U)$ by

$$
\text{Unfold}^* (\Xi, \Delta, U) \equiv (\Psi \iff \Phi)
$$

where

$$
\Psi \equiv U(\Psi_t) \cup (\Psi_u \setminus U(\Phi_t)) \\
\Phi \equiv (U(\Phi_t) \setminus \Psi_u) \cup \Phi_u
$$

Define $\text{Unfold} (\Xi, \Delta, U)$ to be the set of minimal well-formed clauses $\Psi \iff \Phi^*$ (ordered by the subset ordering on the heads and bodies of clauses), such that $\Phi \subseteq \Phi^* \subseteq U(\Phi_t) \cup \Phi_u$, where $\text{Unfold}^* (\Xi, \Delta, U) \equiv \Psi \iff \Phi$. So $\text{Unfold} (\Xi, \Delta, U)$ is formed by adding a minimal set of atoms from $\Phi_t$ to $\Phi$ necessary to make it range-restricted. Since there may be several ways of adding atoms in order to preserve range restriction, $\text{Unfold}$ is set valued.

Define $\text{Unfold} (\Xi, \Delta, U)$ to be the set of clauses $\Psi \iff \Phi$ such that $\Psi \iff \Phi$ is in semi-normal form and there is an equivalent clause $(\Psi' \iff \Phi') \in \text{Unfold}^* (\Xi, \Delta, U)$. So $\text{Unfold} (\Xi, \Delta, U)$ is formed by taking the clauses of $\text{Unfold}^* (\Xi, \Delta, U)$ and combining any variables that are implied to be equal.
Unfoldable Clauses

We would like to capture the idea of when the unfolding of some target clause on a transformation clause and unifier is valid, and particularly when it helps to move the target clause towards normal form. For this to be the case, we want to make sure that some atoms will be removed from the body of the target clause as a result of the unfolding. The problem with this is that it may be necessary to put back some atoms, even though they are matched by the head of the unfolding clause, in order to maintain range restriction. We therefore concentrate on making sure that an unfolding will match some atoms which will not have to be put back because they do not play a part in maintaining range restriction.

Suppose $\Phi$ is a set of snf atoms. A variable $X \in \text{Var}(\Phi)$ is said to be relatively base in $\Phi$ iff $\Phi$ contains no atoms of the forms $X = \text{ins}_a Y$, $Y = \pi_a X$, $Y = \text{!}_a X$ or $Y \in X$, for any variable $Y$.

An atom $\phi \in \Phi$ is said to be relatively base in $\Phi$ iff $\phi$ contains a variable which is relatively base in $\Phi$.

Definition 14.15: Suppose $\Xi \equiv (\Psi_t \leftarrow = \Phi_t)$ and $\Delta \equiv (\Psi_u \leftarrow = \Phi_u)$ are semi-normal form clauses, and $U$ a unifier from $\Delta$ to $\Xi$. Then an atom $\phi \in \Phi_t$ is said to be caught by the unfolding of $\Xi$ on $\Delta$, $U$ iff $\phi$ is relatively base in $\Phi_t$ and $U(\phi) \in \Psi_u$.

We write $\text{Caught}(\Xi, \Delta, U)$ to be the set of atoms caught by the unfolding of $\Xi$ on $\Delta$, $U$.

Note that, if $(\Psi \leftarrow \Phi) \in \text{Unfold}(\Xi, \Delta, U)$ and $\phi \in \text{Caught}(\Xi, \Delta, U)$ then $\phi \notin \Phi$. That is, any atom caught by a transformation will be successfully removed from the target clause.

Definition 14.16: $\Xi$ is said to be unfoldable on $\Delta$, $U$ iff

1. There is no variable in $X \in \text{var}(\Psi_u) \setminus \text{var}(\Phi_u)$ such that $X \in \text{var}(\Phi)$ for some clause $(\Psi \leftarrow \Phi) \in \text{Unfold}(\Xi, \Delta, U)$;

2. $\text{Caught}(\Xi, \Delta, U) \neq \emptyset$

The first condition says that no existential variables in the unfolding clause become universal variables in the resulting clause, while the second condition states that the unfoldings are not trivial: that at least one atom was removed from the target clause in each unfolding.

Lemma 14.6: If $U$ is a unifier from $\Delta$ to $\Xi$ and $(\Psi \leftarrow \Phi) \in \text{Unfold}(\Xi, \Delta, U)$, then $\Delta, \Xi \models \Psi \leftarrow \Phi$.

Proof: Suppose $(\Psi \leftarrow \Phi) \in \text{Unfold}(\Xi, \Delta, U)$. Then $(U(\Phi_t) \setminus \Psi_u) \cup \Phi_u \subseteq \Phi$ and $\Psi \subseteq U(\Psi_t) \cup \Psi_u$. Suppose $I$ is an instance such that $I$ satisfies $\Delta$ and $\Xi$, and $\rho$ is an environment such that $[\Phi]I\rho = T$. Then $\Phi_u \subseteq \Phi$ so $[\Phi_u]I\rho = T$. Hence, since $I$ satisfies $\Delta$, there is an extension $\rho'$ of $\rho$ such that $[\Psi_u]I\rho' = T$. But $U(\Phi_t) \subseteq \Phi \cup \Psi_u$, so $[U(\Phi_t)]I\rho' = T$. From the previous lemma, $I$ satisfies $U(\Xi)$, so there is an extension $\rho''$ of $\rho'$ such that $[U(\Psi_t)]I\rho'' = T$. That is, there is an extension $\rho''$ of $\rho$ such that $[\Psi]I\rho'' = T$. Hence $I$ satisfies $\Psi \leftarrow \Phi$. 


14.7 Recursive Transformation Programs

Intuitively a recursive transformation program is one that admits an infinite series of unfoldings of clauses. It seems clear that if a transformation program is recursive then we cannot hope to find an equivalent program in which all the transformation clauses are in normal form. However it is not decidible whether a transformation program admits such an infinite series of unfoldings. Consequently it is necessary to find some stronger test which ensures that a transformation program does not admit any such infinite sequences of unfoldings, but which allows as many useful non-recursive transformation programs as possible.

For example the following clause, representing a transitive closure property, is clearly recursive:

\[ W \in C, W.a = X, W.b = Y \iff U \in C, V \in C, U.a = X, U.b = Z, V.a = Z, V.b = Y \]

If we were to include this clause in a transformation program then we could unfold it infinitely many times, never reaching a normal form.

Traditionally, in Datalog, recursion is defined in terms of the dependency graph of a program: the dependency graph has nodes for each predicate symbol, and has an arrow from one predicate symbol to another if the program contains a clause with the first symbol occurring in the body and the second symbol as the head. A Datalog program is then said to be recursive if its dependency graph contains a cycle.

So for example the clause above would be considered as recursive in Datalog, because the dependency graph would contain an edge from the symbol \( R \) to itself.

On the other hand, the following clause is not recursive in our language (though it could still comprise part of a recursive program together with some other clauses), even though it would be considered to be recursive using the datalog definition of recursion.

\[ X.b = Y \iff X \in C, X.a = Y \]

This can be explained by saying that our language works at a finer level than Datalog: in Datalog such a clause would be considered to be defining an element of \( C \) in terms of itself, while in our language it is considered to be determining the \( b \)-attribute of an element of \( C \) in terms of the \( a \)-attribute of the element of \( C \).

Consequently we would like a finer notion of non-recursive programs, which disallows any transformation programs such as the first, which do admit infinite series of unfoldings, but which allows for as many transformation programs that do not admit such infinite sequences of unfoldings as possible.

Note that the notion of a recursive transformation program is a syntactic, rather than a semantic one. Consequently, given a recursive transformation program, it is quite possible that there is an equivalent non-recursive, and therefore normalizable, transformation program. However the problem of determining whether a transformation program is equivalent to some non-recursive transformation program is almost certainly undecidable.
Infinite Unfolding Sequences

Our mechanism for detecting recursive transformation programs works by making use of semi-normal forms and the presence of atoms corresponding to each point at which values are potentially being created. For each atom a record is kept of the last transformation clause to have “touched” that atom during the transformation process. The idea is that, in an infinite series of unfoldings, eventually it will be necessary to do an unfolding on a clause such that every atom involved in the unfolding has already been touched by the clause. When this happens recursion is detected and the transformation program is rejected.

An unfolding sequence for a transformation program $\text{Tr}$ consists of a (possibly infinite) sequence of clauses, $\Xi_0, \Delta_0, \Xi_1, \Delta_1, \ldots, \Xi_i, \Delta_i, \ldots$ and a sequence of unifiers, $U_0, U_1, \ldots, U_i, \ldots$ such that

1. $\Delta_i \in \text{Tr}$ for $i = 0, 1, 2, \ldots$, and
2. $\Xi_{i+1} \in \text{Unfold}(\Xi_i, \Delta_i, U_i)$ for $i = 0, 1, 2, \ldots$.

An unfolding sequence consisting of clauses $\Xi_0, \Delta_0, \Xi_1, \Delta_1, \ldots, \Xi_i, \Delta_i, \ldots$ and unifiers $U_0, U_1, \ldots, U_i, \ldots$ is said to be valid if $\Xi$ is unfoldable on $\Delta_i, U_i$.

A decoration of an unfolding sequence is a sequence of maps, $\delta_0, \delta_1, \ldots, \delta_i, \ldots$, such that

1. $\delta_i : \Phi_i \rightarrow \mathbb{N}$ for $i = 0, 1, 2, \ldots$,
2. $\delta_0(\phi) = 0$ for each $\phi \in \Phi_0$, and
3. $\delta_{i+1}(\phi) = \begin{cases} 
\delta_i(\phi') & \text{if } \phi' \in \Phi_i, \phi = U_i(\phi') \\
\text{and } U_i(\phi') \notin \Phi_i' & i + 1 \\
\text{otherwise} &
\end{cases}
$ for $i = 0, 1, 2, \ldots$.

So the decoration of an unfolding sequence represents the number of the last unfolding involved in generating an atom.

**Proposition 14.7:** Suppose $\Xi_0, \Delta_0, \Xi_1, \Delta_1, \ldots, U_0, U_1, \ldots$ is valid infinite unfolding sequence for $\text{Tr}$. Then there is a $k$ such that, for every $\phi \in \text{Caught}(\Xi_k, \Delta_k, U_k)$ there is an $i \leq \delta_k(\phi)$ such that $\Delta_i = \Delta_k$.

This proposition means that, in an infinite unfolding sequence, eventually we will get to an unfolding where, for each atom being removed by the unfolding, the transformation clause of the unfolding has already been used in generating that atom.

In order to prove this we will first need some additional notation and a lemma.

Suppose $\Xi_0, \Delta_0, \Xi_1, \Delta_1, \ldots$ and $U_0, U_1, \ldots$ form a valid infinite unfolding sequence, and $\Xi_i \equiv (\Psi_i \leftarrow \Phi_i), \Delta_i \equiv (\Psi_i' \leftarrow \Phi_i')$ for $i = 0, 1, \ldots$. For any $i$ and $j > i$, we define the partial
function \( U_i^j : \text{Var}(\Phi_i) \rightsquigarrow \text{Var}(\Psi_j \cup \Phi_j) \) by
\[
U_i^{j+1} = U_i \\
U_i^{j+1} = U_j \circ U_i^j \text{ for } j > i
\]

**Lemma 14.8:** Suppose \( \Xi_0, \Delta_0, \Xi_1, \Delta_1, \ldots \) and \( U_0, U_1, \ldots \) form an infinite unfolding sequence, with \( \Xi_i \equiv (\Psi_i \iff \Phi_i) \) for \( i = 0, 1, \ldots \). Then for each \( i \) there is a \( k > i \) such that, for any \( j \geq k \), if \( \phi \in \Phi_i \) is such that \( U_i^j(\phi) \in \text{Caught}(\Xi_j, \Delta_j, U_j) \) then \( \delta_j(U_i^j(\phi)) \neq \delta_i(\phi) \).

**Proof:** Suppose there is no such \( k \). Then there are infinitely many \( j \)'s, \( j > i \), such that \( U_i^j(\phi) \in \text{Caught}(\Xi_j, \Delta_j, U_j) \) and \( \delta_j(U_i^j(\phi)) = \delta_i(\phi) \) for some \( \phi \in \Phi_i \).

But if \( U_i^j(\phi) \in \text{Caught}(\Xi_j, \Delta_j, U_j) \) then \( U_i^{j+1}(\phi) \notin \Phi_{j+1} \). Hence if \( U_i^j(\phi) \in \text{Caught}(\Xi_i, \Delta_i, U_i) \) for some \( l > j \), then \( \delta_l(U_i^j(\phi)) > j \).

Since \( \Phi_i \) is finite, there can be at most finitely many \( j \)'s such that \( U_i^{j-1}(\phi) \in \text{Caught}(\Xi_j, \Delta_j, U_j) \) and \( \delta_j(U_i^{j-1}(\phi)) = \delta_l(\phi) \) for some \( \phi \in \Phi \). Hence result.

**Proof of proposition 14.7:** Suppose the proposition is not true. Then there is a transformation clause \( \Delta \in \text{Tr} \) such that \( \Delta \) occurs infinitely often in the unfolding sequence, and for any \( i \) such that \( \Delta_i = \Delta \) there is a \( \phi \in \text{Caught}(\Xi_i, \Delta_i, U_i) \) such that, for any \( j < \delta_i(\phi) \Delta_j \neq \Delta \).

Let \( i \) be the first such that \( \Delta_i = \Delta \). Then by lemma 14.8, there is a \( k \) such that for all \( j > k \) and any \( \phi \in \text{Caught}(\Xi_j, \Delta_j, U_j) \), \( \delta_j(\phi) > i \). Then since there are infinitely many occurrences of \( \Delta \) in our unfolding sequence, we can pick \( i \) such that \( i > k \) and \( \Delta_i = \Delta \), contradicting our original hypothesis.

This proposition leads to a fine definition of recursion, for which, as we will see, tests can be built into our normalization algorithm.

**Definition 14.17:** Suppose \( \text{Tr} \) is a transformation program from \( S_{\text{Src}} \) to \( S_{\text{Tgt}} \). Then \( \text{Tr} \) is said to be **recursive** iff there is an unfolding sequence for \( \text{Tr} \), \( \Xi_0, \Delta_0, \ldots, \Xi_k, \Delta_k, U_0, \ldots, U_k \) with decoration \( \delta_0, \ldots, \delta_k \), such that \( \Xi_0 \) is a description clause for \( S_{\text{Tgt}} \), and for any \( \phi \in \text{Caught}(\Xi_k, \Delta_k, U_k) \) there is an \( i \leq \delta_k(\phi) \) with \( \Delta_i = \Delta_k \).

Note that, while a transformation program which admits an infinite sequence of unfoldings, starting from a description clause, must be recursive, it does not follow that any recursive transformation program must admit such a sequence of unfoldings.

The following proposition tells us that a complete, non-recursive transformation program can be unfolded into an equivalent normal form program. Note that the result holds only for programs consisting entirely of transformation clauses. If a transformation program included constraints then the result would not necessarily hold, and would have to be checked for the individual program. Also we require that the underlying base domains are infinite.

**Proposition 14.9:** Given any non-recursive transformation program \( \text{Tr} \) from \( S_{\text{Src}} \) to \( S_{\text{Tgt}} \) containing only transformation clauses, if \( \text{Tr} \) is complete then there is an equivalent transformation
program $Tr'$ such that $Tr'$ is in normal form. Further there is an algorithm which will compute such a $Tr'$ if $Tr$ is complete, or terminate reporting that $Tr$ is not complete otherwise. ■

Such a $Tr'$ can be computed by taking the maximal unfolding sequences of the description clauses for $S_{\text{Tgt}}$ with clauses from $Tr$.

We will give the proof for the case when $S_{\text{Tgt}}$ is a simply-keyed, non-nested schema as described in section 14.5.

The proof uses an adaption of standard techniques such as Herbrand universes and models. However it is quite long and will proceed in a series of stages which will comprise the remainder of this section, and will require a number of intermediary definitions. In order to simplify the presentation we will take some notational liberties, particularly concerning the distinctions between the values of an instance, syntactic terms and the terms of the algebra which form a Herbrand universe. We will also assume an implicit ordering on the set of all variables, so that the variables of a particular clause or set of atoms will be considered to form an ordered sequence or tuple rather than a set.

**Herbrand Universes and Models**

We will assume a source schema $S_{\text{Src}}$, a target schema $S_{\text{Tgt}}$ with classes $C_{\text{Src}}$ and $C_{\text{Tgt}}$ respectively, and a non-recursive transformation program $Tr$.

For each transformation clause $\Delta \in Tr$, $\Delta \equiv (\Phi \iff \Psi)$, and every variable $Y \in \text{Var}(\Phi) \setminus \text{Var}(\Psi)$, we assume a function symbol $f^Y_\Delta$. If $\text{Var}(\Psi) = X_1, \ldots, X_k$, where $\Delta \vdash X_i : \tau_i$ for $i = 1, \ldots, k$, and $\Delta \vdash Y : \tau$, then we say that $f^Y_\Delta$ has domain type $(\tau_1, \ldots, \tau_k)$ and range type $\tau$, and will use the notation $f^Y_\Delta : (\tau_1, \ldots, \tau_k) \to \tau$.

**Definition 14.18:** A **Herbrand universe** or **H-universe** is a family of sets $H(\tau)$, $\tau \in \text{Types}(C)$ such that, if $u_i \in H(\tau_i)$ for $i = 1, \ldots, k$, and $f^Y_\Delta : (\tau_1, \ldots, \tau_k) \to \tau$, then $f^Y_\Delta(u_1, \ldots, u_k) \in H(\tau)$.

We will also sometimes overload notation and write $H$ for the set $\bigcup_{\tau \in \text{Types}(C)} H(\tau)$.

We define $\text{Symb}$ to be the set

$$\text{Symb} \equiv \{!, \hat{\,} \} \cup \{\text{Mk}^C|C \in \mathcal{C}\} \cup \{\pi_a|a \in \mathcal{A}\} \cup \{\text{ins}_a|a \in \mathcal{A}\}$$

We also assume a set of constant symbols $\text{Const}$ which include a symbol $c^\mathcal{B}$ corresponding to each element $c$ of the domain of base type $\mathcal{B}$.

An **H-model**, $(M, A)$, over an H-universe $\mathcal{H}$ consists of a family of sets $M(\tau) \subseteq \mathcal{H}(\tau)$, $\tau \in \text{Types}$, and a set $A$ where

$$A \subseteq (M \times \text{Symb} \times M) \cup (M \times \text{Const})$$

(where $M$ denotes $\bigcup_{\tau \in \text{Types}(\mathcal{C})} M(\tau)$), and, in addition, $M$ and $A$ satisfy the following conditions:

1. If $f^Y_\Delta(u_1, \ldots, u_n) \in M$ then $u_i \in M$ for $i = 1, \ldots, n$, etc.
2. If \((u, \pi_{a_i}, v) \in A\) then \(u \in M((a_1 : \tau_1, \ldots, a_k : \tau_k))\) and \(v \in M(\tau_i)\) for some type \((a_1 : \tau_1, \ldots, a_k : \tau_k) \in \text{Types}(C)\).

3. If \((u, \text{ins}_{a_i}, v) \in A\) then \(v \in M((a_1 : \tau_1, \ldots, a_k : \tau_k))\) and \(v \in M(\tau_i)\) for some type \((a_1 : \tau_1, \ldots, a_k : \tau_k) \in \text{Types}(C)\).

4. If \((u, !, v) \in A\) then \(u \in M(\tau^C)\) and \(v \in M(C)\) for some \(C \in \mathcal{C}\).

5. If \((u, \text{Mk}_C, v) \in A\) then \(u \in M(C)\) and \(v \in M(\kappa^C)\).

6. If \((u, \hat{c}, v) \in A\) then \(u \in M(\tau)\) and \(v \in M(\{\tau\})\) for some type \(\tau\).

7. If \((u, \epsilon^C) \in A\) then \(u \in M(\emptyset)\).

So H-universes and H-models provide us with a means of representing the syntactic atoms and objects implied by a transformation program. In order to make use of them we will first have to construct an H-model representing precisely the values and objects of a source database instance, and an H-universe representing the objects that can potentially be built out of that instance. To do this we must first extract the values occurring in an instance.

Suppose \(\mathcal{I} = (\sigma^C, \mathcal{V}^C)\) is an instance. We define the family of sets \(\text{Vals}_\mathcal{I}(\tau) \subseteq [\tau]\mathcal{I}, \tau \in \text{Types}(C)\), to be the smallest sets such that

1. \(\text{Vals}_\mathcal{I}(C) = \sigma^C\) for each \(C \in \mathcal{C}\);

2. if \(u \in \text{Vals}_\mathcal{I}(C)\) for some \(C \in \mathcal{C}\), then \(\mathcal{V}^C(u) \in \text{Vals}_\mathcal{I}(\tau^C)\);

3. if \(u \in \text{Vals}_\mathcal{I}((a_1 : \tau_1, \ldots, a_k : \tau_k))\) for some record type \((a_1 : \tau_1, \ldots, a_k : \tau_k)\), then \(u(a_i) \in \text{Vals}_\mathcal{I}(\tau_i)\) for \(i = 1, \ldots, k\);

4. if \((a_i, u) \in \text{Vals}_\mathcal{I}((a_1 : \tau_1, \ldots, a_k : \tau_k))\) for some variant type \((a_1 : \tau_1, \ldots, a_k : \tau_k)\), then \(u \in \text{Vals}_\mathcal{I}(\tau_i)\); and

5. if \(u \in \text{Vals}_\mathcal{I}(\{\tau\})\) for some type \(\tau\), and \(v \in u\) then \(v \in \text{Vals}_\mathcal{I}(\tau)\).

Given an instance \(\mathcal{I}\) we let \(\mathcal{H}(\mathcal{I})\) denote the smallest H-universe such that \(\text{Vals}_\mathcal{I}(\tau) \subseteq \mathcal{H}(\tau)\) for every type \(\tau\).

We define \(\text{Mod}(\mathcal{I})\) to be the smallest H-model over \(\mathcal{H}(\mathcal{I}), (M, A)\), such that

1. \(\text{Vals}_\mathcal{I}(\tau) \subseteq M(\tau)\) for every type \(\tau\);

2. if \(u \in \sigma^C\) and \(v = \mathcal{V}^C(u)\) then \((v, !, u) \in A\);

3. if \(u \in \sigma^C\) and \(v = \kappa^C(u)\) then \((u, \text{Mk}_C, v) \in A\);

4. if \(u \in \text{Vals}_\mathcal{I}((a_1 : \tau_1, \ldots, a_k : \tau_k))\) and \(v = u(a_i)\) then \((v, \pi_{a_i}, u) \in A\);
5. if \( u \in \text{Vals}_I(\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle) \) and \( u = (a_i, v) \) then \( (u, \text{ins}_{a_i}, v) \in A \); and

6. if \( u \in \text{Vals}_I(\{t\}) \) and \( v \in u \) then \((v, \hat{v}, u) \in A \); and

7. if \( c \in \text{Vals}_I(b) \) then \((c, \hat{c}) \in A \).

An interpretation of an H-model \((M, A)\) in an instance \(I\) is a family of mappings \(I_\tau : M(\tau) \to \text{Vals}_I(\tau)\) such that

1. if \( u \in M(C) \) and \((v, !, u) \in A\) then \( I_{\tau_C}(v) = \tau_C(I_C(u)) \);

2. if \( u \in M(C) \) and \((u, \text{Mk}_C, v) \in A\) then \( I_{\tau_C}(v) = \text{K}_C(I_C(u)) \);

3. if \( u \in M((a_1 : \tau_1, \ldots, a_k : \tau_k)) \) and \((v, \pi_{a_i}, u) \in A\) then \( I_{\tau_i}(v) = (I_{(a_1:\tau_1,\ldots,a_k:\tau_k)}(u))(a_i) \);

4. if \( u \in M(\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle) \) and \((u, \text{ins}_{a_i}, v) \in A\) then \( I_{\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle}(u) = (a_i, I_{\tau_i}(v)) \);

5. if \( u \in M(\{\tau\}) \) and \((v, \hat{v}, u) \in A\) then \( I_{\tau}(v) \in I_{\{\tau\}}(u) \); and

6. if \((u, \hat{c}) \in A\) then \( I_b(u) = c \).

Interpretations provide a means of connecting H-models to the instances they represent.

Note that, for any instance \(I\), there is a unique interpretation \(I\) of the H-model \(\text{Mod}(I)\) in \(I\) such that \(I_\tau(u) = u\) for each \(u \in \text{Vals}_I(\tau)\).

**Skolemization of Clauses**

We introduce the process of Skolemization in order to remove existential variables from our clauses and replace them with applications of Skolem functions. The way in which these functions are applied within a term will show how the term was created and the object it represents arose.

First we must extend definition 13.1 to include terms build using Skolem functions:

\[
P ::= \ldots \mid f^Y_\Delta(P_1, \ldots, P_k)
\]

and add the following typing rule to definition 13.2:

\[
\frac{\Gamma \vdash P_1 : \tau_1 \ldots \Gamma \vdash P_k : \tau_k}{\Gamma \vdash f^Y_\Delta(P_1, \ldots, P_k) : \tau} \quad \text{where } f^Y_\Delta : (\tau_1, \ldots, \tau_k) \to \tau
\]

Suppose \(\Delta \in \text{Tr}\) is a transformation clause, \(\Delta \equiv (\Phi \iff \Psi)\), and \(\text{Var}(\Psi) = X_1, \ldots, X_k\). For any term \(P\) occurring in \(\Delta\) we define \(\hat{P}\) to be the term formed by replacing any occurrence of a variable \(Y \in \text{Var}(\Phi) \setminus \text{Var}(\Psi)\) in \(P\) with the term \(f^Y_\Delta(X_1, \ldots, X_k)\).
We define $\hat{\Delta}$ to be the clause formed by replacing every term $P$ occurring in $\Delta$, such that $P$ does not occur within some larger term, with $\hat{P}$. Consequently $\hat{\Delta}$ contains no existential variables.

We say a clause $\Delta$ is Skolemized if it contains no existential variables, though it may contain universal variables and applications of Skolem functions. We say a term $P$ occurring in $\Delta$ is a variable term iff either $P \equiv X$ for some variable $X$, or $P \equiv f^X_\Delta(Q_1, \ldots, Q_k)$ where $Q_1, \ldots, Q_k$ are variable terms.

**Generating H-models from Transformation Programs and Instances**

Next we need to define how we can apply such Skolemized clauses to an H-model.

Suppose $(M, A)$ is an H-model. We define $Eq(A)$ to be the smallest equivalence relation on $M$ such that

1. if $(u, c) \in A$ and $(v, c) \in A$ for some $c \in$ Const, then $(u, v) \in Eq(A)$;
2. if $(u, v) \in Eq(A)$ and $(u', \pi_a, u) \in A$ and $(v', \pi_a, v) \in A$ then $(u', v') \in Eq(A)$;
3. if $u, v \in M((a_1 : \tau_1, \ldots, a_k : \tau_k))$ and there exist $u_1, \ldots, u_k$ and $v_1, \ldots, v_k$ such that $(u_i, \pi_{a_i}, u) \in A$ and $(v_i, \pi_{a_i}, v) \in A$ and $(u_i, v_i) \in Eq(A)$ for $i = 1, \ldots, k$, then $(u, v) \in Eq(A)$;
4. if $(u', ins_{\xi}, u) \in A$ and $(v', ins_{\xi}, v) \in A$ then $(u', v') \in Eq(A)$ iff $(u, v) \in Eq(A)$;
5. if $(u', MkC, u) \in A$ and $(v', MkC, v) \in A$ then $(u', v') \in Eq(A)$ iff $(u, v) \in Eq(A)$; and
6. if $(u', !, u) \in A$ and $(v', !, v) \in A$ and $(u, v) \in Eq(A)$ then $(u', v') \in Eq(A)$.

**Lemma 14.10:** If $(M, A)$ is an H-model, $I$ and interpretation of $(M, A)$ in some instance $I$, and $u, v \in M(\tau)$ are such that $(u, v) \in Eq(A)$, then $I_r(u) = I_r(v)$.

**Proof:** Follows by induction on the definition of $Eq(A)$.

Suppose $\Delta \equiv (\Phi \iff \Psi)$ is a transformation clause with $\text{Var}(\Psi) = X_1, \ldots, X_k$ and $\Delta \vdash X_i : \tau_i$ for $i = 1, \ldots, k$. An **H-environment** for $\Delta$ in an H-model $(M, A)$ is a tuple $(u_1, \ldots, u_k)$ such that $u_i \in M(\tau_i)$ for $i = 1, \ldots, k$.

If $P$ is a variable term occurring in a Skolemized clause $\Delta$ such that $\Delta \vdash P : \tau$, and $\xi$ is an H-environment for $\Delta$, say $\xi = (u_1, \ldots, u_k)$, then we define $\xi(P) \in H(\tau)$ by

1. if $P \equiv X_i$ then $\xi(P) \equiv u_i$; and
2. if $P \equiv f^Y_\Delta(Q_1, \ldots, Q_k)$ then $\xi(P) \equiv f^Y_\Delta(\xi(Q_1), \ldots, \xi(Q_k))$.

Suppose $(M, A)$ is an H-model and $\xi$ an H-environment for a clause $\Delta$. $(M, A)$ and $\xi$ are said to satisfy an atom $\psi$ occurring in $\Delta$ iff
1. \( \psi \equiv (P \vdash !Q) \) and there exist \( u, v \in M \) such that \( (u, \xi(P)) \in Eq(A) \) and \( (v, \xi(Q)) \in Eq(A) \) and \( (u, !, v) \in A; \) or

2. \( \psi \equiv (P \vdash Mk^C Q) \) and there exist \( u, v \in M \) such that \( (u, \xi(P)) \in Eq(A) \) and \( (v, \xi(Q)) \in Eq(A) \) and \( (u, Mk^C, v) \in A; \) or

3. \( \psi \equiv (P \vdash \pi_a Q) \) and there exist \( u, v \in M \) such that \( (u, \xi(P)) \in Eq(A) \) and \( (v, \xi(Q)) \in Eq(A) \) and \( (u, \pi_a, v) \in A; \) or

4. \( \psi \equiv (P \vdash ins_a Q) \) and there exist \( u, v \in M \) such that \( (u, \xi(P)) \in Eq(A) \) and \( (v, \xi(Q)) \in Eq(A) \) and \( (u, ins_a, v) \in A; \) or

5. \( \psi \equiv (P \vdash \check{c}_a Q) \) and there exist \( u \in M \) such that \( (u, \xi(P)) \in Eq(A) \) and \( (u, \check{c}_a) \in A; \) or

6. \( \psi \equiv (P \vdash \check{c}_a Q) \) and there do not exist \( u, v \in M \) such that \( (\xi(P), u) \in Eq(A), (\xi(Q), v) \in Eq(A) \) and \( (u, \check{c}, v) \in A. \)

If \( \xi \) is an H-environment for a clause \( \Delta \) and \( \psi \) is a positive snf atom occurring in \( \Delta \), then we define \( \xi(\psi) \) by

1. if \( \psi \equiv (P \vdash !Q) \) then \( \xi(\psi) \equiv (\xi(P), !, \xi(Q)); \) and

2. if \( \psi \equiv (P \vdash Mk^C Q) \) then \( \xi(\psi) \equiv (\xi(P), Mk^C, \xi(Q)); \) and

3. if \( \psi \equiv (P \vdash \pi_a Q) \) then \( \xi(\psi) \equiv (\xi(P), \pi_a, \xi(Q)); \) and

4. if \( \psi \equiv (P \vdash ins_a Q) \) then \( \xi(\psi) \equiv (\xi(P), ins_a, \xi(Q)); \) and

5. if \( \psi \equiv (P \vdash \check{c}_a Q) \) then \( \xi(\psi) \equiv (\xi(P), \check{c}, \xi(Q)); \) and

6. if \( \psi \equiv (P \vdash \check{c}_a Q) \) then \( \xi(\psi) \equiv (\xi(P), \check{c}_a). \)

Given a transformation program \( Tr \) and an H-model \( (M, A) \) for \( Tr \), we define \( Tr(M, A) \) to be the smallest H-model \( (M', A') \) such that

1. For each type \( \tau \), \( M(\tau) \subseteq M'(\tau); \) and

2. \( A \subseteq A'; \) and

3. for any transformation clause \( \Delta \in Tr, \Delta \equiv (\Phi \iff \Psi), \) and H-environment \( \xi \) for \( \Delta \), if \( \xi \) and \( (M, A) \) satisfy \( \psi \) for each \( \psi \in \Psi \), then \( \xi(\phi) \in A' \) for each \( \phi \in \Phi. \)
Given an instance $I_{\text{Src}}$ of $S_{\text{Src}}$ we can now form a series of H-models, $(M^i, A^i)$, $i \in \mathbb{N}$, defined by

$$(M^0, A^0) \equiv \text{Mod}(I_{\text{Src}})$$
$$(M^{i+1}, A^{i+1}) \equiv \text{Tr}(M^i, A^i)$$

We can also define the H-model $(M^\infty, A^\infty)$ such that $M^\infty(\tau) = \bigcup_{i=0}^{\infty} M^i(\tau)$ for each type $\tau$, and $A^\infty = \bigcup_{i=0}^{\infty} A^i$. It is easy to check that $(M^\infty, A^\infty)$ is indeed an H-model.

Lemma 14.11: Suppose $I_{\text{Src}}$ is an instance of $S_{\text{Src}}$, $(M^\infty, A^\infty)$ is the H-model built from $I_{\text{Src}}$ as described above, and $I_{\text{Tgt}}$ is a Tr-transformation of $I_{\text{Src}}$: that is $I_{\text{Tgt}}$ is an instance of $S_{\text{Tgt}}$ such that the instance $I = I_{\text{Src}} \cup I_{\text{Tgt}}$ satisfies each clause in Tr. Then there is a unique interpretation $I$ of $(M^\infty, A^\infty)$ in $I$ such that $I(u) = u$ for all $u \in \text{Val}_\text{Src}(r)$.

Proof: We show that, for every $i \in \mathbb{N}$, there is a unique interpretation $I^i$ of $(M^i, A^i)$ in $I$ satisfying these properties.

We already have this result for $(M^0, A^0)$. Suppose we have such an $I^i$ for $(M^i, A^i)$. For each $u \in M^{i+1}(\tau)$ if $u \in M^i(\tau)$ then we must have $I^i_{\tau}(u) = I^i_{\tau}(u)$ by uniqueness of $I^i$ since $I^{i+1}$ restricted to $M^i$ is an interpretation from $(M^i, A^i)$ to $I$.

Suppose $u \in M^{i+1}(t) \setminus M^i(\tau)$. Then there is a transformation clause $\Delta \equiv (\Phi \Leftarrow \Psi)$ in Tr and an H-environment $\xi$ for $\Delta$ in $(M^i, A^i)$ such that $\xi$ satisfies each atom $\psi \in \Psi$ and there is a variable $Y$ occurring in $\text{Var}(\Phi) \setminus \text{Var}(\Psi)$ such that $\xi(\hat{Y}) = u$. Further $\xi(\hat{\phi}) \in A^{i+1}$ for each $\phi \in \Phi$.

Consider the $I$-environment $\rho$ with $\text{dom}(\rho) = \text{Var}(\Psi)$ defined by $\rho(X) \equiv I^i_{\tau}(\xi(X))$ for $X \in \text{Var}(\Psi)$ where $\Delta \vdash X : \tau$. Since $I^i$ is an interpretation of $(M^i, A^i)$ in $I$ we have $[\psi]I^i\rho = T$ for each $\psi \in \Psi$. Hence there is a unique extension of $\rho$ to $\text{Var}(\Phi) \cup \text{Var}(\Psi)$, $\rho'$ say, such that $[\phi]I^i\rho' = T$ for all $\psi \in \Psi$. Then we can define $I^{i+1}(u) \equiv \rho'(Y)$.

It is clear that $I^{i+1}$ is an interpretation of $(M^{i+1}, A^{i+1})$ in $I$. Finally we can define $I$ by $I(u) \equiv I^i_{\tau}(u)$ where $u \in M^i$.

Lemma 14.12: Suppose that $I_{\text{Src}}$ is an instance of $S_{\text{Src}}$ and $I_{\text{Tgt}}$ an instance of $S_{\text{Tgt}}$, and $I$ is an interpretation of $(M^\infty, A^\infty)$ in $I$ ($I = I_{\text{Src}} \cup I_{\text{Tgt}}$), such that for any transformation clause $\Delta \in \text{Tr}$, $\Delta \equiv (\Phi \Leftarrow \Psi)$, and $I$-environment $\rho$, if $[\Phi]I\rho = T$ then there exists an H-environment for $\Delta$ in $(M^\infty, A^\infty)$, $\xi$, such that $I(\xi(X)) = \rho(X)$ for each $X \in \text{Var}(\Phi)$, $\xi$ satisfies each atom $\phi \in \Phi$. Then $I_{\text{Tgt}}$ is a Tr-transformation of $I_{\text{Src}}$.

Proof: Suppose $I_{\text{Tgt}}$ is an instance and $I$ an interpretation, as described in the lemma. Suppose $\Delta \equiv (\Psi \Leftarrow \Phi)$ is a transformation clause and $\rho$ an environment such that $[\Phi]I\rho = T$. Suppose $\text{Var}(\Phi) = X_1, \ldots, X_k$, and $\xi = (u_1, \ldots, u_k)$ is an H-environment such that $I(u_i) = \rho(X_i)$ for $i = 1, \ldots, k$, and $\xi$ satisfies $\phi$ for each $\phi \in \Phi$. Then $\xi(\psi) \in A^\infty$ for each $\psi \in \Psi$. Hence if we take $\rho'$ to be the extension of $\rho$ given by $\rho'(Y) = I(f^\xi_{\tau}(u_1, \ldots, u_k))$ for $Y \in \text{Var}(\Psi) \setminus \text{Var}(\Phi)$, then $[\psi]I\rho' = T$ for each $\psi \in \Psi$. Hence $I$ satisfies $\Delta$. 

\[\text{PART III. THE WOL LANGUAGE}\]
Complete H-Models

An H-model, $(M, A)$ is said to be complete iff

1. if $u \in M((a_1 : \tau_1, \ldots, a_k : \tau_k))$ then for each $i \in 1, \ldots, k$ there exists a $v \in M(\tau_i)$ such that $(v, \pi_{a_i}, u) \in A$; and
2. if $u \in M(\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle)$ then for some $i \in 1, \ldots, k$ there is a $v \in M(\tau_i)$ such that $(u, ins_{a_i}, v) \in A$; and
3. if $u \in M(C)$ then there is a $v \in M(\kappa^C)$ such that $(u, Mk^C, v) \in A$, and there is a $v' \in M(\tau^C)$ such that $(v, !, u) \in A$; and
4. if $u \in M(b)$ for some base type $b$, then there exists a $c^b \in Consts$ such that $(u, c^b) \in A$.

**Lemma 14.13:** If $(M, A)$ is a complete H-model and $I$ is an interpretation of $(M, A)$ in an instance $I$, then for any $u, v \in M(\tau)$, if $I'(u) = I'(v)$ then $(u, v) \in Eq(A)$. $\blacksquare$

**Proof:** Follows by induction on types and paths in the key-type dependency graph. $\blacksquare$

**Lemma 14.14:** If $Tr$ is a complete transformation program then the H-model $(M^\infty, A^\infty)$ formed as described above is complete.

**Proof:** It is enough to show that, if $(M^\infty, A^\infty)$ is not complete, and $I_{Tgt}$ is a target instance such that $I = I_{Src} \cup I_{Tgt}$ is a minimal instance satisfying $Tr$, then there is another instance $I'$ such that $I' = I_{Src} \cup I'_{Tgt}$ also satisfies $Tr$ and $I'$ is not isomorphic to $I$.

Since $(M^\infty, A^\infty)$ is not complete, we can pick an $u \in M^\infty$ such that one of the following conditions holds:

1. $u \in M^\infty(a_1 : \tau_1, \ldots, a_k : \tau_k)$ and for some $i \in 1, \ldots, k$ there is no $v \in M^\infty(\tau_k)$ such that $(v, \pi_{a_i}, u) \in A^\infty$; or
2. $u \in M^\infty(\langle a_1 : \tau_1, \ldots, a_k : \tau_k \rangle)$ and there is no $i \in 1, \ldots, k$ and $v \in M^\infty(\tau_i)$ such that $(u, ins_{a_i}, v) \in A^\infty$; or
3. $u \in M^\infty(b)$ and there is no $c^b \in Consts$ such that $(u, c^b) \in A^\infty$.

Suppose $I$ is the unique interpretation of $(M^\infty, A^\infty)$ in $I$ described in lemma 14.11. Then we can form $I'$ by replacing some base value occurring in $I(u)$ (or $I(u)$ itself if $u \in M^\infty(b)$) with a new base value not occurring in $I$ or in any of the clauses in $Tr$. $\blacksquare$

**Lemma 14.15:** Suppose $(M^\infty, A^\infty)$ is a complete H-model for $Tr$, $I_{Tgt}$ is an instance of $S_{Tgt}$, and $I$ an interpretation of $(M^\infty, A^\infty)$ in $I$, such that, for each type $\tau$, and for each $u \in \text{Vals}_I(\tau)$ there is a $v \in M(\tau)$ with $I'(v) = u$, and for each $u \in \text{Vals}_I(\{\tau\})$ and $v \in u$ there is a
Suppose \( \phi \) follows from lemma 14.10 that \( \rho \) in \( (\cdot) \) and an \( \text{Tr} \) program formed by unfolding \( \text{Tr} \) and \( h \text{mod} \) combine to prove that a \( \text{Tr} \) satisfying the conditions of this lemma is a unique (up to isomorphism) minimal model satisfying \( (\cdot) \). We must first extend our definition of unifiers (definition 14.14) and unfoldings to deal with Skolemized clauses.

Lemma 14.16: For any \( q \in A^\infty \) either \( q \in A^0 \) or there is an unfolding sequence \( \varepsilon_0, \Delta_1, \varepsilon_1, \ldots, \Delta_N, \varepsilon_N, \) and \( U_1, \ldots, U_N, \) where \( \varepsilon_N \equiv (\Psi \iff \Phi), \) such that \( \varepsilon_0 \in \text{Tr}, \Delta_i \in \text{Tr} \) for \( i = 1, \ldots, N, \) and an \( \text{I}_{\text{Src}} \)-environment \( \rho, \) such that \( [\Phi]_{\text{I}_{\text{Src}}} \rho = T, \) and \( s = \xi(\psi) \) for some \( \psi \in \Psi, \) where
Var(Φ) = X₁, . . . , Xₖ and ξ is the H-environment (ρ(X₁), . . . , ρ(Xₖ)).

**Proof:** We will show by induction on i that, for each q ∈ Aᵢ there is an unfolding sequence as described in the lemma. For i = 0 the result is trivial.

Suppose i ≥ 0 and we have the result for i, and that q ∈ Aᵢ₊₁ \ Aᵢ. Then there is a transformation clause Ξ ∈ Tr, Ξ ≡ (ψ ⇐ Φ), and an H-environment ξ for (Mᵢ, Aᵢ) such that ξ satisfies each φ ∈ Φ, and s = ξ(ψ) for some ψ ∈ Ψ.

We need to show that, for any atom φ and H-environment ξ such that ξ satisfies φ in (Mᵢ, Aᵢ), there is a finite unfolding sequence which generates ξ(φ). We will show this for the case where φ ≡ (Xᵢ=ξ). The other cases are identical in principle (though slightly more complicated to present because of involving two variables).

Suppose ξ = (u₁, . . . , uₖ), φ ≡ (Xᵢ=ξ) and ξ satisfies φ in (Mᵢ, Aᵢ). Then there is a v ∈ Mᵢ(h) such that (v, uᵢ) ∈ Eq(Aⁱ) and (v, ξ) ∈ Φ. Hence there is a finite set A’ ⊆ Aⁱ such that (v, uᵢ) ∈ Eq(A’). Assume A’ is a minimal such set, and let A’ = A’ \ A⁰. Suppose A” = {q₁, . . . , qᵢ}. Then for j = 1, . . . , k there exist unfolding sequences ξ₀, ξ₁, . . . , ξₙ, and ξᵢ, . . . , ξₙ, and an H-environment ξᵢ such that ξᵢ ≡ (Ψᵢ ⇐ Φᵢ) and, for each φ’ ∈ Φ’, ξᵢ satisfies φ’ in (M⁰, A⁰) and ξ’(ψ) = (v, ξ”) for some ψ’ ∈ Ψ’.

Hence we can form an unfolding sequence with clauses ξ₀, Δ₁, . . . , Δₙ, ξ’, ξ_₀, Θ₀, Θ₁, . . . , Δₙ, Θ₁, . . . , Δₙ, Θ₀, and unifiers Υ₁, Υ₂, . . . , Υₙ, Υₙ, . . . , Υₙ, and an H-environment ξ” such that, if Θᵢ ≡ (Ψᵢ ⇐ Φᵢ) then ξ” satisfies φ” in (M⁰, A⁰) for each φ” ∈ Φ”.

Also there is an unfolding sequence, ξ₀, Δ₁, . . . , Δₙ, ξ’, and unifiers Υ₁, . . . , Υₙ, and an H-environment ξ’ such that ξ’ ≡ (Ψ’ ⇐ Φ’) and, for each φ’ ∈ Φ’, ξ’ satisfies φ’ in (M⁰, A⁰) and ξ’(ψ) = (v, ξ”) for some ψ’ ∈ Ψ’.

Returning to our original clause Ξ ≡ (Ψ ⇐ Φ), suppose Φ = {φ₁, . . . , φₙ}. Then, using an argument similar to above, for each φᵢ we can find an unfolding sequence with clauses ξ₀, Δ₁, . . . , Δₙ, ξ’ and unifiers Υ₁, . . . , Υₙ such that ξ₀ ∈ Tr and Δᵢ ∈ Tr for i = 1, . . . , n, and there is an H-environment ξ’ such that, if Ξ’ ≡ (Ψ’ ⇐ Φ’), then ξ’ satisfies φ’ in (M⁰, A⁰) for each φ’ ∈ Φ’.

Finally we must show that, for each q ∈ A∞ \ A⁰ there is an unfolding from a description clause which generates q.

If q ∈ A∞ \ A⁰ then there is a clause Δ ∈ Tr, Δ ≡ (Ψ ⇐ Φ), and an H-environment ξ such that ξ and (M∞, A∞) satisfy each φ ∈ Φ and ξ(ψ) = q for some ψ ∈ Ψ. Let Θ be a minimal set of atoms such that, if P is a variable term in ψ and Δ ⊢ P : (C, µ) then Nav(P, C, µ) ⊆ Θ and Θ ≡ Θ. 

is a description clause. Then since \((M^\infty, A^\infty)\) is complete, we can find an H-environment \(\xi'\) such that \(\xi'(\theta) \in A^\infty\) for each \(\theta \in \Theta\) and \(\xi'(\theta') = \xi(\psi)\) for some \(\theta' \in \Theta\). Hence, for each \(\theta \in \Theta\), we can find an unfolding sequence and H-environment that generates \(\xi'(\theta)\) from \((M^0, A^0)\). Using the techniques of the proof of lemma 14.16, we can combine these unfolding sequences to get a sequence starting with \(\Theta \leftarrow \Theta\) and ending in a normal-form clause (that is with only source terms in the body), which generates \(q\).

This concludes our proof of proposition 14.9.

15 Transformations of Alternative Collection Types

The type system we defined in 7.1 supports set types as well as variants, records and class types. However many data-models support other kinds of collection types, in particular bags, in which elements have multiplicity, and lists, in which elements have both multiplicity and order. Sets, bags and lists, and possibly other kinds of collection type, may be viewed as being based around the same or similar constructors, but with differing semantics. This idea is exemplified in [10] where programming languages based on structural induction are introduced for these three collection types.

Consequently the question arises as to how we can adapt the language WOL, and the associated programming techniques, for defining transformations between databases involving bags and lists. We will concentrate on solving this problem for lists, since a solution for lists can then be generalized for bags (and, in fact, sets) via the appropriate coercions.

The problem is that WOL is a declarative language, in which there is no implicit concept of order of evaluation or assignment. The traditional presentation of lists involves the constructors \(\text{cons}\) and \(\text{nil}\), and lists are built using ordered sequences of applications of these constructors. As it stands, WOL uses a single predicate \(\in\) in order to indicate inclusion in a collection type, but does not have any means of indicating the order or multiplicity of elements in a collection. The \(\text{cons}, \text{nil}\) presentation of lists is not suitable for inclusion in WOL because it requires some kind of recursion in order to construct lists or arbitrary length.

For example suppose we have a target class \(\text{Person}\), with associated type \(\tau_{\text{Person}} \equiv (\text{name} : \text{str}, \text{children} : [\text{Person}])\). Here \([\tau]\) is used the type of lists of type \(\tau\). Suppose our source contains a table \(\text{Parents}\) of type \([((\text{pname} : \text{str}, \text{cname} : \text{str})]\). We could write a clause

\[
X = \text{Mk}_{\text{Person}}(N), \ X.\text{name} = N, \ \text{Mk}_{\text{Person}}(C) \in X.\text{children} \\
\leftarrow \ P \in \text{Parents}, \ P.\text{pname} = N, \ P.\text{cname} = C
\]

Then we would like to have the order of the list of children of a particular person in the \(\text{Person}\) class coincide with the order of the corresponding children in the \(\text{Parents}\) table. So if our \(\text{Parents}\) list was
Parents ≡ [(pname = “Susan”, cname = “Jeremy”),
             (pname = “Susan”, cname = “Chris”),
             (pname = “Val”, cname = “Alexander”),
             (pname = “Val”, cname = “Nicholas”),
             (pname = “Carl”, cname = “George”),
             (pname = “Victor”, cname = “Athalia”),
             (pname = “Victor”, cname = “Mirit”)]

then we would like our class Person to have objects

σ^{Person} ≡ {Susan, Jeremy, Chris, Val, Alexander, Nicholas, Carl, George, Victor, Athalia, Mirit}

with associated values

\begin{align*}
\nu^{Person}(Susan) &= (name = “Susan”, children = [Jeremy, Chris]) \\
\nu^{Person}(Val) &= (name = “Val”, children = [Alexander, Nicholas]) \\
\nu^{Person}(Carl) &= (name = “Carl”, children = [George]) \\
\nu^{Person}(Victor) &= (name = “Victor”, children = [Athalia, Mirit]) \\
\nu^{Person}(Jeremy) &= (name = “Jeremy”, children = []) \\
\nu^{Person}(Chris) &= (name = “Chris”, children = []) \\
\nu^{Person}(Alexander) &= (name = “Alexander”, children = []) \\
\nu^{Person}(Nicholas) &= (name = “Nicholas”, children = []) \\
\nu^{Person}(George) &= (name = “George”, children = []) \\
\nu^{Person}(Athalia) &= (name = “Athalia”, children = []) \\
\nu^{Person}(Mirit) &= (name = “Mirit”, children = [])
\end{align*}

15.1 An alternative representation for lists

Since we are avoiding recursion and the cons, nil presentation of lists in our language, we will present an alternative construction for lists which relies on the idea of assigning a precedence to each element of a list, representing its position.

We will assume a linearly ordered set (L, <). The particular linear order we choose does not matter here, though later we’ll be settling on the set of strings of natural numbers ordered lexicographically.

Definition 15.1: Suppose D is some set. A list over domain D is a partial function l : L → D such that l has a finite domain.
If \( i \in L \) and \( l(i) = p \) then we say \( p \) is in \( l \) with precedence \( i \). The idea is that, if \( p \) and \( q \) occur in \( l \) with precedences \( i \) and \( j \) respectively, and \( i < j \), then \( p \) occurs in the list \( l \) before \( q \).

We define the relation \( \approx \) on lists to be such that \( l \approx l' \) iff there is a bijective function \( f : \text{dom}(l) \to \text{dom}(l') \) such that if \( i, j \in \text{dom}(l) \), \( i < j \), then \( f(i) < f(j) \), and for every \( i \in \text{dom}(l) \), \( l(i) = l'(f(i)) \). Note that the relation \( \approx \) is an equivalence on lists.

We will consider two lists, \( l \) and \( l' \), to be equal if \( l \approx l' \).

For example, if we take \((L, <)\) to be the natural numbers with their normal ordering, we could represent the list \[ “a”, “b”, “c” \] as \((1 \mapsto “a”, 2 \mapsto “b”, 3 \mapsto “c”)\), or, equally well, as \((36 \mapsto “a”, 54 \mapsto “b”, 63 \mapsto “c”)\), and so on.

### 15.2 Assigning precedence to list elements

Given our new representation of lists, the problem is now to find a way assign precedences to elements of a list in a target database, based on the precedences of elements of lists in the source database.

We will adopt the same typing rules for terms and atoms involving list types as those given for set types in definitions 13.2 and 13.4.

We will expand the definition of the semantic operator on types (definition 7.2) with

\[
\llbracket [\tau] \rrbracket_{\sigma^C} \equiv (L \xrightarrow{\sim} \llbracket [\tau] \rrbracket_{\sigma^C})
\]

However we will change the definition of the semantic operator on atoms from that in definition 13.10, so that \( \llbracket \cdot \rrbracket : \text{Atoms}^S \to \text{Env}(\mathcal{I}) \to (\{T, F\} \cup P_{\text{fin}}(L)) \) and

\[
\llbracket P \in Q \rrbracket_{I\rho} \equiv \begin{cases} F & \text{if } [P]_{I\rho} \neq ([Q]_{I\rho})(i) \\ \{n \mid ([Q]_{I\rho})(n) = [P]_{I\rho}\} & \text{for all } i \in \text{dom}([Q]_{I\rho}) \\ \{n \mid ([Q]_{I\rho})(n) = [P]_{I\rho}\} & \text{otherwise} \end{cases}
\]

So \( \llbracket P \in Q \rrbracket_{I\rho} \) is \( F \) if \( [P]_{I\rho} \) does not occur in the list \( [Q]_{I\rho} \), and is the set of precedences with which \( [P]_{I\rho} \) occurs in \( [Q]_{I\rho} \) otherwise.

For simple clauses, such as our clause

\[
X = \text{Mk}_{\text{Person}}(N), \ X.\text{name} = N, \text{Mk}_{\text{Person}}(C) \in X.\text{children} \\
\iff P \in \text{Parents}, \ P.\text{pname} = N, \ P.\text{cname} = C
\]

this would seem sufficient: we could take the clause to mean, if \( P \) is in list \( \text{Person} \) with precedence \( i \), then \( \text{Mk}_{\text{Person}}(C) \) is in the list \( X.\text{children} \) with precedence \( i \) also.

However this does not solve the problem for a clause with multiple \( \in \) atoms in the body. For example for a clause of the form

\[
X \in L_1 \iff Y \in L_2, Z \in L_3, \Phi
\]
where $L_1$, $L_2$ and $L_3$ are lists, it is necessary to combine the precedences of the two $\in$ atoms in the body of the clause to find the precedence of the head of the clause.

At this point it is necessary to make some precise decisions about the underlying linear order for lists. We will use the set of strings of natural numbers, $\mathbb{N}^*$, ordered lexicographically. We will also assume that each list occurring in the source database has its precedences taken from $\mathbb{N}$ (or strings of length one). We can make this assumption without loss of generality since for any list $l$ there is an equivalent list $l' \approx l$ with $\text{dom}(l') = \{1, \ldots, n\}$ for some $n$.

**Definition 15.2:** A ranked set of atoms is a set of atoms, $\Phi$, together with an assignment of a distinct rank, $r \in \mathbb{N}$, to each atom of the form $P \in Q$ in $\Phi$, such that the ranks of atoms in $\Phi$ form an initial sequence of the natural numbers.

We will change our definition of clauses (definition 13.7), to say that a clause consists of two ranked sets of atoms: the head and the body.

**Definition 15.3:** We will define a semantic operator $\llbracket \cdot \rrbracket_{IB}$ on ranked sets of atoms, such that for any $I$-environment $\rho$ and ranked set of atoms $\Phi$ with atoms of ranks $1, \ldots, k$, $\llbracket \Phi \rrbracket_{IB} \rho \subseteq \mathbb{N}^*$, by

$$
\llbracket \Phi \rrbracket_{IB} \rho \equiv \begin{cases} 
\emptyset & \text{if } [\phi]I\rho = \text{F} \\
_{n_1 \ldots n_k} & \text{where } n_i \in [\phi_i]I\rho \text{ and } \phi_i \text{ has rank } i \text{ in } \Phi, \text{ for } i = 1, \ldots, k \\
 & \text{otherwise}
\end{cases}
$$

So $\llbracket \Phi \rrbracket_{IB} \rho = \emptyset$ if any of the atoms in $\Phi$ are unsatisfiable, and $\llbracket \Phi \rrbracket_{IB} \rho$ consists of the set of strings of precedences of ranked atoms in $\Phi$, ordered by rank, otherwise.

For example, if $[X \in Y.a]I\rho = \{4, 7\}$, $[Z \in Y.b]I\rho = \{2, 33\}$, $[U \in W]I\rho = \{15\}$ and $[Z = \text{ins}_d W]I\rho = \text{T}$, then

$$
\llbracket [X \in^1 Y.a, Z \in^2 Y.b, Z = \text{ins}_d W, U \in^3 W] \rrbracket_{IB} \rho = \{4.2.15, 4.33.15, 7.2.15, 7.33.15\}
$$

Note that, for any set of atoms $\Phi$ and $I$-environment $\rho$, $\rho$ satisfies $\Phi$ iff $\llbracket \Phi \rrbracket_{IB} \rho \neq \emptyset$. In particular, if $\Phi$ contains no atoms of the form $P \in Q$, and $\rho$ satisfies $\Phi$, then $\llbracket \Phi \rrbracket_{IB} \rho = \{\epsilon\}$, the set containing only the empty string.
The operator $\llbracket \cdot \rrbracket_\mathcal{I}_B$ then gives us a way of getting a precedence string from the body of a clause with multiple $\hat{\cdot}$ atoms. We can use these precedences to order the elements of a list in the head of the clause. So if $L_1$ and $L_2$ denoted the lists \{“a”, “b”, “c”\} and \{“d”, “e”, “f”\} respectively, then the smallest list $L_3$ satisfying the clause

$$X \in L_3 \iff y \in L_1, Z \in L_2, X.\#1 = Y, X.\#2 = Z$$

would be

\{\{“a”,“d”\}, \{“a”,“e”\}, \{“a”,“f”\}, \{“b”,“d”\}, \{“b”,“e”\}, \{“b”,“f”\}, \{“c”,“d”\}, \{“c”,“e”\}, \{“c”,“f”\}\}

The next problem to face is how to assign precedences to target lists if they occur multiple times in the head of a clause. For example suppose we had a clause

$$X \in L, Y \in L \iff \Phi$$

and we found an environment that satisfied $\Phi$. We would want to insert two elements into the list $L$ and assign them two distinct precedences. This time we will make use of the ranks on the atoms in the head of the clause to determine the order of insertion.

**Definition 15.4:** For any $\sigma \in \mathbb{N}^*$, we define the semantic operator $\llbracket \cdot \rrbracket_\mathcal{I}_\sigma$ on ranked sets of atoms, such that for any ranked set of atoms $\Phi$ and $\mathcal{I}$-environment $\rho$,

$$\llbracket \Phi \rrbracket_\mathcal{I}_\sigma \rho \equiv \begin{cases} T & \text{if, for each } \phi \in \Phi, \text{ if } \phi \text{ is of the form } (P \hat{\cdot}^r Q) \\
& \text{then } \sigma.r \in \llbracket \phi \rrbracket_\mathcal{I}_\rho \\
& \text{and } \llbracket \phi \rrbracket_\mathcal{I}_\rho = T \text{ otherwise}
\end{cases} \text{ otherwise}$$

So, for example,

$$\llbracket \llbracket X \in^1 Y.a, Z \in^2 Y.b, Z = \text{ins}_a W, U \in^3 W \rrbracket \rrbracket_{\mathcal{I}_{(4.2.15)}} \rho = T$$

iff $4.2.15.1 \in \llbracket X \in Y.a \rrbracket_\mathcal{I}_\rho$, $4.2.15.2 \in \llbracket Z \in Y.b \rrbracket_\mathcal{I}_\rho$, $4.2.15.3 \in \llbracket U \in W \rrbracket_\mathcal{I}_\rho$, and $\llbracket Z = \text{ins}_a W \rrbracket_\mathcal{I}_\rho = T$.

Then we could say a clause $\Psi \iff \Phi$ is satisfied by an instance $\mathcal{I}$ iff, for any $\mathcal{I}$-environment $\rho$ such that $\text{dom}(\rho) = \text{Var}(\Phi)$, and any $\sigma \in \llbracket \Phi \rrbracket_\mathcal{I}_B \rho$, there is an extension of $\rho$, say $\rho'$, such that $\llbracket \Psi \rrbracket_{\mathcal{I}_\sigma \rho'} = T$.

For example if $L_1$ represented the list \{\{“a”,“b”\}, \{“c”,“d”\}, \{“e”,“f”\}\} then the smallest list $L_2$ satisfying the clause

$$X.\#1 \in L_2, X.\#2 \in L_2 \iff X \in L_1$$

would be \{\{“a”,“b”\}, \{“c”,“d”\}, \{“e”,“f”\}\}.

Note that these definitions cause the elements inserted into a list by different atoms in the head of a clause to be “interleaved”. By changing the definitions slightly we could make it so that all
the elements inserted into a list by the first atom in the head of the clause come before all the atoms inserted by the second atom in the list.

There remains a problem, however, if we are dealing with multiple clauses each of which may insert into some target list. For example, suppose we had a transformation program with clauses

\[
X \in P \iff \Phi_1 \\
Y \in Q \iff \Phi_2
\]

and we could find environments, \( \rho_1 \) and \( \rho_2 \) such that \([\Phi_1]I_B\rho_1 \neq \emptyset\) and \([\Phi_2]I_B\rho_2 \neq \emptyset\), and \([P]I\rho_1 = [Q]I\rho_2\). Then we would need to ensure the two clauses insert elements into the list with different precedences.

Suppose \( Tr \) is a (normal form) transformation program. For each clause \( \Delta \in Tr \) we assign a distinct rank, \( r \in \mathbb{N} \) to \( \Delta \). We will write \( \Psi \iff^r \Phi \) to represent that the clause \( \Psi \iff \Phi \) has rank \( r \). When writing transformation programs, we will also assume that the transformation clauses are written in order of ascending rank, so that we will not need to annotate the clauses with their ranks.

We will take the approach that each clause inserts any values into a list before those inserted by any other clauses of higher rank. In other words, if \( \Delta_1 \equiv (\Psi_1 \iff^r_1 \Phi_1) \) and \( \Delta_2 \equiv (\Psi_2 \iff^r_2 \Phi_2) \) are two clauses in \( Tr \), and \( r_1 < r_2 \), then any elements inserted into a list by clause \( \Delta_1 \) would come before any inserted by the clause \( \Delta_2 \). We will ensure this property by prepending the rank \( r \) of a clause \( \Delta \) to any of the precedences of elements inserted into some list by that clause.

**Definition 15.5:** Suppose \( I \) is an instance and \( \Delta \equiv \Psi \iff \Phi \) a clause. Then \( I \) is said to **satisfy** \( \Delta \) with rank \( r \) iff, for any \( I \)-environment \( \rho \) such that \( \text{dom}(\rho) = \text{Var}(\Phi) \), and any \( \sigma \in [\Phi]I_B\rho \), there is an extension of \( \rho, \rho' \) say, such that \([\Psi]I_{r,\sigma}I\rho' = T\).

An instance \( I \) is said to **satisfy** a transformation program \( Tr \) iff for every clause \( \Delta \in Tr \), if \( \Delta \) has rank \( r \), then \( I \) satisfies \( \Delta \) with rank \( r \).

So, if we had a pair of clauses

\[
X \in L_3 \iff X \in L_1 \\
X \in L_3 \iff X \in L_2
\]

where \( L_3 \) is an expression representing the same list in each clause, then the smallest list \( L_3 \) would be the result of appending \( L_1 \) and \( L_2 \).

Finally, having computed a transformation involving lists, we must replace any lists occurring in the target database with equivalent lists in which the precedences are taken from \( \mathbb{N} \), or sequences with length one. This is so that we can compose transformations.

This now gives us all we need to do transformations between databases using lists instead of sets. If we are dealing with source databases which involve both sets and lists, then we need to invent some arbitrary precedence for each element of the set: in other words we need to treat sets as lists with some arbitrary ordering on their elements. If we are transforming to a target database involving both sets and list, then we can carry out the transformation as if the target
database had only lists, and then throw away any precedence information for sets, inserting elements in an unordered and duplicate-eliminating manner.

A consequence of this is that, if we are transforming from sets to lists, then the transformation may not be deterministic because of the need to choose an arbitrary ordering on the elements of a set. In practice, however, it is likely that we will be able to use some canonical ordering on the elements of a set, so that this will not be a problem.
Part IV

Implementation and Trials of the WOL Language

16 Introduction

In this section we will propose an approach to implementing database transformations specified in the language WOL, based on the algorithms and techniques suggested in section 14. The implementation works by taking a transformation program written in WOL and converting it to a normal form program, which can then be translated into an underlying database programming language. The architecture for such an implementation is illustrated in figure 17. In fact this architecture has already been used for a prototype implementation of a restricted version of WOL, which has been applied to some transformations between Human Genome Project Databases (see section 19).

The input to the system is a WOL transformation program. The transformation rules will normally be written by the user of the system. However a large number of important constraints can potentially be derived directly from the meta-data associated with the source and target databases. The kind of constraints that can be derived this way depend on the particular DBMSs being used, but frequently include type information, keys and some other dependencies. Such constraints represent a significant part of a transformation program, but are time consuming and tedious to program by hand. Deriving them directly from meta-data will reduce the amount of grunge work that needs to be done by the programmer, and allow him or her to concentrate on the structural part of a transformation. WOL programs written by hand might make use of various shorthands and notational conveniences which would be resolved in the parsing phase.

The translation of a WOL transformation program has several stages. First the program is translated into semi-normal form, using the algorithm from the proof of proposition 13.5. Then the snf program is transformed into a normal-form program if possible. This is the most expensive part of the process: a naive implementation of the algorithm suggested in section 14.7 would be intolerably inefficient, and a number of optimizations are required (section 17). Finally
Figure 17: Architecture for proposed implementation of WOL transformations
the normal form program is converted into some underlying database programming language, allowing the transformation to be carried out.

Current work has concentrated on translating WOL transformation programs into CPL [49], a language based on the nested relational model. The reason for using CPL as an implementation language is that it supports many of the data-types that we are interested in, is easily extensible, and can be used to access a variety of different data sources and database systems, including those that we wished to use in our trials. Further, it is an easy task to add additional data drivers to CPL, so that transformations between new database systems can be carried out. However translating normal form WOL programs into some other sufficiently expressive DBPL should be a straightforward task, and so the implementation should be easily adaptable to other systems. Beyond adding new data-drivers to CPL, the only major task necessary in order to adapt the WOL implementation to new database systems is adding mechanisms for reading meta-data from these systems and translating it into WOL constraints.

In the remainder of this section we will discuss the prototype WOL implementation, and describe its limitations. In section 17 we will describe a series of optimizations necessary in order to build a practical implementation of the WOL normalization algorithm. In section 18 we describe how variants in a source database schema can lead to exponential blowups in the size of a normal-form transformation program, and in the size of the corresponding program in an underlying database programming language. We show how this problem can be avoided by introducing intermediate data structures and using two-stage transformations. In section 19 we describe some trials in which we applied the prototype implementation to various database transformation problems encountered at the Philadelphia Genome Center for Chromosome 22 at the University of Pennsylvania. We will motivate the transformation problems, and briefly describe the biological domain which they addressed, and will then describe the various programs that were used to implement these transformations. We will describe how the certain different methods of programming the transformation effected the performance of the system and the size of the normal-form programs generated.

16.1 A Prototype Implementation

A prototype implementation, based on a restricted datamodel, has been developed in order to test some of these ideas, and to demonstrate the practical use of such a system. The prototype system was developed in collaboration with the Philadelphia Genome Center for Chromosome 22, at the University of Pennsylvania, and was intended to address database transformation problems arising in a Human Genome Project center.

The prototype implementation made use of a restricted form of the language, WOL++, which was based on the nested relational calculus with extensions for simulating object identities. Instead of incorporating the notion of classes into the type system of the language, identities in WOL++ are attributes which are generated using Skolem functions: an approach proposed in [24]. In addition the prototype is limited to the case where there are no nested sets: a target database is considered to consist of a tuple of sets; each set containing objects built using record
and variant constructors, and possibly identities generated using Skolem functions.

There were several reasons for these restrictions, the most significant being that it seemed best to build a prototype for a simplified case in order to get an idea of the problems involved, before attempting to implement the system for more general transformations. The planned Human Genome Project trials of the system involved transformations from various data sources into target flat-relational (Sybase) databases, and so it seemed best to concentrate on these transformations first. In addition the target language, CPL, does not incorporate direct support of object-identities and classes, and extending CPL to support Skolem functions was a relatively easy task. It is still not clear how best to extend CPL to support general object-identities and classes. In the following sections we will be concentrating on describing a proposed implementation of the full language WOL, assuming a simply-keyed and non-nested target schema as described in section 14.5. However most of the optimizations proposed have been successfully incorporated into the prototype implementation, or address known problems and inefficiencies in this implementation. The trials described in section 19 were carried out using the WOL++ implementation, but an effort was made to structure the transformation programs and data-structures in a way which would behave in the same manner as a full WOL implementation. Further details of the WOL++ implementation may be found in [16].

17 Optimizing the Normalization Algorithm

Proposition 14.9 suggests an algorithm for converting a semi-normal form transformation program into an equivalent normal form program. Such an algorithm may be summarized as:

1. Generate a set of description clauses;
2. For each description clause generate the maximal unfolding sequences starting from that clause, while testing for recursion;
3. If recursion is detected then raise a “recursive transformation program” error;
4. If any of the clauses resulting from the maximal unfolding sequences are not complete (they contain no target terms in their body but are not in normal form) then raise an “incomplete transformation program” error;
5. Otherwise return those final clauses that are in normal form.

The process of generating the maximal unfolding sequences involves doing a breadth-first unfolding of each description clause on all the transformation rules: a process that is inherently exponential. In addition, at each stage there may be many possible unifiers for each transformation rule, and the number of description clauses is potentially exponential in the number of set and variant type constructs in the schema. It is clear then that such a naive algorithm would be infeasible.
Fortunately we can use various information in order to reduce the search space and restrict
our attention to a small subset of relevant unfolding sequences. Many unfolding sequences are equivalent in that they differ only in the order in which rules are applied, but result in the same final clauses, while others are subsumed by more general unfolding sequences, or can never reach a normal form. Our objective in optimizing the normalization process is therefore to construct an algorithm which explores as few equivalent unfoldings as possible, and which discards unproductive unfolding sequences as early as possible.

Avoiding Multiple Description Clauses

If the type associated with a target class by a schema involves multiple variants or set type constructors, then the number of distinct description clauses could be exponential in the size of the type. For example, suppose our target schema consisted of a single class, $C_{\text{Tgt}} \equiv \{C\}$, with associated type

$$
\tau^C \equiv (\#a : \{\#d : b, \#e : b\}, \#b : \{\#f : b, \#g : b\}, \#c : \{b\})
$$

Then we would have description clauses:

\[
\begin{align*}
X \in C, X.\#a = Y, Y &= \text{ins}_{\#d} Y', \; X.\#b = Z, \; Z = \text{ins}_{\#f} Z' \\
&\quad \quad \quad \quad \quad \equiv \quad X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, \; Z = \text{ins}_{\#f} Z'; \\
X \in C, X.\#a = Y, Y &= \text{ins}_{\#e} Y', \; X.\#b = Z, \; Z = \text{ins}_{\#g} Z' \\
&\quad \quad \quad \quad \quad \equiv \quad X \in C, X.\#a = Y, Y = \text{ins}_{\#e} Y', X.\#b = Z, \; Z = \text{ins}_{\#g} Z'; \\
X \in C, X.\#a = Y, Y &= \text{ins}_{\#d} Y', X.\#b = Z, \; Z = \text{ins}_{\#f} Z', W \in X.\#c \\
&\quad \quad \quad \quad \quad \equiv \quad X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, \; Z = \text{ins}_{\#f} Z', W \in X.\#c \\
\end{align*}
\]

and so on. Clearly there is an overhead in generating so many different clauses, and in generating unfolding sequences for each of them. Instead we can merge the the description clauses into a single clause:

\[
\begin{align*}
X \in C, X.\#a = Y, Y &= \text{ins}_{\#d} Y_1, \; Y = \text{ins}_{\#d} Y_2, \\
X.\#b = Z, \; Z &= \text{ins}_{\#f} Z_1, \; Z = \text{ins}_{\#g} Z_2, W \in X.\#c \\
&\quad \quad \quad \quad \quad \equiv \quad X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y_1, Y = \text{ins}_{\#d} Y_2, \\
X.\#b = Z, \; Z &= \text{ins}_{\#f} Z_1, \; Z = \text{ins}_{\#g} Z_2, W \in X.\#c \\
\end{align*}
\]

If this is taken as a regular WOL clause then both the body and the head would be unsatisfiable. Instead the various $\text{ins}$ atoms for each variable are taken as being disjunctive, and, when an atom...
of the form $X \vdash \text{ins}_a Y$ is matched in a description clause, any other atoms of the form $X \vdash \text{ins}_b Y'$, where $b \neq a$, are also removed from the clause. For example if we had a transformation clause

$$X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y' \iff \Phi_1$$

and we were to unfold our description clause on it, we would get a clause

$$X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, Z = \text{ins}_{\#f} Z_1, Z = \text{ins}_{\#g} Z_2, W \in X.\#c$$

$$\iff X \in C, X.\#b = Z, Z = \text{ins}_{\#f} Z_1, Z = \text{ins}_{\#g} Z_2, W \in X.\#c, \Phi_1$$

A set inclusion atom in a description clause can potentially be matched many times or not at all. Consequently, if an atom $Y \in X$ in a description clause is matched, a new copy of the atom with $Y$ renamed is added to the clause, and similarly copies of any other atoms restricted by $Y$. So, if the next step in our unfolding sequence was to match on a clause with a transformation clause

$$X \in C, W \in X.\#c \iff \Phi_2$$

then we would get the clause

$$X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, Z = \text{ins}_{\#f} Z_1, Z = \text{ins}_{\#g} Z_2, W \in X.\#c, W' \in X.\#c$$

$$\iff X \in C, X.\#b = Z, Z = \text{ins}_{\#f} Z_1, Z = \text{ins}_{\#g} Z_2, W' \in X.\#c, \Phi_1, \Phi_2$$

Once maximal unfolding sequences have been found for a description clause, any remaining set inclusion atoms which originated from the description clause, and any other atoms that were matched but remained in the clause because they were needed to maintain range-restriction, are removed. So if the result of our unfolding sequence was a clause:

$$X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, Z = \text{ins}_{\#f} Z', W \in X.\#c, W' \in X.\#c$$

$$\iff X \in C, W' \in X.\#c, \Phi_1, \Phi_2, \Phi_3$$

Then this would be rewritten to

$$X \in C, X.\#a = Y, Y = \text{ins}_{\#d} Y', X.\#b = Z, Z = \text{ins}_{\#f} Z', W \in X.\#c$$

$$\iff \Phi_1, \Phi_2, \Phi_3$$

Note that it is only variant insertion atoms and set inclusion atoms that originated in a description clause that can be treated in this special way: any $\text{ins}$ or $\in$ atoms that were introduced by an unfolding must be treated normally. It is therefore necessary to tag those atoms that belonged to the original description clause of an unfolding sequence, and to keep track of which atoms originated from which clauses.
Using Maximal Unifiers

In general there will be many possible unifiers between two clauses. For example if we have a target clause

$$\Psi \Leftarrow X = C, Y \in X, Z = V, U = \pi_a Z, V = \pi_b Z$$

and an unfolding clause

$$X' = C, Y' \in X', Z' = V', U' = \pi_a Z' \Leftarrow \Phi$$

then there is an obvious unifier, namely

$$U \equiv (X \mapsto X', Y \mapsto Y', Z \mapsto Z', U \mapsto U')$$

However there are also many other possible unifiers, such as $U' \mapsto U'$ and $Z \mapsto Z'$

and so on. At each stage we limit our attention to the maximal unifiers: that is we unify as many variables as possible at each stage.

Ordering Transformation Rules

In general there may be many equivalent unfolding sequences for a particular target clause, differing only in the order in which they apply clauses. For example, suppose we have a target class $C$ with $\tau_C = (\#a : b, \#b : b)$, and we are unfolding the clause

$$\Xi \equiv (\Psi \Leftarrow X \in C, X.\#a = Y, X.\#b = Z)$$

and transformation clauses

$$\Delta_1 \equiv (X \in C, X.\#a = Y \Leftarrow \Phi_1)$$
$$\Delta_2 \equiv (X \in C, X.\#b = Z \Leftarrow \Phi_2)$$

where $\Phi_1$ and $\Phi_2$ contain no target atoms. Then we can unfold $\Xi$ first on $\Delta_1$ and then on $\Delta_2$, or first on $\Delta_2$ and then on $\Delta_1$. In either case the result is

$$\Psi \Leftarrow \Phi_1, \Phi_2$$

so it is unnecessary to consider both unfolding sequences.

Note, however, that if we have additional clauses then we also need to consider the unfolding sequences involving unfolding $\Xi$ on only $\Delta_1$ or only $\Delta_2$, since unfolding on $\Delta_1$ or $\Delta_2$ may preclude unfolding on some other clause.

We can avoid such multiple unfolding paths by assuming some arbitrary ordering on the transformation clauses of a program. For example, if we decided that $\Delta_1$ came before $\Delta_2$ in the ordering, then we would not attempt to unfold on $\Delta_1$ after having unfolded on $\Delta_2$. 
A problem with this approach is that unfolding on one clause might enable an unfolding on another clause which was not previously possible. For example, suppose we have two transformation clauses:

\[
\begin{align*}
\Delta_1' & \equiv (X \in C, X.\# a = Y \iff \Phi_1) \\
\Delta_2' & \equiv (X \in C, X.\# b = Z \iff X \in C, X.\# a = Y, \Phi_2)
\end{align*}
\]

where $\Delta_1'$ comes before $\Delta_2'$ in our ordering, and we were trying to unfold a clause

\[
\Xi' \equiv (\Psi \iff X \in C, X.\# b = Z)
\]

Then $\Xi'$ is not unfoldable on $\Delta_1'$. However we can unfold $\Xi'$ on $\Delta_2'$ followed by $\Delta_1'$, to get the clause

\[
\Psi \iff \Phi_1, \Phi_2
\]

This unfolding sequence should be allowed because the unfolding on $\Delta_1'$ involves matching some atoms that were not available at the start of the unfolding sequence.

In order to deal with this problem, we need to mark each atom of the unfolding sequence with the set of clauses that have been applied or declined since the atom was introduced. For an unfolding on some transformation clause $\Delta$ to be valid there must be some atom caught by the unfolding which is not yet marked with $\Delta$.

The following pseudo-ML program expresses this algorithm more clearly. The function $\text{marks}(\phi)$ returns the set of transformation clauses with which the atom $\phi$ is marked. The function $\text{mark}(\Xi, \Delta)$ returns a clause which is the same as $\Xi$ except that each atom in its body is marked with $\Delta$. $\text{unifiers}(\Xi, \Delta)$ returns the set of maximal unifiers from $\Delta$ to $\Xi$, and $\text{Unfold}$ and $\text{Caught}$ are the functions described in section 14.6.
fun unfold_on_unifier (Ξ, ∆, U) = 
  let CA = Caught(Ξ, ∆, U) 
  in 
    if (∃φ ∈ CA · ∆ ∉ marks(φ)) /* new atoms are caught */
      then Unfold(mark(Ξ, ∆), ∆, U)
      else ∅
  end;

fun apply_trans_clause (Ξ, ∆) = 
  let UNS = unifiers(Ξ, ∆) 
  in 
    {mark(Ξ, ∆)} ∪ ∪_{U ∈ UN} unfold_on_unifier(Ξ, ∆, U)
  end;

fun repeat_apply_trans_clause (TCS, ∆) = 
  let NewTCS = ∪_{Ξ ∈ TCS} apply_trans_clause(Ξ, ∆) 
  in 
    if size(TCS) = size(NewTCS) /* no new unfoldings */
      then TCS
      else repeat_apply_trans_clause (NewTCS, ∆)
  end;

fun apply_trans_prog (TCS, (∆::Prog)) = 
  repeat_apply_trans_clause (apply_trans_prog(TCS, Prog), ∆) 
  | apply_trans_prog (TCS, nil) = TCS;

fun repeat_apply_trans_prog (TCS, Prog) = 
  let NewTCS = apply_trans_prog (TCS, Prog) 
  in 
    if size(TCS) = size(NewTCS) /* no newly unfoldable clauses */
      then TCS
      else repeat_apply_trans_clause (NewTCS, ∆)
  end;

So the function repeat_apply_trans_prog takes a set of clauses to be unfolded and a list of transformation clauses as its arguments. The order imposed on the transformation clauses is taken to be the reverse of the order of the list. The algorithm then repeatedly cycles through the list of transformation clauses, trying to apply each clause as many times as possible, until that clause yields no more unfoldings, at which point it goes onto the next. When none of the transformation clauses yield any new unfoldings then the algorithm terminates.

Note that this algorithm is slightly simplified and does not include tests for recursion.
Avoiding Redundant Unfoldings

It is also possible for an unfolding on one clause to be made redundant by an unfolding on some later clause in an unfolding sequence. For example if we had transformation clauses

\[ \Delta_1 \equiv (Z \in C, X = Z.\#a, Y = Z.\#b \iff W \in D_1, X = W.\#a, Y = W.\#b) \]

\[ \Delta_2 \equiv (Z \in C, X = Z.\#a, Y = Z.\#c \iff W \in D_2, X = W.\#a, Y = W.\#c) \]

\[ \Delta_3 \equiv (Z \in C, X = Z.\#a, Y = Z.\#b, X = Z.\#c \iff W \in D_3, X = W.\#a, Y = W.\#b) \]

and we are unfolding a clause

\[ \Xi \equiv (\Psi \iff Z \in C, X = Z.\#a, Y = Z.\#b, V = Z.\#c) \]

Then unfolding \( \Xi \) first on \( \Delta_1 \) and then on \( \Delta_3 \) yields the clause

\[ \Psi[Y/V] \iff U \in D_1, X = U.\#a, Y = U.\#b, W \in D_3, X = W.\#a, Y = W.\#b \]

which is subsumed by the clause reached by just unfolding \( \Xi \) on \( \Delta_3 \):

\[ \Psi[Y/V] \iff W \in D_3, X = W.\#a, Y = W.\#b \]

Equally an application of \( \Delta_2 \) would be made redundant by a following application of \( \Delta_3 \), though an application of \( \Delta_1 \) could usefully follow an application of \( \Delta_2 \) and vice versa. We would like to avoid such redundant unfoldings. In order to do so, it is necessary to adapt our algorithm so that an unfolding is not carried out if it makes a previous unfolding redundant. We can make use of the marking of atoms in our target clause to achieve this, by changing the `unfold_on_unifier` function as follows:

```haskell
fun unfold_on_unifier (\Xi, \Delta, \mathcal{U}) =
  let CA = Caught(\Xi, \Delta, \mathcal{U})
  in
  if (\exists \phi \in CA \cdot \Delta \not\in \text{marks}(\phi)) /* new atoms are caught */
    \land (\exists \Delta' \cdot \forall \phi \in CA \cdot \Delta' \in \text{marks}(\phi)) /* and no redundant unfoldings */
  then Unfold(mark(\Xi, \Delta), \Delta, \mathcal{U})
  else \emptyset
end;
```

Using Term Paths for Early Rejection of Unproductive Unfolding Sequences

The process of generating the maximal unifiers on a transformation clause, and then checking if a clause is unfoldable on that transformation clause is expensive. We can make use of term paths (section 14.4) in order to rule out many non-applicable transformation clauses early without having to attempt to unify the clauses.
For each transformation clause in a program we can store a list of the term paths of variables occurring in the head of the clause. For our target clause we can keep track of the term paths of relatively base variables in the body of the target clause (section 14.6). If the intersection of the two sets of term paths for a target clause and a transformation clause is empty then the target clause will not be unfoldable on the transformation clause.

For example suppose we were unfolding a clause

\[ \Xi \equiv (\Psi \iff X \in C, Y = X.\#a, Z = X.\#b) \]

and we had a transformation clause

\[ \Delta \equiv (X \in C, W = X.\#c \iff \Phi) \]

Then the term paths of relatively base variables in \( \Xi \) would be \((C, \dot{\epsilon}!\pi_{\#a})\) and \((C, \dot{\epsilon}!\pi_{\#b})\). The set of term paths in the head of \( \Delta \) would be \({(C, \epsilon), (C, \dot{\epsilon}), (C, \dot{\epsilon}!), (C, \dot{\epsilon}!\pi_{\#c})}\). Consequently \( \Xi \) is not unfoldable on \( \Delta \).

More significantly, we can use such records of term paths in order to detect unfolding sequences which cannot reach normal form, and to stop attempting to unfold them at an earlier stage. In the previous example, suppose that there are no transformation clauses which the term path \((C, \dot{\epsilon}!\pi_{\#a})\) in their sets of term paths. Then we will not be able to unfold \( \Xi \) to an equivalent normal form clause even if there are clauses with the term path \((C, \dot{\epsilon}!\pi_{\#b})\) in their term path list.

We can combine this technique with the markings on atoms of our target clause in order to catch still more of the unproductive unfolding sequences: if \( \Xi \) contains a relatively base variable \( X \), such that \( X \) has term path \((C, \mu)\) and for any \( \phi \) in the body \( \Xi \) such that \( X \) occurs in \( \phi \), there is no transformation clause \( \Delta \) such that \( \Delta \not\in \text{marks}(\phi) \) and \( \Delta \) contains a variable with type path \((C, \mu)\), then we cannot unfold \( \Xi \) to an equivalent normal form clause.

**Using Range Restriction to Improve the Efficiency of Unification**

Finding the most general unifier between two arbitrary sets of atoms in computationally expensive (exponential in the number of atoms). Fortunately we have a great deal of additional information about the atoms of our clauses: that each term is range restricted and that the atoms are in semi-normal form and there are no equality atoms between variables. This means that, rather than representing clauses as pairs of sets of atoms, we can represent them as pairs of forests (sets of trees). Each tree in the forests would have a class as its root, variables as its other nodes, and edges marked with the symbols \(!, \dot{\epsilon}, \pi_a, \pi_b, \ldots, \text{ins}_a, \text{ins}_b, \ldots\). Atoms of the forms \( X \neq Y \) or \( X \not\in Y \) would be represented as additional sets of atoms.

For example the clause

\[
X = C, Y \in X, Z \neq Y, U = \pi_a Z, V = \pi_b Z
\iff W = D, Q \in W, R \neq Q, U \in R, V \in R, U \neq V
\]

Would be represented by the tree structures
Unifying such trees is in practice considerably more efficient than unifying arbitrary sets of atoms: it is still potentially exponential in the number of atoms, but this is usually small. If we were to limit ourselves to cases where there was at most one atom of the form X ∈ Y for any variable Y then the unification algorithm would be linear in the number of atoms.

Dynamically Altering Transformation Programs

The rules of a transformation program will in general define the objects of one target class in terms of the objects of various other target classes. Consequently it is often necessary to repeat a series of unfoldings in several different unfolding sequences, possibly for different target classes.

For example, suppose our target schema had four classes, \{C_1, C_2, C_3, C_4\}, our source schema contained three classes, \{D_1, D_2, D_3\}, and our transformation program \(\text{Tr}\) consisted of the clauses:

\[
\Delta_1 \equiv (X \in C_1, U = X.a, V = X.b) \\
\iff (Y \in C_3, U = Y.a, V = Y.b, Z \in D_1, U = Z.a)
\]

\[
\Delta_2 \equiv (X \in C_2, U = X.a, V = X.b) \\
\iff (Y \in C_3, U = Y.a, V = Y.b, Z \in D_2, V = Z.b)
\]

\[
\Delta_3 \equiv (Y \in C_3, U = Y.a, V = Y.b) \iff (Z \in C_4, U = Z.a, V = Z.b)
\]

\[
\Delta_4 \equiv (Z \in C_4, U = Z.a, V = Z.c) \iff (W \in D_3, U = W.a, V = W.b)
\]

Then in order to get a normal form clause for the class \(C_1\) it is necessary to unfold a description clause on first \(\Delta_1\), then \(\Delta_3\) and then \(\Delta_4\), whereas to find a normal form clause for \(C_2\) it is necessary to unfold on \(\Delta_2\) then \(\Delta_3\) and then \(\Delta_4\), and for \(C_3\) it is necessary to unfold on \(\Delta_3\) then \(\Delta_4\). Clearly there is some duplicate effort involved here, and we could improve efficiency by “memo-izing” the result of unfolding \(\Delta_3\) then \(\Delta_4\). In particular, if we first generate a new rule, say \(\Delta'_3\), by unfolding \(\Delta_3\) on \(\Delta_4\), and then use this rule in place of \(\Delta_3\) in our transformation program, then we would replace the repeated unfolding sequences with single unfoldings on \(\Delta'_3\).
We define a partial normal form clause to be a clause \( \Psi \leftarrow \Phi \) such that

1. \( \Psi \leftarrow \Phi \) is in semi-normal form;
2. \( \Phi \) contains no target terms; and
3. for any atom of the form \( X \cdot Y \) in \( \Psi \), either \( X \in \text{Var}(\Phi) \) or \( X \) is characterized in \( \Psi \leftarrow \Phi \).

Assuming that we are dealing with a non-nested target schema, the phrase “\( X \) is characterized in \( \Psi \leftarrow \Phi \)” here means that

1. if \( \vdash X : C \) then \( \Psi \cup \Phi \) contains an atom \( X \cdot Mk^C Z \),
2. if \( \vdash X : b \) then \( \Psi \cup \Phi \) contains an atom \( X \cdot c \),
3. if \( \vdash X : (a_1 : \tau_1, \ldots, a_n : \tau_n) \) then \( \Psi \cup \Phi \) contains atoms \( Z_i \cdot \pi_a X \) for \( i = 1, \ldots, n \), and
4. if \( \vdash X : \langle | a_1 : \tau_1, \ldots, a_n : \tau_n | \rangle \) then \( \Psi \cup \Phi \) contains an atom \( X \cdot \text{ins}_{a_i} Z \) for some \( i \in 1, \ldots, n \).

So partial normal form clauses are similar to normal form clauses, except that we don’t require that they give a full description of a value. Using a partial normal form clause in an unfolding sequence will not lead to any new unfoldings. Consequently we can avoid many repeated unfolding sequences by unfolding rules to partial normal form, and then using the partial normal form rules instead of the original rules.

In the previous example, the rule \( \Delta_5 \) would be the partial normal form clause

\[
\Delta_5' \equiv (Y \in C_3, U = Y.\#a, V = Y.\#b \leftarrow W \in D_3, U = W.\#a, V = W.\#b)
\]

Note that, in general, unfolding a transformation clause to partial normal form may introduce new atoms into the head. Consequently it is possible that converting rules to partial normal form will increase the number of rules in our program with a particular term path in their head. For example suppose we had rules

\[
\Delta_5 \equiv (X \in C, Y = X.\#a \leftarrow X \in C, Z = X.\#b, \Phi_5) \\
\Delta_6 \equiv (X \in C, Z = X.\#b, W = X.\#c \leftarrow \Phi_6)
\]

where \( \Phi_5 \) and \( \Phi_6 \) contain no target terms. Then unfolding \( \Delta_5 \) on \( \Delta_6 \) returns the partial normal form rule

\[
\Delta_5' \equiv (X \in C, Y = X.\#a, W = X.\#c \leftarrow \Phi_5, \Phi_6)
\]

If we replaced \( \Delta_5 \) with \( \Delta_5' \), there would then be two clauses with heads containing a variable
with term path \((C, \in!\pi_{\#e})\) instead of one. Consequently, when unfolding other clauses which had relatively base variables with this term path, there would be more clauses to unfold them on.

This increase in the number of clauses for a particular term path could potentially outweigh any advantage gained by converting rules into partial normal form. However we can avoid this problem by not changing the term path sets associated with a clause when we replace it with partial normal form clauses. In the above example we would then count the term path set of \(\Delta'_5\) as being \(\{(C, e), (C, e), (C, e!), (C, \in!\pi_{\#a})\}\) — the same as the term path set for \(\Delta_5\). It is safe to do this since any new atoms in the head of \(\Delta'_5\) would have been generated by some other clause, and will therefore already be implied by other clauses in the transformation program.

### Stratifying Transformation Programs

If we are going to convert rules to partial normal form, it is first necessary to decide on an order in which to unfold them. To do so, we first stratify the transformation program.

Given a transformation program, \(\text{Tr}\), we construct its dependency graph, \(G(\text{Tr})\), as follows:

1. The nodes of \(G(\text{Tr})\) are the target classes \(\mathcal{C}_{\text{Tgt}}\).
2. \(G(\text{Tr})\) contains an edge \((C', C)\) iff there is a clause \(\Psi \iff \Phi\) in \(\text{Tr}\) such that there is an \(X \in \text{Var}(\Psi) \setminus \text{Var}(\Phi)\) with a type path \((C, \mu)\), and there is a \(Y \in \text{Var}(\Phi)\) with a type path \((C', \mu')\), and \(C \neq C'\).

A stratification of \(\mathcal{C}_{\text{Tgt}}\) for the transformation program \(\text{Tr}\) is a series of disjoint sets of target classes \(\mathcal{C}_1, \ldots, \mathcal{C}_k\) such that

1. \(\mathcal{C}_1 \cup \ldots \cup \mathcal{C}_k = \mathcal{C}_{\text{Tgt}}\);
2. if \(C \in \mathcal{C}_i\) and \(C' \in \mathcal{C}_{\text{Tgt}}\) are such that \(G(\text{Tr})\) contains the edge \((C', C)\) but not the edge \((C, C')\) then \(C \in \mathcal{C}_j\) for some \(j < i\); and
3. if \(C \in \mathcal{C}_i\) and \(C' \in \mathcal{C}_{\text{Tgt}}\) are such that \(G(\text{Tr})\) contains the edges \((C, C')\) and \((C', C)\) then \(C' \in \mathcal{C}_i\).

For example, for the transformation clauses \(\Delta_1, \Delta_2, \Delta_3\) and \(\Delta_4\) described previously, a stratification of the classes \(\{C_1, C_2, C_3, C_4\}\) would be \(\{C_4\}, \{C_3\}, \{C_1, C_2\}\).

If we have a stratification \(\mathcal{C}_1, \ldots, \mathcal{C}_k\) of the target classes \(\mathcal{C}_{\text{Tgt}}\) for a transformation program \(\text{Tr}\), and \(C \in \mathcal{C}_i, C' \in \mathcal{C}_j\) where \(j < i\), it follows that no transformation clauses for \(C\) will be used in the unfolding of \(C'\), but transformation clauses for \(C'\) may be needed in unfolding \(C\).

Consequently, a good strategy for deciding the order in which to convert transformation clauses to partial normal form is to first stratify the target cases, and, for each strata, unfold all the transformation clauses for classes in that strata before going on to the next strata.

In our example, we would first unfold the clause \(\Delta_4\), then \(\Delta_3\), and then \(\Delta_1\) and \(\Delta_2\).
18 Two Stage Transformations

In section 17 we saw that the presence of variant types in a target schema can lead to an exponential blowup in the number of description clauses that need to be unfolded. In this section we will see that variant types in a source type will lead to an exponential blowup in the number of normal form clauses in a transformation. In fact this is a more serious problem than that caused by multiple variants in a target type: in practice, though the number of description clauses for a target schema may be exponential in the number of variant types, most of these description clauses will not unfold to valid normal-form transformation clauses, and, as has already been shown, by reinterpreting the semantics of certain combinations of atoms in a description clause, we can avoid having to generate an exponential number of description clauses. However, if a transformation program is to reflect all the possible combinations of data in a source database, it can be inevitable that the number of normal form clauses will be exponential in the number of variants in a source type, and that all these normal form clauses must be generated. We will propose a method of dealing with this problem which relies on generating various intermediate data-structures and implementing a transformation in two stages. First we will briefly describe how this problem arises when dealing with a variety of data models.

18.1 Variants and Option Types

Though variants themselves are not directly supported by many data-models, almost all data-models do support them in some restricted form. For example variants may be used to encode generalizations in an object-oriented or semantic data-model. A more pervasive source of variants are optional attributes. An optional attribute is an attribute that can either take some value or can be undefined or Null. Some form of optional attributes is included in almost every data-model: in certain data-models, such as ACEDB [43] virtually every attribute is optional.

In a type-driven model, such as the WOL model defined in section 7, a natural way of dealing with optional attributes would be to have an option type constructor: for any type \(\tau\), a value of type \(\text{option}(\tau)\) would be either a value of type \(\tau\) or \(\text{none}\). The reason option types were not included in the type system of definition 7.1 is because they can easily be encoded as variant types: \(\text{option}(\tau)\) can be considered as a shorthand for \(\langle\text{some}:\tau,\text{none}:\text{unit}\rangle\).

Note: this interpretation of option types is not in fact well suited to optional attributes occurring in the target schema of a transformation. This is because we would like a value of option type to default to being \(\text{none}\) if it is not defined to be anything else by a transformation program, and so we would like a \(\text{none}\) value to be less than any defined or \(\text{present}\) value in our ordering on instances. A better interpretation of option types for these purposes would be as sets with cardinality at most one. However, since in this section we are concerned with option types occurring in source schemas, our interpretation of options as variants will suffice.

Since we would like to show that the problem of exponential blowup in the number of normal form transformation clauses is a pervasive one, effecting almost all data-models, we will concentrate on showing how these problems can arise from source schemas involving only option types and
no other variants.

We will interpret option(\(\tau\)) as a shorthand for \(\{\text{some} : \tau, \text{none} : \text{unit}\}\), none as a shorthand for \(\text{ins}_{\text{null}}()\), and some(\(p\)) as a shorthand for \(\text{ins}_{\text{some}}(p)\).

### 18.2 Variants in Source Types: an Example

Suppose we have a source schema with a single class \(C\), with associated type \(\tau^C \equiv (id : b, a_1 : \text{option}(b), \ldots, a_k : \text{option}(b))\): that is, objects of class \(C\) have an attribute \(id\) and \(k\) optional attributes \(a_1, \ldots, a_k\). Suppose that we were transforming an instance of class \(C\) to a new class \(D\) with associated type \(\tau^D \equiv (id : b, b_1 : b, \ldots, b_k : b)\), and that the transformation mapped objects in \(C\) to objects in \(D\) with the same \(id\) attributes, and with the attribute \(b_i\) equal to the value of \(a_i\) if it is defined, and equal to some default value \(c^b\) if the value of \(a_i\) is null. Suppose also that the \(id\) attributes are keys for both \(C\) and \(D\), so that the key types of \(C\) and \(D\) are \(\kappa^C \equiv \kappa^D \equiv b\).

The transformation can be expressed in WOL by the following \(2k + 1\) clauses:

\[
X \in D, \ X = \text{ Mk}^D(Z), \ X.id = Z \iff Y \in C, \ Y.id = Z;
\]
\[
X.b_1 = W \iff X \in D, \ X.id = Z, \ Y \in C, \ Y.id = Z, \ Y.a_1 = \text{some}(W);
\]
\[
X.b_1 = c^b \iff X \in D, \ X.id = Z, \ Y \in C, \ Y.id = Z, \ Y.a_1 = \text{none};
\]
\[
\vdots \quad \vdots
\]
\[
X.b_k = W \iff X \in D, \ X.id = Z, \ Y \in C, \ Y.id = Z, \ Y.a_k = \text{some}(W);
\]
\[
X.b_k = c^b \iff X \in D, \ X.id = Z, \ Y \in C, \ Y.id = Z, \ Y.a_k = \text{none};
\]

However, when converted to normal-form, this transformation program yields \(2^k\) transformation clauses:

\[
X \in D, \ X = \text{ Mk}^D(Z), \ X.id = Z, \ X.a_1 = c^b, \ldots, X.a_k = c^b \iff Y \in C, \ Y.id = Z, \ Y.a_1 = \text{none}, \ldots, Y.a_k = \text{none};
\]
\[
X \in D, \ X = \text{ Mk}^D(Z), \ X.id = Z, \ X.a_1 = c^b, \ldots, X.a_{k-1} = c^b, X.a_k = W_k \iff Y \in C, \ Y.id = Z, \ Y.a_1 = \text{none}, \ldots, Y.a_{k-1} = \text{none}, Y.a_k = \text{some}(W_k);
\]
\[
\vdots \quad \vdots
\]
\[
X \in D, \ X = \text{ Mk}^D(Z), \ X.id = Z, \ X.a_1 = W_1, \ldots, X.a_k = W_k \iff Y \in C, \ Y.id = Z, \ Y.a_1 = \text{some}(W_1), \ldots, Y.a_k = \text{some}(W_k);
\]

In fact this problem is common to any transformation in which the source database involves multiple variants: if the type \(\tau^C\) of a source class \(C\) involves \(k\) non-nested variants, each with more than one choice, then it will require at least \(2^k\) clauses to cover all the possible values of an object of class \(C\). Further this is not a problem particular to WOL normal-form transformation programs: the size of a transformation program directly implementing such a transformation written in a language such as CPL or IQL, or any other language which does not allow partial descriptions of values, will be exponential in the number of variants in the source type.
Clearly the approach we have described so far will lead to unmanageably large transformation programs if our source schema involves many variants or optional types, and some way to avoid these problems is required. In the remainder of this section, we will show that in most cases, if, instead of implementing transformations in a single pass, we introduce some intermediate data structures and perform a transformation in two stages, we can avoid this problem.

18.3 Two-Stage Transformation Programs

Consider again the source schema with a single class $C$ described in section 18.2. Suppose we have a target schema with $k$ classes, $D_1, \ldots, D_k$, each with associated type $\tau_{D_i} \equiv (id : b_i, b_i : b)$, and each with the $id$ attribute as a key. Consider the transformation between these two schemas given by the clauses:

$$X \in D_1, X = Mk^{D_1}(Z), X.id = Z, X.b_1 = W \iff Y \in C, Y.id = Z, Y.a_1 = \text{some}(W);$$
$$X \in D_1, X = Mk^{D_1}(Z), X.id = Z, X.b_1 = c_b \iff Y \in C, Y.id = Z, Y.a_1 = \text{none};$$

$$\vdots$$

$$X \in D_k, X = Mk^{D_k}(Z), X.id = Z, X.b_k = W \iff Y \in C, Y.id = Z, Y.a_k = \text{some}(W);$$
$$X \in D_k, X = Mk^{D_k}(Z), X.id = Z, X.b_k = c_b \iff Y \in C, Y.id = Z, Y.a_k = \text{none};$$

Each of these clauses maps part of the source class $C$ to one of the classes $D_i$. Also note that, once converted to semi-normal form, these clauses will already be in normal-form: so the equivalent normal form transformation program will have exactly $2k$ clauses.

Next consider the transformation from the schema with classes $D_1, \ldots, D_k$ to the schema of section 18.2 with single class $D$ given by the transformation clauses:

$$X \in D, X = Mk^{D}(Z), X.id = Z, X.b_1 = W_1 \iff Y_1 \in D_1, Y_1.id = Z, Y_1.b_1 = W_1;$$

$$\vdots$$

$$X \in D, X = Mk^{D}(Z), X.id = Z, X.b_k = W_k \iff Y_k \in D_1, Y_k.id = Z, Y_k.b_k = W_k;$$

These clauses unfold to a normal-form transformation program with a single clause:

$$X \in D, X = Mk^{D}(Z), X.id = Z, X.b_1 = W_1, \ldots, X.b_k = W_k \iff Y_1 \in D_1, Y_1.id = Z, Y_1.b_1 = W_1, \ldots Y_k \in D_k, Y_k.id = Z, Y_k.b_k = W_k;$$

Further, composing this transformation with the previous transformation from $C$ to $D_1, \ldots, D_k$ yields a transformation equivalent to the direct transformation from $C$ to $D$ of section 18.2: by decomposing the transformation into two stages we have encoded it in a total of $2k + 1$ normal form transformation clauses.
18.4 Generality of Two-Stage Decompositions of Transformation Programs

The question naturally arises as to whether it is always possible to decompose a transformation into two stages, using a number of clauses and intermediate classes linear in the number of variant types in the source schema. Unfortunately the answer to this is negative. For example consider once again the source schema with single class \( C \) described in section 18.2, and a target schema with a single class \( E \) with associated type \( \tau \equiv (\text{id} : b, b : b) \).

Suppose that we have \( 2^k \) distinct constants of type \( b, c_1, \ldots, c_{2^k} \), and consider the transformation program given by

\[
X \in E, \ X = Mk^E(Z), \ X.id = Z, X.b = c_1 \\
\iff Y \in C, \ Y.id = Z, Y.a_1 = \text{none}, Y.a_2 = \text{none}, \ldots, Y.a_k = \text{none},
\]

\[
X \in E, \ X = Mk^E(Z), \ X.id = Z, X.b = c_2 \\
\iff Y \in C, \ Y.id = Z, Y.a_1 = \text{some}(W_1), Y.a_2 = \text{none}, \ldots, Y.a_k = \text{none},
\]

\[
X \in E, \ X = Mk^E(Z), \ X.id = Z, X.b = c_3 \\
\iff Y \in C, \ Y.id = Z, Y.a_1 = \text{none}, Y.a_2 = \text{some}(W_2), \ldots, Y.a_k = \text{none},
\]

\[
X \in E, \ X = Mk^E(Z), \ X.id = Z, X.b = c_4 \\
\iff Y \in C, \ Y.id = Z, Y.a_1 = \text{some}(W_1), Y.a_2 = \text{some}(W_2), \ldots, Y.a_k = \text{none},
\]

\[
\vdots
\]

\[
X \in E, \ X = Mk^E(Z), \ X.id = Z, X.b = c_{2^k} \\
\iff Y \in C, \ Y.id = Z, Y.a_1 = \text{some}(W_1), Y.a_2 = \text{some}(W_2), \ldots, Y.a_k = \text{some}(W_k);
\]

It is clear that any composition of transformation programs equivalent to this transformation program will involve at least \( 2^k \) clauses, simply because a separate clause is required for each constant \( c_i \).

It appears that the required property, in order to be able to decompose a transformation program into two stages with a linear number of clauses, is that it should somehow be possible to separate the values arising from each of the variants in the source database. Experience shows that most “natural” transformations involving variants can be decomposed in this manner.

It would be desirable to find some reasonably broad restrictions on transformations or transformation programs which guarantee that they can be implemented using a two-stage transformation with linearly many clauses, and further to find ways of automatically generating intermediate data-structures from transformation programs satisfying such restrictions. It seems likely that such restrictions and algorithms are possible. However they are beyond the scope of this thesis. A particularly useful result in this direction would be a proof of the following conjecture:

**Conjecture 18.1:** Given any complete (but not necessarily normal-form) WOL transformation program, it is possible to encode the same transformation using the composition of two normal-form WOL programs with size polynomial in the size of the original transformation program.

Unfortunately the investigation of this conjecture is also beyond the scope of this thesis.
19 Trials

In order to test the methods of implementing transformations described in the previous sections, a series of trials were carried out using the prototype implementation described in section 16.1. The trials were based on practical transformation problems arising in the Philadelphia Genome Center for Chromosome 22 at the University of Pennsylvania, and involved transforming data between a variety of molecular biology databases.

Much of the work on optimizing the normalization procedure described in section 17 was inspired by these trials, and many the optimizations were incorporated in the prototype. Unfortunately there was not sufficient time available to re-implement the normalization program using the optimized data-structures described in section 17, which would have lead to considerable improvements in performance. However the performance improvements yielded by such data-structures would have been relatively linear, so that the trials carried out with the prototype implementation still provide a good measure of the relative performance of the system with different transformation programs.

As already mentioned, the prototype implementation used a restricted form of the WOL language, WOL++, in which object identities were simulated using Skolem functions and identity-attributes [24]. In order to get an accurate idea of how the system would perform on the full WOL language, it was therefore necessary to write transformation programs in such a way the identity attributes and Skolem function applications closely mimicked the proposed use of object identities in WOL. However an added benefit of the prototype implementation was that we could experiment with transformations without using identity, and thus get a measure of the effect that identities have on the performance of the normalization algorithm and the generated transformation programs.

The transformation trials concentrated on transformations from GDB [34] to the Philadelphia Genome Center for Chromosome 22’s local laboratory notebook database, Chr22DB, and from Chr22DB to a local database, ACe22DB at the Sanger Centre based in Cambridge, England. GDB is an archival database maintained at Johns Hopkins University based on the Sybase relational database system. We will concentrate on describing the Chr22DB to ACe22DB transformations, since these are structurally more interesting, and since the investigation of different implementations and their relative performance was most thorough for these transformations.

19.1 Transforming from ACe to Chr22DB

ACe22DB is the laboratory notebook database for the chromosome 22 mapping effort at the Sanger Centre, Cambridge, England, and Chr22DB is the laboratory notebook database for the Philadelphia Genome Center for Chromosome 22. Both of these databases store experimental data and sequencing information on Chromosome 22 generated at the sites, as well as data imported from other sites and archival databases. These two centers are working on the mapping of the chromosome 22 of the Human Genome. The databases are used in planning experiments as well as in the mapping of the genome. So as to reduce duplicated effort the two sites are
collaborating and attempting to share their existing data. Unfortunately the two databases are very different, being based on different and incompatible data-models, and on differing interpretations of the data and how it should be structured.

The ACe22DB database uses the ACeDB data-model and DBMS. ACeDB represents data in tree-like structures with object identities providing a means of cross-referencing between these trees. In ACeDB data structures are often deeply nested, and every attribute is either set-valued or optional. However it does not have support for general variants. Consequently ACeDB is particularly well suited to representing sparsely populated data or data where many attributes may be omitted. ACeDB has gained considerable success in the molecular biology community, in part because it is well suited to genomic and molecular biology data, and in part because of the availability of a variety of popular tools for viewing and analyzing such data.

The Chr22DB database is implemented using Sybase, a commercial relational database system augmented with system-generated identities and triggers for enforcing constraints.

A Very Short Biology Lesson

Before proceeding to describe the transformation from ACe22DB to Chr22DB, it is perhaps worthwhile to digress briefly in order to explain enough biology to understand the examples. For a more in-depth explanation of the molecular biology and genetics involved the reader is recommend to consult [20].

A chromosome consists of a long double-stranded molecule of deoxyribonucleic acid (DNA), each strand of which is in turn made up of a string of nuclides of bases. There are four different possible bases, named A, C, G and T, which are arranged in complementary pairs along the DNA molecule: A’s opposite T’s and C’s opposite G’s. Consequently a chromosome may be represented as a long string over the alphabet \{A, C, G, T\}. The ultimate goal of the Human Genome Project is to sequence the twenty four chromosomes that comprise the human genome: that is to determine the order in which A’s, C’s, G’s and T’s occur in each chromosome (about 3 billion base pairs). Unfortunately technology does not yet exist to sequence intervals of DNA consisting of more than a few hundred base pairs in one go. Consequently, the Human Genome Project has set itself the short term goal of mapping the human genome.

The process of mapping a chromosome involves identifying various short “landmark” sequences of DNA or probes within the chromosome, and determining their relative locations. In order to map a chromosome, it is first cut into various random, overlapping pieces of a manageable size (between 50,000 and 1 million bases) using various enzymes. These fragments of DNA are then tested to see if they contain certain probes as subsequences. If two fragments contain the same probe it can be deduced that they overlap, and this information can be used in order to find the relative order of the fragments, and the position of the probes on the chromosome. This process is illustrated in figure 18.\footnote{This figure was made by David Searls}

The data we will be dealing with in our transformations are for a kind of probe known as
sequence tag sites (STS’s). An STS is an interval of DNA which is identified by a pair of oligos or primers, which are very short sequenced intervals of DNA representing the two ends of the STS. One can test whether an STS is a subsequence of a DNA interval by attempting to induce a chemical reaction called amplification by polymerase chain reaction (PCR amplification) on the interval in the presence of the pair of primers of the STS. A PCR-amplification reaction involves several distinct stages, each carried out at different temperatures. The reaction will only be successful if the DNA interval contains the STS.

In order to store and reproduce fragment of DNA or probe it is inserted into an artificially produced chromosome known as a vector. A vector is formed by taking a chromosome from some small organism, such as yeast or bacteria, splitting it, and inserting the stretch of DNA of interest. The vector is then put back into the host organism, which will reproduce, thus reproducing the artificially inserted DNA. The process of reproducing fragments of DNA of
interest in this manner is called **cloning**. The most common kind of vector, now used almost exclusively in human genome centers, is a **yeast artificial chromosome (YAC)**. YACs have taken over from bacteria-based vectors because they can support much longer stretches of cloned DNA.

The data stored about a particular STS includes the sequences of the two primers of the STS and information about the origins of the primers, the name of the STS and the laboratory from which named it, the experimental conditions for each stage of the PCR amplification associated with the STS and the expected outcome of the PCR reaction, and cross references to various archival databases such as GDB. In addition data is stored on the YACs which were tested to see if their cloned DNA inserts contained the STS, and the results of the tests.

```plaintext
primitive srcdata == ( 
  #STS: {(#name: "stD22S43", 
    #locus_symbol: "D22S43", 
    #STS_length_lo: <#some: 103>, 
    #STS_length_hi: <#some: 103>, 
    #oligo1: "GTTCTGGGGAGTGGAGACTC", 
    #oligo2: "TAACTGGGCTCTGATTCC", 
    #id: 1358, 
    #annealing_temp_time: <#some: "60C">)}, 
  #STS_YAC:{(#id: 1358, 
    #yac: "M1829:g-9", 
    #result: "negative"),
    (#id: 1358, 
    #yac: "M1925:g-12", 
    #result: "positive")}
  );
```

**Figure 20:** Sample STS and YAC data for Chr22DB

The **ACe22DB and Chr22DB Schemas**

Rather than taking a schema to be a set of separate class definitions, the WOL++ prototype assumed that each database schema consisted of a single type: a tuple with an element for each class or table in the database. Figure 19 shows the type of the view of Chr22DB representing STS data. There are two tables representing STS’s and YAC’s. The two oligos determining an STS are represented by the attributes #oligo1 and #oligo2 which store their sequences as strings (e.g. “ACGGCTCGC…”). The notation :~ represents an optional attribute, so #STS_length_lo:~ int can be considered to be a short hand for #STS_length_lo: <|none:(), some: int|>. Some sample source data for this schema is shown in figure 20.

The type of the target ACe database is shown in figure 19.1. Here the type constructor ftype(f_sts) represents the type of the range of the Skolem function f_sts: the actual type used to implement such Skolem functions is dependent on the database system, (strings in the
(\#STS: \{(#key: ftype(f_sts),
  GDB_id:" str,
  Oligo_1:" ftype(f_oligo),
  Oligo_2:" ftype(f_oligo),
  STS_length:" (#1: int, #2: int),
  Annealing_temp_time:" str,
  Phil_positive_YAC:" ftype(f_yac),
  Negative_YAC:" f_type(f_yac)
  \}),

  YAC: \{(#key: ftype(f_yac),
    Phil_positive_STS:" str,
    Negative_STS:" str
  \}),

  GDB_id: {( #key: str,
    locus_symbol:" str,
    Positive_STS:" ftype(f_sts)
  )},

  Oligo: {( #key: ftype(f_oligo),
    sequence:" str,
    STS1:" ftype(f_sts),
    STS2:" ftype(f_sts)
  )}
)

Figure 21: Type of ACe22DB schema representing STS’s

case of ACeDB), but for type-checking purposes each Skolem function is considered to have its own distinct type. In fact these types may be considered to correspond to the classes of the database. In ACe each class has an implicit \#key attribute which is required, and all other attributes are either optional or set valued. Figure 19.1 shows the translation of an ACe schema into the nested relational model: an actual ACe schema has a tree-like structure, as shown in figure 19.1. The left-most labels, preceded by question-marks, in this schema represent the classes of the schema. An “external reference” to an object of some class from within an object of another class, is marked by the class name followed by the keyword XREF. The keyword UNIQUE is used to mark single valued attributes, and all the other labels mark attributes or types at various levels of nesting. There is, in addition a interdependency between attributes on the same line of an ACe schema: for example the second integer in the \#STS_length tuple can not be defined unless the first integer in the tuple is also defined.
PART IV. IMPLEMENTATION AND TRIALS OF THE WOL LANGUAGE

The Transformation Programs

Various different forms were tried for writing the transformation programs from Chr22DB to ACe22DB. These divided into two basic types: "direct" programs and "external-reference" programs. The transformation clauses of the direct version were all already in partial normal-form: that is, they contained no target atoms in their bodies. Consequently normalizing the direct versions of the program involved no sequences of multiple unfoldings, and resulted in the smallest possible number of normal form clauses. The time taken to normalize direct programs shows us how much time the system is taking on tasks such as parsing, type-checking, converting clauses to semi-normal form, building description clauses and so on. In a sense this provides a upper bound on the performance we might hope to get out of the system.

The external reference versions of the program included the various external reference constraints of the ACe schema, and used these to generate many of the attributes of certain classes, rather than deriving them directly from the source database. These version of the program lead to a considerable number of unfoldings in order to build partial normal form clauses, and also to a
larger resulting number of clauses.

In addition the programs were tried using system generated Skolem functions and using externally defined functions in order to generate key attributes. Unlike Skolem functions, the normalization algorithm makes no assumptions about whether or not an externally defined function is injective. If $f$ is an externally defined function then a clause can contain atoms $X = f(Y)$ and $X = f(Z)$ where $Y$ and $Z$ are distinct variables, whereas, if $f$ were a Skolem function the system would force the variables $Y$ and $Z$ to be unified into a single variable. Versions of the program using external functions but with additional constraints representing that the external functions were injective were also tried, in order to test whether the observed differences between the performance of the system with programs based on Skolem functions and those based on external functions were indeed due to the injectivity of Skolem functions, and not due to implementational differences between the two.

The following is the WOL++ code used to implement the direct version of the transformation using Skolem functions.

```wolfram
% Function symbol declarations
fun f_oligo;
fun f_sts;
fun f_yac;

KEY
X = Y <= X(#id = I) in #C22_STS, Y(#id = I) in #C22_STS;

KEY
X = Y <= X(#id = I, #yac = A) in #C22_STS_YAC,
    Y(#id = I, #yac = A) in #C22_STS_YAC;

KEY
ERROR
    (undef( #STS_length_lo ),
     #STS_length_hi = X) in #C22_STS;
```
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% TRANSFORMATIONS
% Required fields in C22_STS

(#key = f_sts(N, I),
 #GDB_id = N,
 #Oligo_1 = f_oligo(O1),
 #Oligo_2 = f_oligo(O2)) in #STS
  <==
       (#name = N,
        #oligo1 = O1,
        #oligo2 = O2,
        #id = I) in #C22_STS;

% Optional fields in C22_STS

(#id = f_sts(N, I),
 #STS_length = (#1 = LO, #2 = HI) ) in #STS
  <==
       (#id = I,
        #name = N,
        #STS_length_lo = LO,
        #STS_length_hi = HI) in #C22_STS;

(#id = f_sts(N, I),
 #STS_length = (#1 = L0) ) in #STS
  <==
       (#id = I,
        #name = N,
        #STS_length_lo = LO) in #C22_STS;

% Oligo

(#key = f_oligo(S1),
 #sequence = S1,
 #STS1 = f_sts(N, I)) in #Oligo
  <==
       (#id = I,
        #name = N,
        #oligo1 = S1) in #C22_STS;

(#key = f_oligo(S2),
 #sequence = S2,
 #STS2 = f_sts(N, I)) in #Oligo
  <==
       (#id = I,
        #name = N,
        #oligo2 = S2) in #C22_STS;
% YAC

(#key = f_yac(S, Y),
 #Phil_positive_STS = f_(N, S)) in #YAC
 <=-
   (#id = S,
    #yac = Y,
    #result = "positive") in #C22_STS_YAC,
   (#id = S,
    #name = N) in #C22_STS;

(#key = f_yac(S, Y),
 #Negative_STS = f_sts(N, S)) in #YAC
 <=-
   (#id = S,
    #yac = Y,
    #result = "negative") in #C22_STS_YAC,
   (#id = S,
    #name = N) in #C22_STS;

% GDB_id

(#key = N,
 #locus_symbol = L,
 #Positive_STS = f_sts(N, I)) in #GDB_id
 <=-
   (#name = N,
    #locus_symbol = L,
    #id = I) in #C22_STS;

This code involves a variety of notations that require explanation: statements of the form fun f_sts; are declarations of Skolem functions; lines starting with a % are comments, and the atom ERROR represents an invalid database state, and is equivalent to the atom False in WOL. Further the code uses composite terms: the term X(#id = I, #yac = A) may be considered as shorthand for the term X together with the atoms X.#id = I, and X.#yac = A. In general a composite term consists of a term followed by a list of atoms enclosed in paranthesis. The value of a composite term is the same as the value of its leading term, but it is also taken as asserting the following atoms. Further if an un-qualified attribute name occurs in the atom list of a composite term, then it is taken as referring to an attribute of the leading term. The leading term of a composite term may also be omitted, in which case it is assumed to be an implicit variable. For example the atom

(#name = N,
 #locus_symbol = L,
 #id = I) in #C22_STS

is shorthand for the atoms _X.#name = N, _X.locus_symbol = I, _X.#id = I and _X in #C22_STS,
where \_X is a system-generated variable.

For comparison the following version of the transformation program makes use of external reference constraints, and of externally defined functions in order to generate keys.

% Function symbol declarations

fun f_oligo;
external f_YacName: str = "YacName(#1)";
external f_StsKey: str = "StsKey(#1, #2)";

% SOURCE KEY DEPENDENCIES

KEY
X = Y <= X(#id = I) in #C22_STS, Y(#id = I) in #C22_STS;

KEY
X = Y <= X(#id = I, #yac = A) in #C22_STS_YAC,
    Y(#id = I, #yac = A) in #C22_STS_YAC;

KEY
ERROR <= (undef(#_STS_length_lo),
    #STS_length_hi = X) in Src.#C22_STS;

% Same thing can't be an oligo1 and an oligo2

KEY
ERROR <=
    (#oligo1 = S) in #C22_STS, (#oligo2 = S) in #C22_STS;

% f_StsKey is one-to-one

KEY
X = Y <=
    X(#id = I1, #name = N1) in #C22_STS,
    Y(#id = I2, #name = N2) in #C22_STS,
    f_StsKey(N1, I1) = f_StsKey(N2, I2);

% f_YacName is one-to-one

KEY
X = Y <=
    (#yac = X) in #C22_STS_YAC,
    (#yac = Y) in #C22_STS_YAC,
    f_YacName(X) = f_YacName(Y);
% #yac is a key for #C22_STS_YAC
KEY
X = Y <= X(#yac = A) in #C22_STS_YAC,
Y(#yac = A) in #C22_STS_YAC;

% XREF

(#key = K, #Phil_positive_YAC = Y) in #STS <==
  (#key = Y, #Phil_positive_STS = K) in #YAC;

(#key = K, #Negative_YAC = Y) in #STS <==
  (#key = Y, #Negative_STS = K) in #YAC;

(#key = S, #GDB_id = G) in #STS <==
  (#key = G, #Positive_STS = S) in #GDB_id;

(#key = S, #Oligo_1 = O) in #STS <==
  (#key = O, #STS1 = S) in #Oligo;

(#key = S, #Oligo_2 = O) in #STS <==
  (#key = O, #STS2 = S) in #Oligo;

% TRANSFORMATIONS

% STS

(#key = f_StsKey(N, I),
 #STS_length = (#1 = LO, #2 = HI) ) in #STS <==
  (#id = I,
   #name = N,
   #STS_length_lo = LO,
   #STS_length_hi = HI) in #C22_STS;

(#key = f_StsKey(N, I),
 #STS_length = (#1 = LO) ) in #STS <==
  (#id = I,
   #name = N,
   #STS_length_lo = LO,
   undef( #STS_length_hi ) ) in #C22_STS;
(\#key = f\_StsKey(N, I),
#Annealing\_temp\_time = A) in \#STS
<=
  (#id = I,
   #name = N,
   #annealing\_temp\_time = A) in \#C22\_STS;

% Oligo

(#key = f\_oligo( S1 ),
#Sequence = S1,
#STS1 = f\_StsKey(N, I)) in \#Oligo
<=
  (#id = I,
   #name = N,
   #oligo1 = S1) in \#C22\_STS;

(#key = f\_oligo( S2 ),
#Sequence = S2,
#STS2 = f\_StsKey(N, I)) in \#Oligo
<=
  (#id = I,
   #name = N,
   #oligo2 = S2) in \#C22\_STS;

% YAC

(#key = K,
#Phil\_positive\_STS = f\_StsKey(N, S)) in \#YAC
<=
  (#id = S,
   #yac = Y,
   #result = "positive") in \#C22\_STS\_YAC,
   K = f\_YacName(Y),
  (#id = S,
   #name = N) in \#C22\_STS;

(#key = K,
#Negative\_STS = f\_StsKey(N, S)) in \#YAC
<=
  (#id = S,
   #yac = Y,
   #result = "negative") in \#C22\_STS\_YAC,
   K = f\_YacName(Y),
  (#id = S,
   #name = N) in \#C22\_STS;
The lines starting with the keyword `external` are *external function declarations*. For example the declaration

```plaintext
external f_YacName: str = "YacName( #1 )";
```

declares `f_YacName` to be a function symbol with range type `str`. Applications of `f_YacName` are not interpreted by the normalization algorithm, but are translated to the CPL code of the string of the *external* declaration. For example a term `f_YacName(X)` would be translated to the CPL expression `YacName(X)`.

Figure 23 compares some of the various programs used to implement the Chr22DB to ACe22DB transformation. The `STS.direct` program was a direct implementation of the transformation using externally defined functions, while the `STS.dirid` program is a direct version using Skolem functions. The `STS.xref`, `STS.constr` and `STS.id` versions of the program all make use of the ACe external reference constraints in order to instantiate the target tables. The `STS.xref` program uses external functions to generate keys, while the `STS.constr` program augments `STS.xref` with constraints asserting that the external functions are injective. The `STS.id` program uses Skolem functions to generate identities for each class, and, off the various programs, is the best approximation to a transformation program implemented using the full version of `WOL`.

The second column of the chart shows the time taken by the `WOL++` implementation to parse, type-check and normalize the transformation programs and then to generate the corresponding CPL programs. The implementation was written using Standard ML of New Jersey. The times quoted were measured using the unix *time* utility, and are the “user” times, that is the times taken by the process, rather than the “real” times which included other system activity and were generally about ten percent longer. The third column represents the number of CPL primitive declarations in the resulting CPL program, and thus provide a measure of the size of the CPL program. In general there was one CPL primitive generated by each normal-form clause, plus some primitive handling Skolem functions, so this figure also provides a measure of the size of the normal-form `WOL++` transformation program. The last column shows the time taken to load the resultant program into CPL and run it on some test data.

One at first surprising feature of these results is that the CPL and normal form programs generated by the external reference versions of the transformation are much larger than those generated by the direct versions. The reason for this is that there are more clauses defining each classes in the external reference versions: there are three clauses for the class `#STS` in
Figure 23: Comparison of performance of various versions of the Chr22DB to ACe22DB transformation program

<table>
<thead>
<tr>
<th>Program</th>
<th>Normalizing WOL++ Time</th>
<th>Number of CPL Primitives</th>
<th>Compiling CPL Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>STS.direct</td>
<td>5:19.61</td>
<td>61</td>
<td>1:59.02</td>
</tr>
<tr>
<td>STS.dirid</td>
<td>5:33.63</td>
<td>37</td>
<td>55.94</td>
</tr>
<tr>
<td>STS.xref</td>
<td>1:53:32.70</td>
<td>515</td>
<td>36:11.74</td>
</tr>
<tr>
<td>STS.constr</td>
<td>35:24.14</td>
<td>233</td>
<td>4:26</td>
</tr>
<tr>
<td>STS.id</td>
<td>37:28.16</td>
<td>205</td>
<td>10:33.01</td>
</tr>
</tbody>
</table>

the STS.dirid program, while there are eight in the STS.constr program. These clauses can be combined in various ways in order to generate equivalent but distinct normal-form clauses. Because the attributes of the target classes are all optional, there are also normal-form clauses that only describe parts of a target value, constructed using subsets of these clauses. Having many alternative ways of deriving the same value in a target database is reflected by having many normal-clauses for the same class in the normalized program.

Another notable feature of these results is that constraints, and particularly a notion of identity, are essential in order to keep the performance of the system tolerable. The external reference version of the program without constraints took almost four times as long to normalize as the version with constraints, and this problem was found to become more severe when dealing with larger programs. An advantage of the full WOL language is that it imposes identity constraints on the source and target classes in a natural way, and because the identity is treated separately from other constraints, it can be implemented in a more efficient manner.

The times for compiling CPL code shown in the last column of figure 23 were in fact the times for the second WOL++ to CPL translation that was implemented. The first version of the translation created a CPL primitive corresponding to each normal-form clause, and then a CPL primitive for each target classes unioning the values generated by the relevant clauses. For example suppose we had a normal form program:

\[
\begin{align*}
X \in C, X.\#a &= Y, X.\#b = Z & \iff W \in D, W.\#a &= X, W.\#b = Z; \\
X \in C, X.\#a &= Y, X.\#b = Z & \iff W \in E, W.\#a &= X, W.\#c = Z; \\
X \in C, X.\#a &= Y, X.\#b = Z & \iff W \in F, W.\#a &= X, W.\#d = Z;
\end{align*}
\]

where \(C\) is a target class and \(D, E\) and \(F\) are source classes. This would have been translated into the CPL program

```
primitive mk_C_1 == \S =>
  \{ (\#a:Y, \#b:Z) | (#a:\Y, #b\Z) <- S.#D \};
primitive mk_C_2 == \S =>
  \{ (\#a:Y, \#b:Z) | (#a:\Y, #c\Z) <- S.#E \};
primitive mk_C_3 == \S =>
  \{ (\#a:Y, \#b:Z) | (#a:\Y, #d\Z) <- S.#F \};
```
The size of the last union primitive is linear in the number of clauses in the normal form program. However it was found that the time taken to compile load primitive declarations of this form in CPL was non linear in the size of the declaration. Consequently the time taken to compile the CPL generated by the \textit{STS.dirid} program (37 clauses) using this first translation was 55 seconds, while the time for the \textit{STS.id} program (205 clauses) was 51 minutes, and the time for the \textit{STS.xref} program (515 clauses) was over five hours. Investigations showed that the main time sinkhole in the CPL loading process was in fact the time taken to type check expressions: the type-checking algorithm was clearer not designed to handle expressions of this size.

This problem was avoided by constructing the primitives generating a class in a “ladder”, with each primitive unioning the values generated by one normal-form clause with the value of an application of the primitive before. For example, using the second translation, the above normal-form program would yield the CPL program

\begin{verbatim}
primitive mk_C == \S =>
    (mk_C_1 @ S) + (mk_C_2 @ S) + (mk_C_3 @ S);
\end{verbatim}

In this case the size of each primitive declaration was constant (and small), yielding the somewhat improved times shown in figure 23.
Conclusions and Further Work

Database transformations arise from a wide variety of applications, and many approaches to such transformations have been proposed. Some of the more significant work in this area was surveyed in Part I. However, existing approaches tend to focus on specific applications, and deal with restrictive data-models, rather than looking at the problems of performing general transformations between databases expressed using complex and heterogeneous data-models. ([1] is a partial exception, but deals with a limited data-model which can not express recursive or arbitrarily deeply nested data-structures). Further, most existing work concentrates on the effect of transformations on database schemas and largely ignores the corresponding effects of transformations on the underlying data: at best, these aspects of a transformation are described informally, and often they are entirely ambiguous. This is a serious problem with such work, since, as we have seen, there may be many ways that a particular transformation at the schema level can be reflected on the underlying data. In order for some work on database transformations to be meaningful, it is essential that the effects of the transformations considered on the underlying data be properly defined.

Some existing work has also focused on the problems of obtaining measures of correctness for database transformations [23, 30]. This work attempts to classify transformations in terms of whether they preserve the information capacity of the underlying databases. However, the applicability of such notions to models involving object-identities or recursive data-structures has been curtailed by the lack of a proper understanding of the information capacity of such models. In practice, the utility of such notions of correctness is limited by the interaction of transformations and constraints: it is possible for a database transformation to be information preserving or “correct” because of the presence of some implicit constraints on the databases involved, but not to be recognized as such because the constraints have not been expressed, and may not be expressible in the relevant data-models. Further, it is frequently the case that transformations are selective and only deal with a part of a source database. Established notions of correctness are clearly too restrictive to be used in such cases.

We have argued that, in order to reason about the correctness, or relative correctness, of database transformations, it is necessary to have a precise understanding of the information capacity of the underlying data-models, and to have a formalism in which we can express both transformations
and general database constraints, and which allows us to reason about the interactions between the two.

20.2 Contributions

In part II of this thesis we gave a detailed analysis of the information capacity of data-models involving object identity. This is a problem that has arisen frequently in the literature, but had not, to the author’s knowledge, previously been properly explored. We argued that the information capacity of a data-model coincides precisely with the observational properties of instances of that model, and consequently is dependent on the language or interface available for querying the model.

We showed that, given a reasonably expressive query language equipped with a predicate for testing whether two object identities were equal, database instances are indistinguishable if and only if they are isomorphic. However it is doubtful whether object-identities should be considered to be directly comparable in this manner, and seems that such comparisons force us to distinguish between structures which intuitively represent the same data. Next we showed that, if a query language does not support any means of directly comparing object identities, then instances are indistinguishable if and only if they are bisimilar. However we proved that, in general, to test for bisimilarity of individual values in a database requires time bounded in the size of the database, and consequently that bisimulation does not provide an adequately efficient means of comparing values in a database. Finally we showed that useful observational indistinguishability relations lying between these two extremes can be derived from systems of keys, and that, if we restricted our attention to acyclic systems of keys, then the resulting observational equivalence relations on values can be efficiently computed.

In Part III we presented a declarative language, WOL, for expressing database transformations and constraints. The language is based on a data-model supporting nested set, record and variant constructors, as well as object-identities, and in section 15 we showed how it could be extended to data-models dealing with alternative collection types such as bags and lists. Consequently the data-model is sufficiently general that data representable in other established data-models can be embedded in it in a natural way. WOL can be used to express general structural transformations on databases, and also a wide variety of database constraints, including those normally supported by established data-models. Further, since WOL has a precise, formally defined semantics, it allows us to formally reason about the interactions between transformations and constraints. The syntax of WOL is based on Horn clause logic, but allows us to express partial specifications of large and complex data-structures, and therefore makes the programming of transformations and constraints over such data-structures feasible.

We presented a methodology for implementing a significant class of WOL transformation programs by first manipulating them into a normal form and then translating the normal-form transformation program into some underlying database programming language such as CPL. The restrictions on WOL programs necessary to make such implementation possible were relatively general and easy to check. In section 17 we presented a series of optimizations necessary
in order to make this normalization process practically feasible, and in section 18 we showed that, by introducing intermediate data-structures and using two-stage transformations, potential exponential growth in the size of normalized transformation programs on databases involving multiple variant types can be avoided. In section 19 we described a prototype implementation based on a restricted version of the WOL language, and described our experiences with trials of this system.

20.3 Further Work

Fortunately there remain many questions related to the work of this thesis to which I have not yet been able to find satisfactory answers, many ideas that I have not yet properly explored, and a great deal of work that was left undone. Consequently it is necessary to consider these things to be further work, and to hope that I or another interested researcher will be able to investigate them at some point in the future. Some of the more immediate or more significant items of further work are described bellow.

In section 11 we attempted to define an alternative model for instances, based on regular trees, which more closely captured the observable properties of instances (assuming no means of directly comparing object identities). Such models had been proposed previously, for example in [2] but the details had not been presented. As was apparent in section 11 modeling unordered collections, such as sets or bags, using regular trees is somewhat difficult and unnatural: it requires the definition of a complex notion of equivalence, such as bisimulation, on top of the standard representation of regular trees. Consequently it is not clear that the regular-tree based model is satisfactory, and the problem of how to construct a natural mathematical model for the observable properties of instances remains open. It is my belief that non-well-founded sets might be used to provide such a model, and that this requires further investigation.

Section 19 described trials carried out with a prototype implementation of a restricted version of the WOL language (WOL++). It is clear that, in order to further test and validate these ideas, a full implementation of the WOL language incorporating all the optimizations of section 17 is desirable. Further trials, both of the existing prototype and of a future full version of the language, are also necessary. In addition the syntax of the WOL language presented here is somewhat cumbersome, and it would valuable to establish syntactic enhancements to the language in order to make transformation programs easier to develop and read. Such enhancements for the restricted language, WOL++, proved to be of great utility.

The work on two-stage transformations presented in section 18 is a comparatively recent development, and leaves a number of unanswered questions. Most notable is the need to either prove or disprove the conjecture 18.1: that it is always possible to rewrite a transformation program as an equivalent two-stage normal-form transformation program with size linear in the size of the original program. If this conjecture turns out not to be true in general then it would be desirable to find useful side-conditions or restrictions sufficient to make it true. Further, it seems clear that it should be possible to automate the process of generating two-stage transformations, and the necessary intermediary data-structures, from a single stage transformation program. Further
investigations and the development of suitable algorithms is necessary. Finally there are issues related to the use of data-models supporting finite extents of object-identities that deserve examination. In section 9.2 we showed that it was possible to compute bisimulation relations on values of instance using only structural recursion over sets. This result was surprising because bisimulation is something that one would normally expect to require general recursion in order to compute, and indeed would not be decidable in a more general computational setting. In fact we were saved by the notion of finite extents, and the fact that all values occurring in a database instance arise from one of the known finite extents of that instance. A natural question to ask is therefore, what other intuitively recursive or undecidable functions can be computed on such database instances by using the knowledge of finite extents? Further what is a natural semantics for recursively defined functions over such database instances, and how can they be computed in an efficient manner. Initial investigations into these questions have proved very promising (and, in fact, were described in the proposal for this thesis). However further investigation is needed.
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