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Two-dimensional freezing criteria for crystallizing colloidal monolayers

Abstract
Video microscopy was employed to explore crystallization of colloidal monolayers composed of diameter-tunable microgel spheres. Two-dimensional (2D) colloidal liquids were frozen homogenously into polycrystalline solids, and four 2D criteria for freezing were experimentally tested in thermal systems for the first time: the Hansen–Verlet freezing rule, the Löwen–Palberg–Simon dynamical freezing criterion, and two other rules based, respectively, on the split shoulder of the radial distribution function and on the distribution of the shape factor of Voronoi polygons. Importantly, these freezing criteria, usually applied in the context of single crystals, were demonstrated to apply to the formation of polycrystalline solids. At the freezing point, we also observed a peak in the fluctuations of the orientational order parameter and a percolation transition associated with caged particles. Speculation about these percolated clusters of caged particles casts light on solidification mechanisms and dynamic heterogeneity in freezing.
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I. INTRODUCTION

Over the years, phenomenological freezing criteria derived from experiment and simulation have proved important for assignment of freezing points. One famous example is the Lindemann criterion which has been widely used in three-dimensional (3D) melting and freezing, and its generalized version has been employed in studies of two-dimensional (2D) melting. Simulations in 2D suggest four empirical criteria useful for identification of the freezing transition, none of which require free-energy calculations. They are, respectively, the 2D version of Hansen–Verlet (HV) freezing rule, the 2D dynamic Löwen–Palberg–Simon dynamical freezing criterion, and two other rules based, respectively, on the split shoulder of the radial distribution function and on the distribution of the shape factor of Voronoi polygons. Importantly, these freezing criteria, usually applied in the context of single crystals, were demonstrated to apply to the formation of polycrystalline solids. At the freezing point, we also observed a peak in the fluctuations of the orientational order parameter and a percolation transition associated with caged particles. Speculation about these percolated clusters of caged particles casts light on solidification mechanisms and dynamic heterogeneity in freezing. 

In this contribution we explore the freezing transition from 2D liquid to 2D polycrystalline solid, and we explore the utility of various empirical freezing criteria for prediction of freezing in this common thermal situation. In particular, we measure polycrystalline solidification in a colloidal monolayer and find that the four freezing criteria described above are useful to varying degrees for defining the freezing transition point. Moreover, we observe a peak in the fluctuations of the orientational order parameter at the freezing point, and a percolation transition of caged particles at the freezing point. These latter two observations led us to further suppositions about freezing mechanisms in this colloidal system and could become useful empirical freezing criteria in their own right.

Colloids are outstanding model systems for melting and freezing studies, because the trajectories of individual particles in the samples are measurable by video microscopy. More often than not, however, colloids self-assemble to polycrystalline solids instead of monocrystals, especially if special annealing schemes are not employed. Thus an asymmetry exists between melting and freezing studies of 2D systems. In tests of theories of 2D single-crystal melting, experimenters typically anneal polycrystalline solids into very large crystalline domains. Freezing experiments
are much more difficult than melting experiments, because polycrystalline solids cannot be annealed by external fields in advance nor can a central area of a crystalline domain be chosen a priori. Thus, most colloidal crystallization experiments involve polycrystalline solids and some nonequilibrium processes. Among these studies are those in 3D during recrystallization after shear melting and in a gravitational field, studies in 2D with electrohydrodynamic flows, studies with tunable depletion forces, and studies in rapidly quenched monolayers of magnetic spheres.\textsuperscript{33} 2D freezing has also been studied in dusty plasmas\textsuperscript{34,35} and driven granular systems.\textsuperscript{12}

The thermally sensitive microgel spheres used in the present study generally freeze homogenously into polycrystalline solids. Their short-ranged particle interactions require long equilibration times to find global free-energy minima. The present work employs a high-resolution camera to study polycrystalline solidification over large areas (\textasciitilde 23 000 particles) with typical polycrystalline solid domain sizes of about 1000 particles, see Fig. 1.

\textbf{II. MATERIALS AND METHODS}

Uniform (\textasciitilde 3\% polydispersity) rhodamine-labeled fluorescent N-isopropyl acrylamide (NIPA) spheres were synthesized and suspended in 1 mM acetic acid buffer solution. The resultant particles were sterically stabilized with short-ranged repulsive interactions.\textsuperscript{25} Their electrostatic repulsions were negligible in the buffer solution. Samples consisted of a monolayer of \textasciitilde 0.8 \textmu m diameter NIPA microgel spheres confined between two glass walls separated at about 1 \textmu m. The spheres floated around midplane of the cell because the density of sphere matches with the solution very well and because particle interactions with the sample cell walls are repulsive. Note, the gravitational height of the microgel particles, \(h=k_BT/(mg)>100\ \textmu m\), is much larger than the cell thickness. Here, \(T\) is the room temperature, and \(mg\) is the buoyant weight of the microgel particle, which is quite small since water occupies more than 90\% of the particle volume. The glass surfaces were rigorously cleaned so that particles did not stick to the walls. The samples were sealed and a fixed sample cell thickness was thereby frozen in. The wall separation varied by about 2 \textmu m over the \(18\times18\ \text{mm}^2\) sample area. Thus the walls can be considered to be parallel over the \(\sim0.1\ \text{mm}\) field of view. The uniform monolayer nucleated homogenously, and flow was not detected during the experiment.

A 14-bit low-noise charge-coupled-device (CCD) camera was employed to record the motions of \(\sim23 000\) spheres at 3.57 frame/sec in a \(1392\times1040\ \text{pixel}^2\) (i.e., \(147.3 \times 110.2\ \text{\mu m}^2\)) field of view. To obtain the best spatial resolution, we used confocal microscopy. Confocal microscopy avoided small image artifacts characteristic of bright-field microscopy and fluorescent bleaching problems endemic to traditional fluorescence microscopy. The temperature control (Bioptechs) on the microscope had 0.1 \textdegree C resolution. We decreased temperature from 29.5 to 24.1 \textdegree C in 0.3 \textdegree C/step and recorded 20 min video at each temperature after several minutes of equilibration. One-minute and 1-h equilibration times appeared to produce little difference. The particle positions in each frame were identified using standard image analysis algorithms.\textsuperscript{36}

Diameters of soft spheres cannot be defined unambiguously. In order to estimate sphere packing fraction, we measure the particle diameter from the direct image data and calibrate at the close-packing area fraction. The diameter determined from the image analysis varied linearly with the temperature, consistent with the hydrodynamic particle diameter measured by light scattering. Note, however, the hydrodynamic diameter is obviously an overestimate of the true particle diameter, and the diameter from image analysis need not be perfectly accurate either. Hence we calibrated the sphere diameter at the close-packing state, defined as the position of the measured first peak of the radial distribution function \(g(r)\) at the close-packing point. Figures 2(a)–2(c) show that the close-packing state at 26.2 \textdegree C has the best crystalline structure, i.e., it is characterized by the highest peak in the structure factor \(S(k)\), minimum defect density, and maximum mean local orientational order parameter. The local 2D orientational order parameter\textsuperscript{20} of particle \(j\) is

\[
\psi_{ij} = \frac{1}{nn} \sum_{k=1}^{nn} e^{i\phi_{kj}},
\]

where \(\phi_{jk}\) is the angle of the bond between particle \(j\) and its neighbor \(k\). \(nn\) is the number of nearest neighbors identified from the Delaunay triangulation. Below 26.2 \textdegree C, \(|\langle\psi_{ij}\rangle|\) and \(S(k)\) decrease slightly and the defect density increases slightly as shown in Figs. 2(a)–2(c), due in part to small out-of-plane buckling and soft-sphere lattice deformation. Combining the slope of the diameter-versus-temperature curve from image analysis and the calibrated diameter derived from \(g(r)\) at 26.2 \textdegree C in the close-packing state, we find that the effective diameter \(a\) varies linearly to good approximation from 0.71 \textmu m at 29.5 \textdegree C to 0.92 \textmu m at 24.1 \textdegree C. The resultant particle area-fraction-versus-temperature curve is shown in Fig. 2(d). Here we use the more popular definition of the area fraction, \(\rho=n\sigma^2\), without the factor \(\pi/4\). \(n\) is the number density.
In the polycrystalline freezing, grain boundaries break up quasi-long-ranged orientational order and, therefore, unambiguous identification of a hexatic phase is not possible. Thus, the freezing transition we have measured in our polycrystalline samples appears to be a first-order process, without hexatic phase. A similar behavior has been observed in the freezing of polycrystalline monolayers of magnetic spheres with dipolar interactions, wherein freezing appeared to be a first-order process evolving from solid to a coexistence phase at the melting point, and from liquid to a coexistence phase at the freezing point. In our samples, the coexistence phase was characterized by crystalline patches coexisting with fluid, similar to the coexistence phase observed in the monolayers of magnetic spheres. We note, however, that such patches do not unambiguously imply a first-order transition, because patches can also arise in dense fluid phases. Nevertheless, our measurements lead us to assign melting and freezing points at 26.8 and 27.7 °C, respectively. The difference in temperature suggests that a solid-liquid coexistence regime exists, and that the “transition” process is first-order. Freezing points are derived and discussed in Sec. III; they are the main subject of this contribution.

The melting point can be derived from the dynamic Lindemann parameter, \( L \), defined as

\[
L^2 = \frac{\langle (\Delta r_{\text{rel}}(t))^2 \rangle}{2a^2} = \frac{\langle (\Delta u_i(t) - \Delta u_j(t))^2 \rangle}{2a^2},
\]

where \( \Delta r_{\text{rel}} \) is the relative nearest neighbor-neighbor displacement, \( \Delta u_i \) is the displacement of particle \( i \), and particles \( i \) and \( j \) are nearest neighbors. This definition represents a slightly modified version of the traditional Lindemann parameter, because the traditional Lindemann parameter diverges in 2D due to strong long-wavelength fluctuations.

Figure 3 shows that the melting point falls within the temperature (and corresponding area fraction) range of 26.8–27.1 °C wherein \( L \) is becoming divergent. At 26.8 °C, \( L \) saturates at 13%, close to the simulation result of 12% for 2D dipole and 2D Lennard-Jones crystals. The time-dependent dynamic Lindemann parameters plotted as a function of temperature. This criterion can be used to estimate the sample melting point. (Note, irrespective of its last time-point, the Lindemann parameter at 27.1 °C is too high for the system to be considered a solid.)

III. RESULTS AND DISCUSSION

A. HV 2D freezing criterion

To identify the freezing point, we first apply the 2D HV criterion, which is demonstrably robust in both equilibrium and weak nonequilibrium simulations. The 2D version of the HV freezing rule states that a 2D liquid freezes when the amplitude of the first peak of the structure factor \( S(k) \) exceeds a critical value of approximately 5. For different particle interactions, this critical value varies from 4.4 to 5.5. In 3D, the critical values of the HV criterion is 2.85. Based on this freezing criterion, Fig. 2(a) shows a freezing point of 27.7 ± 0.1 °C. Notice, at this temperature, the slope of the curve is steepest. Such “steepest slopes” have also been observed in simulations at the freezing points of systems with Lennard-Jones and \( r^{-12} \) potentials. At 27.7 °C, the area fraction \( \rho = 0.95 \), is comparable to 0.89 for hard disks and 0.986 for \( r^{-12} \)-potential particles at the freezing point.

Figure 4 shows that the second peak of \( S(k) \) starts splitting at the freezing point of 27.7 °C. Such a split has been observed in simulations of the freezing of repulsive \( r^{-12} \) and \( r^{-6} \) particles, but not in hard disks and Yukawa particles. Hence this latter feature is not considered a general freezing criterion.
B. LPS 2D dynamical freezing criterion

The second freezing criterion is the dynamic LPS criterion for Brownian particles. A liquid freezes when the ratio of the averaged long-time diffusion coefficient to the averaged short-time diffusion coefficient, $D_l/D_s$, is larger than a critical value ranging between 0.07 and 0.1 in 2D, depending on particle interaction. This criterion is fairly well established by simulation in both equilibrium and weak nonequilibrium systems. In 3D, the critical value of $D_l/D_s$ is 0.1, a number that has been experimentally tested in the freezing of a 16-layer supercooled colloidal fluid.

Here, we test the LPS criterion in 2D. Figure 5 shows that the empirically derived freezing point is also at $27.7 \pm 0.1$ °C. Although our $D_l$ and $D_s$ have large error bars (because of limited short-time resolution and finite total observation time), the freezing point can still be accurately ascertained due to the steep slope at $D_l/D_s \approx 0.08$.

C. Second peak shoulder of the radial distribution function

The third and the fourth (see Sec. III D) freezing criteria are less well tested than the first two criteria. They have mainly been studied in hard-disk simulations. The third criterion states that the second peak of the radial distribution function $g(r)$ should start to exhibit a shoulder within about 5% of the freezing point. The shoulder corresponds to the formation of hexagonally close-packed four-particle arrangements. The radial distribution function is defined as

$$g(r = |\mathbf{r}|) = \frac{1}{n^2} \langle \phi(\mathbf{r'} + \mathbf{r}, t) \phi(\mathbf{r'}, t) \rangle,$$

where $\phi = \sum_{j=1}^{N(t)} \delta(\mathbf{r} - \mathbf{r}_j(t))$ is the distribution of $N$ particles in the field of view with area $A$, $n = \langle \phi \rangle = \langle N \rangle / A$ is the average particle number density. The angle bracket denotes an average over time and space. Figure 6 shows that the shoulder in $g(r)$ emerges at about $28.0$ °C, instead of the freezing point of $27.7$ °C predicted by most of the other criteria. The area fractions of $28.0$ and $27.7$ °C, however, are different by only 3%, see Fig. 2(d). Hence the third criterion roughly holds for the polycrystalline freezing of soft microlayer spheres. This criterion has been numerically tested in hard disks and Lennard-Jones systems with about 5% accuracy.

D. Bimodal shape factor probability distribution

The fourth criterion states that the probability distribution of the shape factors, $\xi_i$ of Voronoi polygons in the sample becomes bimodal near the freezing point. The shape factor is defined as

$$\xi_i = C_i^2/(4\pi S_i),$$

where $S_i$ is the area and $C_i$ the perimeter of the Voronoi polygon of the $i$th particle. Note, $\xi_i = 1$ for circles, and $\xi_i > 1$ for all other shapes. The peak at small $\xi$ corresponds to the presence of regular hexagons in the sample, whereas the peak at large $\xi$ corresponds to pentagons and distorted hexagons in the sample.

This criterion has been confirmed to be useful in hard-disk simulations and in a vibrating nonthermal granular hard-disk experiment. Figure 7 shows that the bimodal

![Fig. 5. The ratio of the averaged long-time diffusion coefficient to the short-time diffusion coefficient $D_l/D_s$. According to the LPS freezing criterion, the freezing point is at 27.7 °C where $D_l/D_s \approx 0.08$.](image)

![Fig. 6. The radial distribution function $g(r)$ near the freezing point. According to the third freezing criterion, the freezing area fraction is around 28.0 °C, where the second peak of $g(r)$ begins to split.](image)

![Fig. 7. The distributions of the shape factors $\xi$ of Voronoi polygons. According to the fourth freezing criterion, the bimodal distribution at 28.3 °C should be (and is) within 5% of the freezing point.](image)
distribution\textsuperscript{10} forms at about 28.4 °C; the area fraction at this temperature is about 6\% lower than that at 27.7 °C. This observation is thus consistent with previous work about hard disks;\textsuperscript{10,12} in previous work the bimodal distribution at $\pi \sigma^2/4 \approx 0.65$ also appeared at area fractions 6\% lower than the hard-disk freezing point of 0.69. At the hard-disk freezing point, the second peak in the shape factor distribution almost disappears in Refs. 10 and 12, thereby corresponding quite well to the observed shape at 27.7 °C in Fig. 7. Hence, observations in our polycrystalline system agree reasonably well with simulations.

**E. Orientational susceptibility at the freezing point**

We observed two other interesting behaviors at the freezing point which could potentially serve as freezing criteria, if they are found to hold universally for different particle interactions. The first observation is that the freezing transition occurs at the apparent divergence point of the orientational order-parameter susceptibility. The orientational susceptibility is defined as

$$\chi_6 = A (\langle |\psi_j|^2 \rangle - \langle |\psi_6|^2 \rangle^2).$$

Here $\psi_6 = (\langle \psi_j \rangle) = (\sum_{j=1}^{N} \psi_j) / N$ is the total order parameter averaged over all $N$ particles in the area $A$. $\psi_6$ is 0 in liquid and is close to unity in a single crystal. The susceptibility divergence has been used previously to identify 2D melting phase transitions in simulations\textsuperscript{42,43} and experiments.\textsuperscript{25} In previous work, the susceptibility method (assuming sufficient signal-to-noise) has been shown to be superior in many respects to measurements of space- and time-correlation functions for assignment of transition points, primarily because the former method has little finite-size/time ambiguity.\textsuperscript{25} Until now the susceptibility technique has only been applied to single-crystal melting and freezing.

For polycrystalline solids, the complex numbers $\psi_{ij}$ of particles from different domains cancel in the averaging process, so that $\psi_6$ and $\chi_6$ approach 0 in the infinite sample-size limit. Figure 2(b) shows that $\psi_6$ of the polycrystalline solid in the field of view is only about 0.15, much less than 1. However $\chi_6$ in Fig. 8 still exhibits a clear peak at the 27.7 °C freezing point. If we use $|\psi_{ij}|$ instead of $\psi_{ij}$ for each particle $j$, then $\psi_{ij} = (|\psi_{ij}|)$ will more readily distinguish polycrystalline solids from liquids. In a polycrystalline solid, most particles have six ordered neighbors and are not located at grain boundaries, and thus $\psi_{ij}$ is close to 1 [see Fig. 2(b)]. The corresponding $\chi_{ij} = (\langle |\psi_{ij}|^2 \rangle - \langle |\psi_{ij}| \rangle^2)$ also peaks at 27.7 °C, see Fig. 8. Note, the peak temperature remains unchanged for $\chi_6$ and $\chi_{ij}$ measured from different sized subareas. Hence, the susceptibility parameters can be used as freezing criteria. (As an aside, it should be noted that we cannot apply the same approach for the translational susceptibility, since the primary reciprocal lattice vector of a polycrystalline solid is not unique.)

**F. Caged particle percolation at the freezing point**

The last interesting feature we have discovered at the freezing point is a percolation transition of caged particles. Caging is a key concept in the cell model for the freezing transition.\textsuperscript{44} The cell model is based on free volume calculations, and it has successfully predicted the free energies,\textsuperscript{45} the dynamical Lindemann parameter, and the equation of state\textsuperscript{46} at freezing. The definition of caging has evolved from six-neighbor caging in the conventional cell model\textsuperscript{47} to four-neighbor caging in the correlated cell model\textsuperscript{46} to the recent three alternating-neighbor caging\textsuperscript{48} defined in Fig. 9(a).

Briefly, a central particle is said to be caged if any three alternating neighbors out of the six nearest neighbors satisfy the following two conditions: (1) the center of the central particle lies inside the triangle of the three neighbors; (2) the center-to-center distances of the three neighbors, $d_{AB}, d_{BC}, d_{CA}$, are smaller than two particle diameters (i.e., the central particle cannot squeeze out of the triangle). We further generalize this caging definition to any three neighbors out of an arbitrary number of neighbors so that a small fraction of particles without six neighbors can also be accounted for. For
The real percolation temperature is extrapolated to the infinite-sized sample and then extrapolated to the infinite-size limit. In this way we obtained the “truer” percolation point of 27.7 °C, see the inset of Fig. 10(c).

The percolation of caged particles qualitatively agrees with the notion of a solidification transition at the freezing point, even in polycrystalline samples. A caged particle cannot move much unless one of its three confinement neighbors moves, i.e., the caged particle must move in a correlated manner with its neighbor. At the percolation point, it becomes very difficult to collectively move many caged particles. Therefore, the system freezes. This general idea shares similarities with the ideas of dynamic heterogeneity in glass formation.

Lastly, we explored the potential fractal properties of the percolation clusters. A cluster is a fractal when its radial distribution of mass from the center of the cluster satisfies the power law $N=(r/R_0)^d$, where $d$ is the Hausdorff fractal dimension; the “mass” $N$ is the number of particles inside the circular box with radius $r$ from the center of mass of the cluster. In order to identify whether the largest cluster of caged particles in each frame is a fractal or not, we measured 10 masses in 10 circular boxes with radii $r=R_0/10, 2R_0/10, \cdots, R_0$. We repeated these measurements on the 3500 largest clusters in 3500 frames at each temperature. Therefore, each plot in Fig. 11 contains 3500 × 10 data points.

At 27.7 and 28.0 °C, all the 3500 clusters have similar $R_g$'s and similar mass distributions so that the 3500 × 10 data points collapse onto the 10 discrete points, see Figs. 11(b) and 11(c). The power-law mass distributions in Figs. 11(b) and 11(c) indicate that the percolation clusters at 27.7 and 28.0 °C are good fractals. From the slope of Fig. 11(c), we obtained the fractal dimension $d=1.97 \pm 0.016$ at the percolation point, close to the $d=1.91 \pm 0.04$ result for the continuum percolation of 2D random hard disks. At 28.3 °C, the 3500 × 10 data points in Fig. 11(a) are not fractal; the mean cluster size averaged over all clusters in all frames. This polydispersity reflects the size fluctuation of all clusters, not just the largest clusters in each frame. In fact the interpolated peak in Fig. 10(b) is between 28.0 and 28.3 °C. We found that the interpolated peak is reflective of percolation through the finite sample-size, and that this point shifted continuously to higher temperature when the size of the sample subarea was decreased.

A third method derives the percolation temperature from the distribution, $n(s)$, of cluster size $s$, see Fig. 10(c). In the percolation theory, $n(s) \propto s^{-\tau} \exp(-s/c)$ where the constant $\tau$ is the Fisher exponent. When approaching the percolation transition, $c \to 0$ and $n(s) \propto s^{-\tau}$. The data in Fig. 10(c) suggest that the percolation point is about 28.0 °C, wherein $n(s)$ exhibits power-law decay. This observation is further confirmed by the emergence of a small peak of large clusters at 28.0 °C, see the $s > 10^4$ regime in Fig. 10(c). A peak of large clusters is a direct evidence of percolation in a finite box. Empirically, we have found that this third method is very accurate when the field of view contains more than 5000 particles and, therefore, when the statistics of $n(s)$ are good. Since smaller areas percolate more easily, we repeated the above three measurements in different subareas of the sample and then extrapolated to the infinite-size limit. In this way we obtained the “truer” percolation point of 27.7 °C, see the inset of Fig. 10(c).

The number of caged particles was found to increase with area fraction, and the Voronoi cells of the caged particles were found to percolate through the finite field of view at 28.0 °C. After extrapolation to infinite area (see below for details of the extrapolation procedures), the percolation point shifts to 27.7 °C. The percolation point in the finite field of view was obtained by all of the following three methods as shown in Figs. 10(a)–10(c).

The first method measured the radius of gyration of the largest cluster in each frame. The radius of gyration $R_g$ is defined as $R_g^2 = \sum_{n=1}^{s} (r_n - r_0)^2 / s$ where $r_n$ is the position of the $n$th particle in the cluster with $s$ particles; $r_0$ is the position of the center of mass. Figure 10(a) shows the mean values of $R_g$ averaged over all video frames and the error bars represent standard deviations. At temperatures above 28.0 °C, the mean largest-cluster size becomes less than the size of the field of view, suggesting that the percolation temperature is at 28.0 °C.

The second method is based on polydispersity of cluster-size. Results are indicated in Fig. 10(b) which shows that the cluster-size polydispersity peaks at the percolation point. The cluster-size polydispersity is defined as $(s^2)/(s)$ where $(s)$ is the mean cluster size averaged over all clusters in all frames. This polydispersity reflects the size fluctuation of all clusters, not just the largest clusters in each frame. In fact the interpolated peak in Fig. 10(b) is between 28.0 and 28.3 °C. We found that the interpolated peak is reflective of percolation through the finite sample-size, and that this point shifted continuously to higher temperature when the size of the sample subarea was decreased.

The real percolation temperature is extrapolated to the infinite-sized sample and then extrapolated to the infinite-size limit. In this way we obtained the “truer” percolation point of 27.7 °C, see the inset of Fig. 10(c).

The percolation of caged particles qualitatively agrees with the notion of a solidification transition at the freezing point, even in polycrystalline samples. A caged particle cannot move much unless one of its three confinement neighbors moves, i.e., the caged particle must move in a correlated manner with its neighbor. At the percolation point, it becomes very difficult to collectively move many caged particles. Therefore, the system freezes. This general idea shares similarities with the ideas of dynamic heterogeneity in glass formation.

The first method measured the radius of gyration of the largest cluster in each frame. The radius of gyration $R_g$ is defined as $R_g^2 = \sum_{n=1}^{s} (r_n - r_0)^2 / s$ where $r_n$ is the position of the $n$th particle in the cluster with $s$ particles; $r_0$ is the position of the center of mass. Figure 10(a) shows the mean values of $R_g$ averaged over all video frames and the error bars represent standard deviations. At temperatures above 28.0 °C, the mean largest-cluster size becomes less than the size of the field of view, suggesting that the percolation temperature is at 28.0 °C.

The second method is based on polydispersity of cluster-size. Results are indicated in Fig. 10(b) which shows that the cluster-size polydispersity peaks at the percolation point. The cluster-size polydispersity is defined as $(s^2)/(s)$ where $(s)$ is the mean cluster size averaged over all clusters in all frames. This polydispersity reflects the size fluctuation of all clusters, not just the largest clusters in each frame. In fact the interpolated peak in Fig. 10(b) is between 28.0 and 28.3 °C. We found that the interpolated peak is reflective of percolation through the finite sample-size, and that this point shifted continuously to higher temperature when the size of the sample subarea was decreased.

A third method derives the percolation temperature from the distribution, $n(s)$, of cluster size $s$, see Fig. 10(c). In the percolation theory, $n(s) \propto s^{-\tau} \exp(-s/c)$ where the constant $\tau$ is the Fisher exponent. When approaching the percolation transition, $c \to 0$ and $n(s) \propto s^{-\tau}$. The data in Fig. 10(c) suggest that the percolation point is about 28.0 °C, wherein $n(s)$ exhibits power-law decay. This observation is further confirmed by the emergence of a small peak of large clusters at 28.0 °C, see the $s > 10^4$ regime in Fig. 10(c). A peak of large clusters is a direct evidence of percolation in a finite box. Empirically, we have found that this third method is very accurate when the field of view contains more than 5000 particles and, therefore, when the statistics of $n(s)$ are good. Since smaller areas percolate more easily, we repeated the above three measurements in different subareas of the sample and then extrapolated to the infinite-size limit. In this way we obtained the “truer” percolation point of 27.7 °C, see the inset of Fig. 10(c).

The percolation of caged particles qualitatively agrees with the notion of a solidification transition at the freezing point, even in polycrystalline samples. A caged particle cannot move much unless one of its three confinement neighbors moves, i.e., the caged particle must move in a correlated manner with its neighbor. At the percolation point, it becomes very difficult to collectively move many caged particles. Therefore, the system freezes. This general idea shares similarities with the ideas of dynamic heterogeneity in glass formation.

Lastly, we explored the potential fractal properties of the percolation clusters. A cluster is a fractal when its radial distribution of mass from the center of the cluster satisfies the power law $N=(r/R_0)^d$, where $d$ is the Hausdorff fractal dimension; the “mass” $N$ is the number of particles inside the circular box with radius $r$ from the center of mass of the cluster. In order to identify whether the largest cluster of caged particles in each frame is a fractal or not, we measured 10 masses in 10 circular boxes with radii $r=R_0/10, 2R_0/10, \cdots, R_0$. We repeated these measurements on the 3500 largest clusters in 3500 frames at each temperature. Therefore, each plot in Fig. 11 contains 3500 × 10 data points.

At 27.7 and 28.0 °C, all the 3500 clusters have similar $R_g$'s and similar mass distributions so that the 3500 × 10 data points collapse onto the 10 discrete points, see Figs. 11(b) and 11(c). The power-law mass distributions in Figs. 11(b) and 11(c) indicate that the percolation clusters at 27.7 and 28.0 °C are good fractals. From the slope of Fig. 11(c), we obtained the fractal dimension $d=1.97 \pm 0.016$ at the percolation point, close to the $d=1.91 \pm 0.04$ result for the continuum percolation of 2D random hard disks. At 28.3 °C, the 3500 × 10 data points in Fig. 11(a) are not fractal; the
of the susceptibilities, $\chi_6$ and $\chi_6^{[6]}$, at the same freezing point, even though the orientational order parameter is small after averaging over many domains. Another apparent signature at the freezing transition is the percolation of caged particles. The fractal structures of percolation clusters reflect structural and dynamical heterogeneities in 2D freezing. Furthermore, the caging definition is readily generalized to 3D where one sphere is caged by a tetrahedron of four neighbors. In the future, it may be interesting to study the prevalence of caged-particle percolation in 3D freezing and at the glass transition.
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**IV. CONCLUSIONS**

We measured the polycrystalline freezing of microgel colloidal monolayers. The freezing appeared to be a first-order process, without hexatic phase. This work provides the first experimental tests of four simulation-derived empirical criteria for freezing of thermal 2D liquids into 2D polycrystalline solids. Although the four criteria were originally proposed from simulations of single-crystal melting, the experiments demonstrate that these criteria also hold for the freezing into polycrystalline solids. Thus the results are useful, in part, because most experimental systems directly freeze into polycrystalline solids rather than single crystals. The observation also provides another point of view for study of the glass transition, e.g., by analyzing polycrystalline freezing of different domain sizes and then extrapolating to the small-domain limit. The HV and the LPS freezing criteria have been experimentally tested in 2D for the first time, and they appeared to be more accurate than criteria 3 and 4. The HV criterion depends on the global structure, while the criteria 3 and 4 only depend on local structures in real space. Since freezing is a collective arrangement of particles, the 2D HV freezing rule associated with global structure might have been expected to be the more accurate criterion, as observed in the experiment. We observed peaking