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Reflections on Active Networking

Abstract

Interactions among telecommunications networks, computers, and other peripheral devices have been of
interest since the earliest distributed computing systems. A key architectural question is the location (and
nature) of programmability. One perspective, that examined in this paper, is that network elements should be
as programmable as possible, in order to build the most flexible distributed computing systems.

This paper presents my personal view of the history of programmable networking over the last two decades,
and in the spirit of "vox audita perit, littera scripta manet", includes an account of how what is now called
"Active Networking" came into being. It demonstrates the deep roots Active Networking has in the
programming languages, networking and operating systems communities, and shows how interdisciplinary
approaches can have impacts greater than the sums of their parts. Lessons are drawn both from the broader
research agenda, and the specific goals pursued in the SwitchWare project. I close by speculating on possible
futures for Active Networking.
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CISDepartmentUniversity of Pennsylvania
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Abstract

Interactionamongtelecommunicationgsetworks,computersandotherperipheraldevices
have beenof interestsincethe earliestdistributed computingsystems. A key architectural
guestionis the location (and nature)of programmability One perspectie, that examinedin
this paper is that network elementsshouldbe asprogrammableaspossiblen orderto build
the mostflexible distributedcomputingsystems.

This paperpresentamy personalview of the history of programmablenetworking over
thelasttwo decadesandin the spirit of ”vox audita perit, littera scriptamanet, includesan
accountof how whatis now called"Active Networking” cameinto being. It demonstratethe
deeprootsActive Networking hasin the programminganguagesnetworking and operating
systemscommunitiesand shavs how interdisciplinaryapproachesanhave impactsgreater
thanthe sumsof their parts.Lessonsaredravn bothfrom thebroaderesearclagendaandthe
specificgoalspursuedn the SwitchWare project. | closeby speculatingon possiblefutures
for Active Networking.

1 Intr oduction

Distributed computingsystemsand remoteaccesgdo computingresourcesre major reasondor
computemetworks[Bar64,Bar02]. Thus,a centralquestionin arny network designis its effective-
nessasanarchitecturago supportdistributedcomputing.Effectivenessanbeachiezedin avariety
of ways, rangingfrom the performancecriteria suchas bandwidthandreliability, to more subtle
measuresuchasscalabilityandthe easewith which new software featurescanbe addedto the
system.

The currentinternethasdonevery well with respecto scalability andhasbeenvery effective
in absorbingnew technologiesvhich increasedhroughputandreliability, aswell assupporting
new overlaid applications.For mary kinds of software, the ability to addfeaturesat the “edge”
of the network is sufficient. Yet for otherdistributedcomputingmodels,suchasmulticast,which

*Thework in this papemwassupportedy DARPA underContractstN66001-96-C-852nd#DABT63-95-C-0073,
andthe NationalSciencd~oundationundergrants#ANI-9906855 #AN198-13875and#ANI00-82386



requirenetwork-layerparticipationin thedistributedcomputation[Dee89thelnternethasbeenfar
lessaccommodatingThis resistancéo changeextendsto the network-layeritself, ascorversion
to IPv6[DH96] hasbeenvery slow.

This stemsfrom severalfactors,of which | think thetop threeare:

1. Thereis awidely heldbeliefin arule of thumbfor engineeringhetwork servicescalledthe
“end-to-endargument”. A succinctstatemenbf the rule is: “The network shouldnot im-
plementfunctionsthatthe endnodeswill haveto replicate”. The original agumentwasfor
a carefulexaminationof wherefeaturesareto be placedin engineeringa distributed sys-
tem. Unfortunatelythe agumenthasbeenmisread to imply that functionality which can
be locatedat the systemendpointsshouldbe locatedthere. A skeptic might obsere that
underthe latter interpretationthe Internetwould be sourcerouted,andyetit is not. Some
reasongconsistentvith the paper)arethatroutingappearso work moreeffectively if done
in the network itself, dueto: (1) fastresponsdo changessuchasfailures;(2) incomplete
topologyinformation;(3) the ability to constructglobalrouteswith local decisionsand(4)
informationreuse(the routefrom Pennto the University of Cambridges likely to overlap
significantlywith the routeto University College London,reducingrequiredstateat inter-
mediategatavays). Anotherargumentfor driving functionality to the edges,of course,is
thatit avoidsthe problemof changingP.

2. Theprocessy which anew featureis addedo thelP network is a standardizatioprocess,
which to be succinctoperatesat a political paceratherthana technologicalpace. With the
numberof partiesinterestedn thelnternetcontinuingto increasethis political paceslows at
the sametime thatthetechnologicaheedsareacceleratingWhile the [IETF andIESG have
madea significanteffort to stayflexible, it is perhapgoo muchof a challengeto addressa
problemwith all standardgrocesseslin ary case the reallimit on Internetimprovements
will alwaysbetheintellectualchallengeof understandingomplex problemsandjustifying
their solutions but the needfor consensufurtherdelaysdeploymentof thesesolutions.

3. First with the succes®f NSFnetin the mid-1980s,andthenlater with the Internets com-
mercializationthe Internethasin mary waysescapedhe ability of computerscientistsand
network researcher® controlits evolution. While in mary waysit is attractve to have this
genieout of the bottle, the costis that experimentatiorhasbecomefar more difficult than
it wasin the early daysof the Internet. Theresultis thatarny large scaleexperimentspther
thanmeasuremengrenow donevia simulationratherthanwith the Internetitself.

Theselimitations of the Internet,anda belief that a distributed systemarchitecturemay be more
effective with someof its functionsembeddedn the network, leadto a naturalresearclguestion.
Thatis: how would oneidentify suchfeatures,andwhat sort of network architecturewould be
necessaryo supportthe designof mary varietiesof new distributedcomputingsystems.

Interestingly the papemotes‘an incompleteversionof the function providedby the communicatiorsystemmay
beusefulasaperformancenhancementforeshadwing the ProtocolBoostersarchitecturedescribedn Sectiord.



1.1 Outline of the paper

In this paper | begin by looking backto distributed computingsystemsof the 70s and 80s to
frame someof the technologicalevolution - andresearch which hasgottenusto wherewe are
today | thendiscusshow someof the concernsaboutnetwork architecturd have listedled to the
“Store TranslateandForward” modelof networking. It is the STFmodelwhich led to the current
renaissanca thinking aboutnetwork architectureasbeingdrivenby distributedcomputingrather
thanbeingengineeredn isolation. Two examplesof this renaissancare the designof protocol
boostersandthe SwitchWareproject.In thematerialbelow, | mix in somehistorywhich mightnot
otherwiseberecordedo illustratethe way in which a researchprogramevolvesby fits andstarts
into alargeragenda.

2 Distrib uted Computing and Active Networks

Processnigration,wasto the bestof my knowledgefirstimplementedy David Farbers DCSsys-
tem[FL70, Far73]in themid-1970s.0ver the courseof the 1980s,a large numberof researchers,
including myself, attemptedo realizeprocessmigrationwith varying degreesof succesgseemy
now someavhatdatedsurwey [Smi8§ for details). The basicideawasthatin a distributedsystem,
it wasreasonable¢o allocateprocesse$o processordasedon local resourcesuchascapacityor
locally-storeddata.

stack
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sggment segment
text file text
sgment [transfef seyment
boot- boot-
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Figurel: UserLevel ProcesdMigration usingCheckpoint/Restart



At thetime | wrotethe suney, therewasconsiderablg@rogresson the designandimplementa-
tion of thesesystemsn the context of operatingsystemsbut little applicationsupportandno real
supportfor heterogeneityln 1986, implementeda system later enhancedvith help from John
loannidis[S189, with whichaprocessouldmigrateitself. Thebasicideais illustratedin Figurel,;
theenhancementsonsistef usingNFSto save the executabldmage while sendingheimages
namewith asingleUDP datagranto asener. Thesenerthenusedthenameto fetchthe codeand
continueexecution(this is analogousn somewaysto theapproachpursuedn ANTS[WGT98).

Thesystensufferedfrom somefairly severeconstraintse.g., thatit needechdaemongcouldnt
migrateactive I/O suchaspipesor soclkets,hadno supportfor heterogeneityetc. Its majortech-
nical contribution wasits demonstratiothat userlevel processnigrationwaspossible providing
anew avenuetowardswriting distributedapplications.

Basedonthisexperience] amguedfor theuseof symbolicrepresentationsf state asl believed
waspossiblan languagesuchasLisp[SGQMS89. Thissamenotionwasexplored,for example by
Falcone[Rl87]. Anotherimportantdiscovery wasthatthe entireprogramneednotbe moved,only
partsof it{Sta86 SG90b,SG90a]thisapproachsreferredto as‘remoteevaluation”althoughother
code-shippingpproachewerebeingexploredconcurrentlysuchaslate-bindingRPC[Rar93.

In avery deepsensemobile codeschemedgollowed remoteexecutionandremoteevaluation
models,providing a generalsolutionto "processmigration” onceappropriatdanguageechnolo-
giesbecamewvailable. Thecapsuleapproactio active networking is simply anapplicationof these
mobile codetechniquesndtechnologiego the domainof networking.

3 The broadbandInter net

In theearly1990s[Sta9]) theInternetwascominginto its own asa network infrastructure A large
groupof researchergiasexploring methodsof increasinghetwork throughputsby afactorof 100,
usingavarietyof technologiessuchasSONET[Bab90SON91],HIPPI[GIi92,HIP94,JD93 and
ATM[GHM 191, BDH*92].

The really interestingpossibilitiesherewere thoseof building distributed computinginfras-
tructuresextendedto wide areas.Low bandwidthin the coreinhibited accesgo remotedata,and
theability to migrateprocessingvithin the network hadreally not beenachieved. The notionwas
thattheavailability of very high performancenetworking would allow large scaledistributedcom-
putations,suchasdistributed chemicalanalysesand weathermodelling, that were unachieable
without accesdo remotecomputationatesourcesnddata.

Researclin the AURORA gigabittestbed[CDFE92, Cla93],in which| wasinvolved,wascen-
teredaroundAsynchronoudransferMode (ATM) technology While ATM signallingnever quite
matured ATM link layersledto thebroadbandnternet[Sin02]pothin providing aninfrastructure
for high-speedP overlays,andthenlaterevolving into the methodologyfor building high perfor
mancelP switches[NML98. OnceATM signallingwas(wisely) replacedn architecturesuchas
MPLS[Li99] which providedvirtual pathswithouthearyweightsignalling,thebasicadvantage ®f
thetechnologybecameavailableto Internetusersandits impactis still felt asit is usedin Digital
Subscribetinesaswell asinsideswitchbackplanes.



The Internet[Cla88]solves an interestingproblem, that of providing a universalnetworking
infrastructure[@n8§. It addressetheproblemby providing aninteroperabilityayer, thelP paclet
format, which all network participantsmustuseandaccept. This makesthe problemof sending
datafrom an arbitrary device to an arbitrary device via an arbitrary network manageable.The
sendingdevice formatsan IP paclet and encapsulateg in one or more framesof an attached
network type, suchas Ethernet. IntermediatelP-compliantdevices extract the paclet from an
incomingframe,interpretthe IP paclet, andthenagainencapsulatéhe pacletin aframetargeted
attheultimatedestination While ATM madeanattractve subnetwrk technologyit did notsolve
theinteroperabilityproblem,andIP hadanimplementedsignallinginfrastructure. ATM systems
provided fine-grainedmultiplexing in supportof multimedia, and provided one solutionto the
link performanceroblem,but inadequateladdressethe control planerepresentedy signalling
protocols.This later generateagn enepeticline of research[HR98vdML98] at the University of
Cambridgewhich developedvirtual signallingstacksto allow customization.ln mary ways,the
Cambridgework, which they describeas“Open Signalling”, is analogougo anactive networking
approacHimited to the network controlplane.

In discussiongluringavisit to Pennin the early 1990s,Dave Sincoskieobsenedthatthetele-
phonenetwork achieredinteroperabilitywith a circuit modelbasedon a 20mA copperloop, and
thelP network achiezedinteroperabilitywith thiscommonpaclketformatmodel. Eachwerereach-
ing limits in termsof the costandability to introducenew servicesnto the network?. He posedo
methe problemof pulling the bestfeaturesout of thesetwo examplesto take thelessondearned,
andapply themto a new architecturen which serviceintroductioncould be accelerated Dave
presentedhis problemas”interservicenetworking”, and presentedhe notion of tying together
servicesuchasvoice,FAX andIP. While | spentthegreatmajority of my time working on gigabit
networking, this questionnaggedat me. Finally, duringa Fall breakin Mainein 1993,in whatl
thoughtto bea completelyoriginalidea(only to be pointedto Softnetseveralyearslaterby Bryan
Lyles;seediscussiorbelon in Sections) | wroteashortabstracbf theideaande-mailedit to Dave
SincoskieandDave Farber(my colleagueandresearchmentor),which | includeasan Appendix.

The more | consideredhis problem,the more| becameinterestedin Store-Tanslate-and-
Forwardasa networking model,asit provideda strong’ComputerScience’flavor to networking.
Elementarycomputabilityteachesisthattranslatorarecomputerscomputersaretranslatorsand
soon. Thus,STFbecameny focus,andl beganto think abouthow to make it happen At thatpoint
| did notknow quitehow to do STF, but it wasclearlypossiblesimply by insertingaprogrammable
generaburposecomputerinto the network, soresearclwaswarranted.

In additionto the basicarchitecturahotion, my 1993e-mail (with authentiogrammaticalnd
typographicerrors)alsosuggested few applicationswhich| includeasa secondAppendix,both
for completenesgndbecaussomeremaininteresting almosta decaddater.

Soinsertingtranslatorgn the network waspossible andthereappearedo be interestingap-
plications. The questionthenbecameoneof how to proceedhow to make the vision happenand
how to enablenewn network services.The next section,on "Protocol Boosters” explainshow this
cameabout.

2The mostsuccessfulpproacheto introducingnew serviceswhich later emeged,suchasthe World Wide Web
andpeerto-peeravoidedthis issueby operatingasoverlays



4 Protocol Boosters

In 1994,David Feldmeierandl discussedaollaboratingon a DARPA proposalsubmissionBell-
corehadbegun seekingexternalresearctfunding, and David had someinterestingideason pro-
tocol architecturesl suggestedbuilding a Desktop-Area-Netark (DAN) basedon my STFidea.
We put togethera responsdéo DARPA on this idea, for which we usedDave’s name(which |
still like!) of "Protocol Boosters”. Theideathere,to recap,is thatwe candynamicallyconstruct
protocolsusingas-neede@lementinsertionanddeletion,to respondo network dynamics. The
paradigmwasto constructprotocolsfrom elementoptimistically; thatis, elementsvereinserted
into protocolson-demandasconditionswereencounterethatrequiredtheprotocolelement.This
embeddeany ideasabouthow to build loadablemoduleswhich performedranslationtasks.

Host A Host B
Application Application
Router R
Booster DeBooster

Boosted Link or Subnet

Figure2: Useof aprotocolboosteron a network link

Our proposalWwasa significantbreakfrom conventionin thatwe werewilling to alterthe network
fabric, in conflict with (at leastthe misreadingof) the "end-to-endargument” discussedabove
in Section1. A major goal wasthe ability to acceleratenetwork evolution; we predictedthat
we could enablea "marketplace” of protocols,whereuserswould selectand deploy their own
protocols,ncludingnetwork-layerprotocols.Oneimportantconsequencef usersdeploying their
own network-layer protocolswasthat significantattentionhadto be paidto issuesof safetyand
security sincethe network fabric wasshared.We felt thata marketplacethatwasmorelikely to
developwasoneof proprietaryprotocolsdevelopedby protocolvendors,to be sold or deployed
in their own networks to achieze a competitve advantage. However, in this researcheffort, we
focusedmainly on whetherprotocolscould be constructedising “as-neededtechniquesand if
so,whatform theseprotocolswould take.

4.1 BoostedProtocols

An examplethatwe usedextensviely, bothto explain andto experimentwith ProtocolBoosters,
was Forward Error Correction,or FEC. FEC is a techniquewhich usesextra informationin a
messagédo allow recovery of the messagef a portion of the messagas lost or damaged. In
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the caseof a datapaclet, suchinformationmight includeadditionalpacletsor extra information
within the pacletitself which might be usedfor recovery.

FEC providesan attractve examplefor “as-neededfunctionality, sinceit is in essencees-
simistic. The extra bits aresentunderthe assumptiorthatthingswill go wrong, andthe efficient
encodingandrecovery of the messageonsumegprocessingyclesaswell. Thus,onewould like
to insertFECwhenit wasproviding somebenefit,but not otherwiseuseit. Of courselookinginto
thefutureremainsanunsohed problem,sowe needednechanisnmo adaptthe protocols‘on-the-
fly”, but this approachappearedo be (andlater provedto be) quite attractve, sinceits benefits
couldbe easilyquantifiedandthereforedemonstratedxperimentally

4.2 Infrastructur esand Experimental Results

Thetwo mostimportantinfluenceson ourinitial attemptsatimplementatiorwereHutchinsonand
Petersors[HP91]x-KernelsystemandDennisRitchie's STREAMS[Rit84]architectureRitchie’s
systemprovided an elegantarchitecturegor constructingprotocols,later deliveredwith, andused
heavily in, the AT&T SystemV versionof UNIX. Theinitial notion had beenone of stackable
“line disciplines”for UNIX, but wasgeneralizednto stackableprotocolarchitecturedor streams
of data. Stackablemeantthat codeadheringto a message-handlindiscipline sharedby all such
STREAMS modulescould be pushedonto, and subsequentlypoppedfrom, a logical stack of
processingnodulesthroughwhich stream=f messagelatawould pass.Thesemodulescould be
dynamicallyinsertedandremovedwhile theprotocolwasin operation.Thisdefinitelyhadtheright
flavor for whatwe hadervisionedfor ProtocolBoostersput we felt thatthe programmingmodel
was (no doubton purpose)too restrictive for what we hadin mind for boosters.The x-Kernel,
on the otherhand,was almostcompletelyflexible, and arbitrary protocolscould be constructed
usingthe systemasa basis. The x-Kernelmadeheary useof compilertechniquego connecta
protocolgraphof protocolcomponentsogethetinto a system.This style of protocolcomposition
wasmoreto our liking, but afterinvestigatingjt appearedhatthe existing x-Kerneltoolsdid not
permitdynamicreconfiguratiorof the protocolgraph.

We choseto build a systemcombiningthe dynamicswe desiredin protocolconstructionwith
thegeneralityof thex-Kernel's compositionarchitecture.

Ourfirst attempt[MCS9Y useda modifiedversionof the FreeBSDoperatingsystem Boosters
wereinjectedinto andremovedfrom the P stack,accomplishingamongotherthingscompression,
encryptionand keyword filtering. The basicmodificationof the 4.4 BSDLite stackis shavn in
Figure 3; further modifications(basicallya small multithreadingsystem)were madeto handle
morecomplex boostersasshown in Figure4.

Thesmallsystemwe hadbuilt shavedthata flexible anddynamicallymodifiablesystemcould
bebuilt, thuswe developedafar morematurekernelinfrastructure[ MMR98FMS*9§] in collabo-
rationwith Bellcore. TheBellcoreteamdevelopedanumberof usefulapplicationf thetechnique
in theerrordetectionandcorrectiondomain;the Bellcoreimplementatiorwasusedin satelliteand
wirelessnetwork trials.

Given that protocol boosterswvere usedfor mary bit-intensie tasks(FEC, compressiorand
encryption)their implementationn software presentegerformancechallenges.We decidedto



Protocol Protocol Protocol

Layer n+1 Layer n+1 Layer n+1
1 ( Booster Stub ) Booster Stub
A
Booster
Y
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Protocol Protocol Protocol
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(a) Unmodified (b) Booster-capable (c) Boosted
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Figure3: Insertinga boosterinto a protocolstack

Userlevel Booster 1
TCP
IP
O
PB
Mux
O
IP
Linklevel Booster 2

Figure4: Multiplexing of boostersn the 4.4 BSDlite IP Stack

take the basicboostersideasandto build hardware support{HS9Y, in the form of a switched
pipelineof field programmabléogic calledthe “ProgrammableProtocolProcessindPipeline” or
P4. A photograptof the P4is shavnin Figure5.

The P4 wasusedstandalongéo demonstratehat boosterscould be run at OC-3cline ratesof



Figure5: The Programmabl®rotocolProcessingipeline

155Mbps,andin concertwith a PCusedasa controlelementor insertingandremoving boosters
from the protocolprocessingpath. The hybrid hardware/softvarearchitectureof Hadzics[Had99]
dissertatiordemonstratedhat an FEC boostercould automaticallydetectthe needfor insertion
usingfailed AAL-5 CRCs,insertitself, and enhancehe performanceof a setof TCP/IP/ATM
benchmarksthusdemonstratinghe power of the protocolarchitecture.

4.3 From Protocol Boostersto DARPA’s Active Networking program

Onething thatwasbecomingclearwasthe needfor a generalpurposenfrastructurewith which
new protocolscould be developed,somethingwe hadinitially decidedwas not a main focus of
ProtocolBoosters. Fortunately the flavor of Store-Tanslate-and-érward in ProtocolBoosters
hadattractedheattentionof others.

Severalyearsafterthefact,duringadiscussiorwith Gary Minden,the DARPA programman-
agerresponsibldor fundingthe“ProtocolBoosters’proposal] discoveredthatDARPA hadbeen
internally discussinghetwork/computeiintegration(NCI), andthat ProtocolBoostersvasfunded
asit wasa concreteproposalof a way to achieve this. ProtocolBoostersprovided a concrete
demonstratiorio DARPA thatapproacheso NCI werepossible.DARPA chagedan Information
Scienceand Technology(ISAT) study group with defining a researchagendafor NCI, the one
whichledto the DARPA Active Networksprogram.



5 Active Networks

At SIGCOMM 1995in Boston,| explainedProtocolBoostersand my ideason Store-Tanslate-
and-Forwardto David Tennenhouseyith whomI hadworkedin the AURORA GigabitTestbedCla93]
which connected®enn,Bellcore,IBM ResearctandMIT in the NortheasteriJ.S.. Tennenhouse
told me abouthis own plansfor a programmablaetwork infrastructurewhich he called“Active
Networks”. Seeingthat we shareda vision, we agreedto work togetherto make thesevisionsa
concreteeality.

Tennenhousbadbeenservingon the ISAT teamthat developedthe Active Networking Pro-
gram. We agreedto work on a joint publicationon the ideasandvision to try to setthe agenda
for theresearchln the meantime Gary Mindenat DARPA hadsuccessfullymovedthe resultsof
the ISAT studytowardsa “Broad Ageng/ Announcementdr BAA, which is DARPA’s meandor
soliciting researclproposalsandthis BAA would bereadylaterin the Fall.

A sizablegroupof researchers[Yd9&MPP96,PJ96 SJS 00, TW96, SFG96] wereinvolved
with putting togethera collaboratve set of responseso the BAA. Teleconferencingvas used
to put togethera “matrix” of contributions eachlaboratorycould make to the overall goal of a
programmablenetwork infrastructure. The matrix representeeéachlab’s contributions as rows
with varyingdegreesof contribution to eachof six areas:(1) EnablingTechnologies(2) Platform
Development,(3) ProgrammingModels, (4) Middleware Servicesand Applications, (5) Active
ControlsandAlgorithms,and(6) Network Operationslt wasclearthatall of thesewereneeded,
and so the goal wasto ensurethat no necessaryesearchwasleft out of the program. Several
groupsagreedto include a representatiomf the matrix in their proposalsso that DARPA could
seehow participantscouldfit togetherinto an overall researclragenda.Theresearclagendavas
broadlysimilarto theonethatDavid Tennenhousandl haddiscussedh awalk alongthe Charles
Riverin the Fall of 1995;this researclagendavaslater capturedn a paperby Tennenhousand
Wetherall[TW96].

In any case,in preparationfor writing our responsdo BAA 96-06, “AcceleratingNetwork
Evolution with a Software Switch for Active Networks”, we beganto studywhatwasknown in
orderto distinguishtheresearcirom whathadbeendone.In a discussiorwith BryanLyles,then
of Xerox PARC in which | had describedmy STF model, Lyles pointedme to somebeautiful
earlywork® doneby Zanderand Forchheimerof the University of Linkoping on a systemcalled
“SOFTNET”. The SOFTNET[ZF80, ZF83] systenmwasa paclet radio network wherepacletsof
multithreadedVI-FORTH codewereinterpretedoy network elementsonsistingof two-processor
nodes;oneservicednetwork events,andthe otherran userprograms.The nodeswere supported
by a small operatingsystem,which protectedthe network elementsge.g.,to prevent buggy pro-
gramsfrom destrging the paclet-switchingfabric. The focuswasproof-of-conceptatherthana
wholesalechangean network infrastructure modelsandrun-timesupport.Nonethelesshis team
shouldbe givenduecreditasthe progenitorsof whatwe now call “Active Networking”.

Interestingly at aroundthe sametime, the progenitorof whatwasoriginally calledthe “Cap-
sules”[TSS'97] modelandis nowv morecommonlycalledthe“Active Packet” model[HMWNOZ

3Leadingof courseto that phenomenorevery researcheis familiar with, of discosering your “new idea” in an
ancientreference!
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wasbeingdevelopedby David Wall[Wal82. In this paper Wall outlineda new approacho net-

working. | quotefrom the Abstract: “Networkalgorithmsare usually statedfrom the viewpoint

of the networknodes,but they can often be statedmore clearly from the viewpoint of an active

messge, a procesghatintentionallymovesfromnodeto node. While someideassuchasprocess
migrationwerecapturecearlierstill by Farbers DCS System[FL70Far73],DCSwasfocusedon

distributedcomputingratherthanarethinkingof how to programnetwork functions.

While neitherthe SOFTNETnor the Active Messagesystemcapturedthe entire Active Net-
works agendathey hadall the foundationalideas. The advanceshen,would be from new tech-
nologiesthathadarisensince,in particularnew programminganguage[MTH90GJS96 andse-
curity technologies[BFL9pthat could provide desirablesetsof tradeofs amongstsecurity pro-
grammability usabilityandperformance.

Thenext sectioncoverstheresultsof our researcleffort, which we entitled“AcceleratingNet-
work Evolution with a Software Switchfor Active Networks”. We hadinitially calledthe project
“SoftSwitch”, but after someconcerndavid Farberraisedthatthis namemight be trademarled,
we renamedhe project“SwitchWare™.

6 SwitchWare

We believed in 1995[SFG 96] that the researctthallengesncludedimplementatiornof security
(e.g.,definingsetsof allowableprograms)andresourcananagemenpolicies(to capturenotions
suchastime requirementdor SwitchWare switchedtraffic with QoSrequirements)which must
be embeddedn the SwitchWareswitch’s OperatingSystem/run-timearnvironment. The question
washow to achieze them?

We were confidentthat programminglanguagetechnologiessuchas strongtyping[MTHO(]
andgarbagecollection[NOG93 werethe “secretsauce”with which we could achieve desirable
tradeofs, but we werenot completelysureabouthow to proceed.We could build uponthe Pro-
tocol Boosterswork describedearlier which was still underway, or we could embarkupon an
entirely new path. SinceProtocolBoostershadbeenfocusedon protocoldesign,thatprojectwas
ratheragnosticwith respecto the programmingervironment(in fact, multiple ProtocolBoosters
ervironmentswerebuilt, for FreeBSDLinux andAlterafield-programmabléogic devices),sowe
chosethe“take anew path” approach.

We werefortunateto have a teamof peoplealmosttailor-madeto pursuesuchanaggressie
researclagendaln particular ScottNettles,arecentPh.D.from CMU, hadjoinedthePennfaculty
and had a uniqueblend of programminglanguageand operatingsystemstechnologyexpertise.
This allowed the teamto take advantageof the new programmingmethodologied hadalluded
to earlier andto leveragethe work of the ML community which wasincreasinglyinterestedn
networking applicationgBia94].

Our major focus was on developing a programmingervironmentwith which nev network
functionscouldbedynamicallyinsertedanddeleted We wantedto achiere high performanceand
felt thata high performancesrvironmentcould be built if we specializedh programmingenviron-

4Which turnedoutto betrademarkedaswell!
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mentfor networking. The notion wassimple: the compiler could be relied uponto make mary
safetyandsecuritydecisionsstatically, atcompiletime, ratherthandynamicallyat executiontime.
Our beliefwasthatif we createda “softwareswitch” model,improvementsn computetardware
would be easyto exploit, andfurther, thatthe evolution of network algorithmsandservicescould
beaccelerated.

We developedwo programmingervironmentsn the SwitchWareproject,the ALIEN[ASNS97,
Ale98] active loaderandthe Packet Languagefor Active Networks (PLAN)[HMA 99| (PLAN
sened asthe inspirationfor the later SNAP[MHNO1, Moo0Z system). The architectureof the
final systemis shovn in Figure6.

PLAN

SNAP

Caml

@\PLAN\ \ = (;:aml

Libraries

'SNAP | | PLAN | Unprivileged

Privileged
Active
Extensions

ALIEN Loader (mostly Caml,
+ native code for cryptography)

Node Operating System (Both
Linux and Nemesis were used)

AEGIS Secure Boot (Integrity
of BIOS, FLASH, O.S., etc.)

<

Figure6: The SwitchWaresystemarchitecture

Our original goalhadbeento build an ervironmentsuitablefor a network elementsuchasa
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bridgeor arouter The ALIEN systemf{irst prototypedn theactive bridge[ASNS97]shovedthat
a completebridge could be constructedon-the-fly” from modulesthataddedbufferedrepeating,
trivial LAN extension,self-learningand spanningtree functionalities. Then, as we felt that a
major issuewould be the robustnessof the systemwith failed software, we built two spanning
tree modules,one with an error in the modules implementationandfell backto the correctly
functioningmoduleafteralogical self-checkfailed.

While we useda TFTP implementatiorto implementthe active bridge, we extendedthe ac-
tive loaderto checkcryptographiccredentialsassociatedvith modules. This supportedremote
useof the Caml[Ler95]“modulethinning” approaciwe usedto controlprivilegein ALIEN. After
addinga securebootstrap(AEGIS[AFS97) to prevent subversionof our privilege enforcement
from belon®, we calledthe resultingsystemSANE[AAKS98a], for “SecureActive Network En-
vironment”. Oneof the centralcontributionsof the architecturevasthatwe wereableto define
a privilege boundaryabove the immutablecodeof the loader This allowed the loaderto be ex-
tremely“thin”, ashintedatin theillustration.

While we initially usedLinux asa developmentplatform, it becameclearto us thatin the
role of a network elementoperatingsystemgvenif bootedsecurelyLinux hadsererelimitations.
In particular it did not sharethe carefulattentionpaid to securityissuesthatwe hadfocusedon
ALIEN, andthegeneraldistributionshadno supportfor resourceguaranteeghe only way of ad-
dressinghethreatof denial-of-servicattacks[Nee94 We addressetheseassueswith two thrusts.
First,we absorbedievelopmenbf asecureoperatingsystenmbasedn capabilitiesEROS[SSF99J,
into the project. At onepointwe speculatedhatwe might move all developmento EROS, but its
maturity andinfrastructuran 1997wereinsufficientto allow this atthetime, sowe keptLinux as
themajordevelopmentplatform. The secondhrustwasresourceguaranteefor resourcesuchas
memory bandwidthandcomputatiortime. We addressethedenial-of-servicattackan onefash-
ionin our SecureQuality of ServiceHandling[AAK™00] (SQoSH)architecturen onefashionand
in anothefashionentirelyin the ResourceControlledActive Networking Environment[AMK*01]
(RCANE).

SQoSHuseda new operatingsystemcalled PigletfMS98aMS98h Mui01], which hadorigi-
nally beenintendedor smartline cards but turnedoutto beideally suitedfor multiprocessorgand
continuego look promisingfor both smartline cardsandfor network processors)in the config-
urationin SQoSH Pigletranon oneprocessowhich managedetworking actiities, while Linux
communicateddataand control to and from Piglet via sharedmemory Resourcemanagement
was controlledwith the samecryptographiccredentialingsystemusedto control code-loadingn
SANE, but adaptedo the resourcemanagemeninterfacesofferedby Piglet, thusintegratingre-
sourcemanagementith the otherelementf the securityarchitecture.

The RCANE projectwasa collaborationwith the University of Cambridge,jn the personof
Paul Menage. Paul had spenta summerinternshipat Penn,and quickly graspedhe essentials
of the SwitchWare approachand architecture.He had significantexperiencewith a nev multi-
mediaoperatingsystem Nemesis[LMB"96], developedat the CambridgeComputer_aboratory
Paul examinedthe resourceissues,including garbagecollection and CPU resourcesand devel-

5This focus on top-to-bottomintegrity led to the discovery of new classef securitythreatsfor programmable
hardware[HUS99
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opeda completeresourcananagemenarchitecture[Men00hich addressedoS management,
QoScrosstalkandwascompletelyintegratedwith SwitchWare[AMK™*01], including supportfor
PLAN.

TheSwitchWarenodearchitectureddressedll of thefundamentaproblemsof security[AAH98,
AAKS98a, AAKS98b, AAKS99]: controlling integrity, resourcemultiplexing and management,
andauthentication.The securitysolutionswere portableand are usefultodayin mary contets,
from loadingcodeontophonedo providing supportfor multiple isolatedexecutionervironments.

While consciouf theseachiazementdor the network elementview of active networking, we
weresensitve to the assertiorthatthe “capsules’modelwasmoreaggressie thanour approach,
andwereintellectuallycuriousaboutactive paclet versusactive extensiontradeofs. We believed
thatit would be easierto build an active paclet systemfrom an active extensionsystem(suchas
ALIEN) thanit would beto build anactive extensionsystemusingactive paclets(particularlyin
a systemsuchas ANTS, which emplgyed soft-statecodecaches).In addition,therewere some
very deepquestiongegardingthe separatiorof concerndetweenwhatwasnecessaryor safety
securityandperformancdor active pacletsasopposedo active extensions.For example,if one
acceptedhe modelthat userswould deploy changesvia active packetsand administratorge.g.,
ISPs)would control offeredservicesvia active extensionsthenthe active paclet languagevould
beratherrestrictve, but would needthe capabilityto referencearbitraryservices.

PLAN[HKM *98] wasdevelopedby Nettles,Gunterandtheir doctoralstudentdo investigate
theideaof usinga domain-specifiéanguage for active networking. This would have two goals.
Firstwould betheability to restrictthelanguageo a setof simpleoperationghatalmostall nodes
would willingly execute,in the style of the ICMP ECHO paclet (“ping ”). Secondwould be a
vehiclesuitablefor formal specification.

To achieve thefirst goal,thelanguagevasdesignedasa “glue” languagavhich couldbeused
to composeoperationgrovided by active extensions.The active extensionsystem(i.e., ALIEN)
wasthenchagedwith managingauthenticatiorandauthorization.This allocationof rolesis sim-
ilar to thatusedin the UNIX modelof anunpriilegedcommandnterpreterusedwith commands
andafile systemwhich controlprivilege. The PLAN architecturéhasprovensuficiently powerful
thatit hasbeenusedto build an active internetwork, aswell asapplicationssuchasflow-based
adaptve routing (FBAR).

Towardsthe secondgoal, a formal specificationof PLAN was producedby Kakkar, etal. in
1999[KHMG99. PLAN wasusedin formal methodswork at SRI and elsevherein the Active
Networkswork dueto its desirableresource-boundedness.

The SwitchWaresystemasa whole wasusedto developuserapplicationsBellcore(now Tel-
cordia Technologiesdesignedand implementeda network publish/subscribepplicationusing
PLAN andthe SwitchWare software which shaved the power of the technologyin dynamically
constructinghetwork services.

Figure7 illustratesmy view of whatwasachievedin the active networking design(sub)space
of performanceversusflexibility tradeofs. The P4 alone,while operationakt 155 Mbits/secand
workableto 622+ Mbits/sec[Had9Pwith differentcomponenthoices,is perhapshe leastflex-
ible of the systemsasin standaloneonfigurationgt canonly accommodatéprograms”which
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622+ Mbits/sec

P4
Mbits/sec

120 |

00| SNAP+ALIEN
SNAP PAN

80__ |
60| PLAN PLAN+ALIEN
40| ALIEN
20|

0 | | | | |

Flexibility (not clear what the dimensions are...)

Figure7: Flexibility versusMeasured?erformancdradeofs

canbe expressedvithin the constraintof a field-programmabléogic device®. | aguethatANTS
is lessflexible than ALIEN becauséANTS could beimplementedn ALIEN, while the corverse
is not true. | ague that PLAN and SNAP arelessflexible than ANTS standalondthat s, ig-
noring the capabilityfor active extensions)while in concertwith active extensiongindicatedby
PLAN+ALIEN and SNAP+ALIEN?, respectiely) they absorball the flexibility inherentin the
active loaderarchitecture As essentiallya kernelmoduleloader PAN performsvery well andis
of coursequiteflexible, but no betterthanSNAP+ALIEN.

What PAN lacks, of course,is ary security If we plotted an additionaldimensionof the
designspace we would find the mostsecurecombinationwould be the combinationof ALIEN
andSNAP, following our experiencenith PLAN+ALIEN. This givesresourcéboundsattheactive

6Two legitimatecounteragumentsouldbe made.First, asa modificationof the basichardwareelementsthe gate
arrayis anextremelyflexible component.Secondwhenusedin combinationwith othertechnologysuchasALIEN,
asthe P4wasin its final instantiation[Had9p the architecthadaccesgo all levelsof the protocolarchitecturedown
to the hardware

“While SNAP+ALIEN hasnot beenimplementedthe integration of the SNAP virtual machinewith the active
extensionsupportof ALIEN is obviousgiventheintegrationof the PLAN virtual machinewith ALIEN
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pacletlevel, andwith theadditionof someoperatingsupportsuchasSQoSHs Pigletor RCANE’s

Nemesisat the active extensionlevel aswell. Problemswith the Java virtual machinesecurity

plus the lack of resourcemanagemenénd supportfor formal methodsead me to concludethat

ANTS is lesssecurethan PLAN or SNAP, particularlyin the latter casewhere SNAP’s resource
usagses linearin the sizeof theactive paclet.

Thecombinationof SNAP andALIEN yieldssimultaneouslyhe mostflexible, highestperfor
manceandmostsecureactive networking systempasedon performanceeportedior SNAP.

A naturalquestionis why the SwitchWare software did not gain wider acceptancegivenits
technicalmerits. It is my belief thatthis wasa function of our attemptto solve “the whole prob-
lem” andto usethe besttechnologieswe could find or create. For example, the considerable
strengthsof Camlasa programminganguagewere overwhelmedby the popularity of Java and
theresultingpopulationcorversantwith Java-basedpproachesuchasthatusedby ANTS. Given
a choicebetweena Caml-basedsystemand a Java-basedsystemsuchas ANTS, programmers
judged ANTS “good enough”and succumbedo intellectualinertia in not learningCaml. We
shouldhave rememberedhat*”le mieuxest’ennemidu bier’[V ol72].

7 Conclusionsand towards the futur e

The original DARPA Active Networks programis now drawing to a close,althoughsomework
remainsundervay. As the programwasbegun at the davn of the Internets large-scalecommer
cialization, considerableskepticismfrom the researchcommunity arose,someof it legitimate,
regardingperformancendsecurity My beliefis thatthe securityissuesarelargely addressedas
discussedn Section6.

The performanceas adequatdor the network edge asillustratedin Figure8, whichillustrates
the numberof programmednstructions(P) that canbe executedby a generalpurposeprocessor
without delayingthe datatransmission Specifically almostall accessetworks have bandwidths
lessthan 100 Mbits/sec,a speedat which mary of the systemsdescribedn this paperoperateat,
or near Supportingevidencefor this claim arethedomain-specificmiddleboxes” appearinghere
suchasfirewalls, NATs andIDSes.

Additionally, new networkprocessogInt, IBM, Age] are offering a pathto wire-speedper
formance with specializedarchitecturesuitedto concurrenexecutionof networking operations.
The network processotechnologyis positionedto provide powerful programmingervironments
to network elementdevelopers.

Worldwide efforts in active and programmablenetworking are undervay, particularlyin Eu-
rope(see,e.g. the “Future Active IP Network” project{GPS00] or the ALPINE project[ALP]).
In additionto the network processomarket, other efforts are seekingto commercializeone or
more aspectf active networking, and active networking inspiredapproachesuchas“packet-
marking”[SWKAOQQ, SPS 01] arepenetratingproducts.

ThelETF's ForwardingandControlElementSeparatiorfForCES)working group[For] models
router architecturesn a way that allows introductionof programmableand active technologies
into the Internetcontrolplane,in the styleof BBN's FIRE[PSS 00]. Thewirelessindustryis also
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Figure8: ComputatiorversusNetwork Performancdradeofs

absorbingactive network approachestangingfrom mobile telephory industry’s use of mobile
codeto the softwaredefinition of radio[11192, Bos99.

Nonethelessthe needfor network evolution remains,andin mary ways the needsof dis-
tributed computingare still not well met by the exclusion of computingAPIs from the network
infrastructure.The uptake on active networking hasbeenslow, andits short-termimpacthasnot
beensufiicient. The active networkswork may have beenwrongheadedt mayhave beenprema-
ture,or it mayhave beenpursuedchewrongway. While thereis anelemenbf thesecond] believe
thattheroot causethethird of these asl seethe currentfocuson peerto-peersystemsasaway to
introducenew servicesusinganoverlay, in the style of the World Wide Weh If peerto-peersys-
temsbecomesufficiently successfulthey may stimulateselectve reshapingof the network layer
from above, atthe sametime thatsoftwareradioandnetwork processorseshapet from below.

In summary Active Networks offer an opportunityto build a truly flexible distributed com-
puting infrastructure wherethe programmemwasin commandof all aspectf their distributed
computingmodel. The market is delivering network embeddegrogrammability albeitin anad-
hoc and purpose-hilt fashion. For example, NAT boxes are simple STF-styletranslators,and
firewalls are event-driven programswith simple actions(pass , drop or log ) driven by com-
plex rule specificationsn firewall-specificrule expressionanguages.The difficulty with the ad
hocapproachs thatthesepurpose-hilt systemscannotabsorbmodulesandprogrammingstyles
from existing systemsandaredifficult to extendandcompose.The active networking approach
providesa commoninfrastructurewith which suchsystemscanbe built in a robust and secure
manner
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9 Appendix 1 - The Store, Translate and Forward Model

Store, Translate and Forward (STF) networks

ABSTRACT
Store and Forward networks provide a rich framework within
which network technologies, such as packet store and forward networks

have evolved. Examples include the Internet and the developing
Asynchronous Transfer Mode (ATM) networks.

A major problem with the communications technologies we have
developed is their incompatibility at the level of service. This level
is the point at which the communications become ‘“data

communications’” ° rather than sensory data or facsimiles. This
interservice networking promises to become a major research and
engineering challenge in the mid- to late 1990s and on into the 21st

century.

We propose a model of networking we call STF, for store

translate and forward. The network is modeled as a graph. Nodes store
and forward messages, and arcs may be associated with a translation.

We are hopeful that ideas from computer programming languages can aid

with the design of data typing and translation strategies. We give
several examples of STF scenarios and possible translation modules. We
also demonstrate analogues to other technical problems, such as
heterogeneous  distributed shared memories.

We believe that STF is a promising approach to interservice

networking. It selectively borrows from a wide range of disciplines

such as programming languages, computer networking, and operating
systems. Most importantly, by explicitly embedding translation into
store and forward networking, it recognizes the presence of processing

elements in communications  systems.
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10 Appendix 2 - Applications of Store, Translate and Forward
Networks

Some applications of S-T-F Networks:

1. Combining Cellular Telephony/PCX  with GPS locators to provide a
global mapping capability. GPS sensors pick up GPSdata. These are
"translated" into a form suitable for transmission to cellular, then
across landlines into a computer fabric equipped with DSM. The object
location facilities embedded in the DSMare then used to make a map,
zoom, combine data with Landsat data to get real-time object movement,
etc.

2. Message conversion to meet changing QoS goals across communications

boundaries. Consider, for example, a need to carry a message from a
communications  source, across secure, reliable landlines to a relay
point. From the relay point, however, the reliability of any single
means of communication (LEOS, point-to-point radio, telephony,....) is
low. At the relay point, an STF network could replicate message
packets across several alternatives to build a reliable subsystem from
unreliable components.

3. Provable location information. Consider a STF network organized as
a grid, say a planet-girdlin g grid of appropriate granularity.

Longtitude and Latitude might make an appropriate coordinate system.
As packets cross grid boundaries, a token they contain is tranformed
using a key- controlled cryptographic system. The token can then be
used to prove a particular path was taken, and that in turn, the

packet's  source location can be proven.

4. Heterogeneous Distributed Shared Memory. One of the major difficulties
with  DSMhas been the inability to effectively use it in networks of
heterogeneous  machines. In fact, machines of the same type could

be organized into "clusters", which define boundaries over which
translation of data would be coupled with forwarding. In this way,
the important information (tagged, e.g., as ASN.1) could cross the
boundary and be reconstituted in the new cluster environment.
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