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stract— We consider the problem of stabilizing a plant introduce eWireless Control Networka new paradigm
Ab Wi ider th bl f stabilizi I troduced theWirel Control Network d
with a network of resource constrained wireless nodes. In a for control over a wireless network where the netwigelf
companion paper, we developed a protocol where each node g a5 the controller (instead of having a specially deségh
repeatedly transmits a Ilrjear comb!natlon of the values in tis node performing this task). Specifically, we considered a
neighborhood. For certain topologies, we showed that these "™ p 9 AOR) p ) ys

linear combinations can be designed so that the closed loop Wireless network consisting of simple nodes that are able
system is stable (i.e., the wireless network itself acts as ato exchange information only with their direct neighbors.
controller for the plant). In this paper, we design a Intrusion  \We devised a protocol where each node transmits, at each
Detection System (IDS) for this control scheme, which obsees time-step, a single value that is a linear combination of

the transmissions of certain nodes in the network and uses &t th | it iahborhood. Nod that h t
information to (a) recover the plant outputs (for data-loggng € values In Its neighbornood. Nodes that have access 1o

and diagnostic purposes) and (b) identify malicious behaaor ~ the outputs of the plant (i.e., those nodes that are located
by any of the wireless nodes in the network. We show that near the plant sensors) include those measurements in their

if the connectivity of the network is sufficiently high, the IDS  ypdates, and the plant actuators apply a linear combination
only needs to observe a subset of the nodes in the network ¢ the transmissions of nodes that are closest to them.

in order to achieve this objective. Our approach provides a Thi | t | effectivel th irel kv
characterization of the set of nodes that should be observed IS NOVel protocol eliectively causes the WIreless nekwor

systematic procedure for the IDS to use to identify the malipus {0 behave as a linear system with sparsity constraints on
nodes and recover the outputs of the plant, and an upper bound the system matrices (corresponding to the topology of the

on the delay required to obtain the necessary information. network). We provided a numerical design procedure (based
on linear matrix inequalities) to determine the appropriat
linear combinations for each node to use in order to stabiliz
Industrial control systems are often deployed in largehe plant, even when packets are dropped with a (sufficiently
spatially distributed plants that involve numerous sesisorjow) probability. As discussed in [6], this scheme has saver

actuators and internal process variables. Interconrgttié@  penefits over traditional approaches to designing netvibrke
various components of these systems has traditionally begontrol systems:

achieved through physical wiring, which is often difficult

to do (when the plant contains hard-to-reach or dangerous®
areas), expensive, and fault-prone. However, the advent of
low-cost and reliable wireless networks promises to adlevi  *
many of these issues [1], [2]. With this technology, sensor
measurements of plant variables can be transmitted to con-*
trollers, data centers and plant operators without the need
for excessive wiring, thereby yielding gains in efficienayda

profitability for the operator. _ While the stability of networked control systems under

‘The topic of control over networks (wireless or otheryenign packet-drop scenarios has been well studied, tr nee
wise) has been intensively studied by researchers over tfg a rigorous theory o$ecurityin industrial control systems
past decade, leading to design procedures for controllefigs only recently started to gain attention [7], [8], [9],
that are tolerant to network imperfections such as packgto], [11]. In domains such as chemical process industries,
dropouts and transmission delays [3], [4], [S]. These workaviation and critical infrastructure, attacks on the cohtr
typically adopt the convention of having a dedicated consystems could have disastrous consequences. The report
troller/estimator located somewhere in the network, anfi2] makes several key recommendations for “designing-in”
study the stability of the closed loop system assuming thgecurity into industrial control systems. One of the points
t_he sensor-estimator a.nd/or contrqller—actuator comoaini highlighted by the report is the need to maintain accurate
tion channels are unreliable (dropping packets with a tertajogs of the plant and controller behavior, and to analyze
probability, for example). In the companion paper [6], wWahe information contained in those logs in order to quickly

. detect and isolate anomalies. In traditional (data) netsjor
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I. INTRODUCTION

It can explicitly incorporate very simple (computation-
ally constrained) nodes into the design procedure.

It simplifies the transmission scheduling polices for the
network.

It can easily handle practical scenarios involving large-
scale plants that have multiple (geographically dis-
persed) sensing and actuation points.



paper [15] suggests an IDS for wireless networks in procesdll call a graphdisconnected there exists at least one pair
control industries. The design in [15] captures (at a policpf verticesv;,v; € V such that there is no path from to
level) attacks such as jamming, flooding the network with;. The connectivityof the graph is defined as the smallest
large numbers of packets, and corruptions in the formattingumber of vertices that must be removed to disconnect the
of data transmitted by certain nodes. graph, and is denoted by A set of pathsPy, P, ..., P, are

A more dangerous (and difficult to detect) attack in controvertex disjoint if no vertex appears in more than one path.
networks is that of datenodification where malicious nodes Given two subset¥;, V, C V, anr-linking from V; to V; is
subtly change the contents of messages that they are passinget ofr vertex disjoint paths, each with start vertexiim
through the network, but otherwise follow the normal rulesind end vertex in/,. Note that if); andV, are not disjoint,
of transmission. In this paper, we describe how to desigwe will take their common vertices to be vertex disjoint gath
an IDS to detect data modification attacks in the contrddetween); and), of length zero. The following classical
scheme proposed in [6]. The IDS will be responsible foresult will play a role in our derivations (e.g., see [16]).
observing the transmissions of certain nodes in the networkLemma 1:Let G = {V,£} have connectivityx, and let
in order to (a) recover the outputs of the plant (e.g., fov; and ), be subsets oV, each of size at least. Then
fault-diagnosis purposes), and (b) detect and identifya dathere is ax-linking from V; to Vs (and vice versa).
modification attacks by nodes in the network; the overall
architecture of the plant, control network and IDS is shown Il. THE WIRELESSCONTROL NETWORK
in Fig. 1. We show that the wireless control scheme from Consider a plant of the form
[6] allows malicious behavior to be identified by examining
the transmissions of only subsetof the nodes in the x[k + 1] = Ax[k] + Bu[k]
network, provided that the network topology satisfies derta y[k] = Cx[k],
conditions. We provide an explicit characterization of the .
subset of nodeg that needs ?o be monitored, along wimIth A € R™,B € R and C ¢ Rpxri' The
a procedure for the IDS to follow in order to extract theoUtPut vectory[k] = [kl walk] ... ylk]] con-
required information from the transmissions of those nodel®iNS Measurements of the plant state vectgk] pro-

1)

vided by the sensors,,...,s,. The input vectorufk] =
yIk] | [u[k] walk] ... wm[k]]" corresponds to the signals ap-
~: Monitored nodes plied to the plant by actuatois, ..., a,.

The plant is to be controlled using a wireless network
Plant cqnsisting of a set of nodes that ?nteract with each other and
Plant outputsy[k] with the sensors and _actuat_ors msta_llled on the plant. I_Each

and node in the network is equipped with a radio transceiver

; i = identities of along with (limited) memory and computational capabil-

ulk] malicious nodes ities! Similarly, each sensor and actuator on the plant
Fig. 1. Architecture of the wireless control network with EDS. contains a radio transceiver, allowing them to communicate

with neighboring nodes. The wireless network is described
by a graphGg = {V.&}, whereV = {v,v2,...,vn} iS
II. NOTATION AND BACKGROUND ON GRAPH THEORY the set of N nodes andS C V x V represents the radio
We usee; to denote the column vector (of appropriate®@nnectivity (communication topology) in the network (i.e
size) with al in its i-th position and)’s elsewhere, and the €d9€(v;,vi) € £ if nodev; can receive information directly

symbol1 to denote the column vector (of appropriate sizeffom nodev;). In addition, we defind’s C V' as the set of
consisting of alll’s. The symbolly denotes theV x N nodes that can receive information directly from at least on

identity matrix, andA’ indicates the transpose of matdx, ~ SE€NSor, and’4 C V as the set of nodes whose transmissions
The cardinality of a se§ is denoted byS|, and for two sets Can be heard by at least one actuator. We will refevgcas
S andR, we useS \ R to denote the set of elements dh the sourcenodes in the network. In this paper, we will also

that are not inR. The set of nonnegative integers is denote@SSUMe that there are somalicious nodesn the network,
by N. given by the sefF C V. These malicious nodes will transmit

false values (perhaps by conspiring with each other) in an

A graph is an ordered paig = {V,£}, whereV = ;
attempt to damage the system in some way. Note that the set

{v1,ve,...,un} is a set of vertices (or nodes), addis ‘ = Y
a set of ordered pairs of different vertices, called dirgcte” IS unknowna priori. o _ _
edges. The vertices in the saf, = {v;|(v;,v;) € £} are In our development, we will find it convenient to consider

said to be neighbors of vertex. A subgraphof G is a graph & New graphG that captures how the plant outputs enter
H = {V,E}, with V C V and& C & (where all edges i€ into the wireless control network. This graph is obtained by
are bet\;veen vertices in). N taking the graph of the netwok and adding» new vertices

A path P from vertexv;, to vertexv;, is a sequence of ) . o o
‘ We will model these resource constraints by limiting théestaaintained

verticesv;, v;, - - -vj, .SUC.h that(.vijvviwl) e&for0<j< by each node to be a scalar. As discussed in [6], the conttminse can
t—1. The nonnegative integers thelengthof the path. We also be applied to cases where nodes are allowed to maingi@\@ctors.



S = {s1,52,...,5p}, corresponding to the sensors on thecombination of the values transmitted by the nothasthat

plant. Define the edge set are near that actuatbiThe update strategy for the network
e { (50, 51 € S’UJ: € Vs, } can therefore be represented as
’J s;'s value is available to node; zlk + 1] = Wz[k] + Hy[k] + E£[k]

We then obtairg = {VUS,EU&;}. ulk] = Gz[k],

The proposed control scheme (introduced in [6], [17]) )
consists of having each node in the network update its valjgere the matricedV e RN_XN’ H < RNXP and G €
to be a linear combination of its previous value and th_@mXN have sparsity constraints determined by the underly-
values of its neighbors. In addition, each source node wilfd network topology. When there are no malicious nodes
include a linear combination of the sensor measuremerfi<€» 7 = 0), the overall closed loop system evolves as:
(i.e., pla_nt. outputs) that _it receives at gach time—ste_ipally, x[k + 1] A BG ] [x[K] & & [x[K]
the malicious nodes will update their values arbitrarily at [z[k—i— 1]} = [ HC W ] [z[k]] =A {z[k]} :
each time-step. Mathematically, if we lef[k] denote node
v;'s value at time-stegk, we obtain the update equatiohs: Matrix A is structured in that certain entries are forced to
be zero (corresponding to the topology of the wireless cbntr

zilk +1] = (2) network). Let¥; denote the set of all tuplddV, H, G) that
wi;zi[k] + Zvj eN,, Wii%j (K] satisfy the required sparsity patterns and that cause thé&xma
+2 s en,, hisyilk] if v; € Vs\F, A to have all its eigenvalues inside the open unit circle. In
w;; 2 [k] +Zuje/\/v.lwz‘jzj[k] [6], [17], a numerical procedure was provided to find an
+3,, GN hiy; k] + filk] if v e VgnF,  element o, (if one exists). _
wizlk] + 3, W ik filk] i v e F\ Vs In this paper, we consider the problem of datq coII_ecFlon
" Vi €No; T ‘ . ’and analysis in this network for the purpose of identifying
wiizilk] + 200, e, wisZilK] it vi ¢ VsUF. alicious behavior by a nonempty subsgét of nodes.

The scalarsw;; and h;; specify the linear combinations Specifically, we will describe the design of dntrusion
that are computed by each node in the network. The scal@etection Systefh whose task is to collect data from the
fi[k] is an additive errér committed by nodey; at time- network in order to (a) recover the plant outpusgk] and
stepk if it is malicious. If we letF = {vj,,v),,...,v;} (b) detect and isolate anomalous behavior in the wireless
denote the set of malicious nodes, and aggregate the val@estrol network. Clearly, one trivial option would be for
transmitted by all nodes at time-stégnto the value vector the IDS to simply listen to the transmissions eferynode

zlk] = [z1[k] zlk] - zN[k]]/, the transmission strat- and sensor in the network, and double-check that all nodes
egy for the entire system can be represented as are indeed computing the proper linear combinations at
2k + 1] = Wa[k] + Hy[k] e_ach tlme-step. However, this |s_not a satisfactory sahunq
since the entire point of the wireless control network is
fin K] to avoid the communication infrastructure required for a
Lo e e filK] centralized solution of this kind. Instead, we would like a
e i : way to identify the malicious nodes in the network and
Er Fiz K] 3) obtain the plant outputs by viewing the transmissions of
just asubset] C V of the nodes. Perhaps surprisingly, we
£[] will show that this is possible with an appropriate choice
— Wazlk + [H Ef] Pf’[[llzﬂ ’ of the setT (provided that the network topology satisfies
— certain conditions), even though the transmissions of the
Br \v@]—’ nodes have been designed specifically with the goal of plant

] o stabilization in mind. In other words, the above design fiar t
for all & € N. In the above equation, th@, j) entry of W yjireless control networlsimultaneouslyachieves the dual
satisfiesw;; = 0 if v; ¢ N,,, and the(i,j) entry of H  gpjectives of stabilizing the plargnd providing the IDS

satisfiesh;; = 0 if s; & Ny,. We assume that[0] (i.e., the ith enough information to diagnose failures and malicious
initial state of the wireless control network) is known teth

IDS. Recall that the symbel; denotes a vector with a single  “In this work, we do not consider the possibility of malicicastuators

1 in the i—th position and zeros elsewhere. _ttl;lat ‘a]ipr:jlybarbitr_ary irr11puts to thefs;;]sten;. SchlCh b(:iehavi?)(pzztantially _be
. identified by using the outputs of the plaptk] and applying appropriate
At each actuatol & {1’ 2,.. .7m}, we app'}’,the 'n_DUt fault-diagnosis techniques, as described bEeI(])W.
w k] = giz[k], whereg; is a vector that specifies a linear 5we assume that this is a trusted entity, with sufficient camtienal and
~ storage capabilities to analyze the data that it receiva® fthe network.
2The neighborhoodV,, of a vertexwv is with respect to the grapd. 5This information can be used by the IDS for tasks such as diigg
3This model allows a malicious node to update and transmitrhitrary ~ faults that occur within the plant (e.g., using the techeijaescribed in
value by choosing the error terrfy[k] appropriately. It also captures the [18]). Since this is a rather general problem, we will notveeinto the
scenario where multiple malicious nodes update their galu@ coordinated  details of how the IDS uses the outputg[k] further in this paper, and
manner. We assume that malicious nodes cannot send cogflidiues to  instead, will concentrate on ensuring that the IDS can nhitaése outputs,
different neighbors, due to the broadcast nature of the aamizations. in addition to identifying malicious nodes in the controltwerk.



behavior. Broadly speaking, our analysis will reveal tHat iwhere
the connectivity of the wireless control network is at least

. . 0 0 e 0
p+2f, and if each sensor measurement is heard by at least B 0 o 0
p+2f nodes, then the IDS can deduce the above information TWPQ> TB o 0
from the transmissions ainy p + 2f nodes in the network, MF = ' N ' e Sk (7)

as long as there are no more thAmalicious nodes during : : " :
any D contiguous time-steps (wher2 is an integer that we TWL 1By TWIL2Bg --- TBg
will characterize later).

Remark 1:In this work, we will not consider a probabilis-
tic drop model for the channels between nodes; the possibﬁ i
ity of a large number of (accidental) packet losses incurregPresponding to the sep.
by such a model complicates the task of isolating malicious 1he following theorem shows that the IDS can recover
behavior, and future research will be devoted to addressilﬁ;ae desired quantities from the transmissions of nodes in
this more general scenario. However, our model does captufe Provided that a certain algebraic condition holds. We
the case where there is a limited (bounded) number of pack&{ill [ater relate this algebraic condition to conditions tre
dropping channels in any set d® contiguous time-steps. network topology and choices of the.monltored nodes
Specifically, note that a dropped packet from nageto Theorem 1:Suppose that there exists an mteg@sucgh
v; can be modeled as “malicious” behavior by node tha_t, _for all possible set® of 2f nodes, the matriXM
where the additive errof;[k] is selected to cancel out the Satisfies
contribution ofz;[k] in v;'s update. Thus, one can effectively
trade an actual malicious node for a dropped packet in our

analysis, as long as the total number of actual maliciouphen, as long as there are no more tifamalicious nodes in
nodes and dropped packets in any sebDofontiguous time-  the network during any set P contiguous time-steps, the

When L. = N — 1, ©p is the observability matrixfor
he pair (W, T), and we will call M$ the input matrix

rank(M3) = p+ Q| + rank(M3_,) . (8)

steps is less than or equal fo ) IDS can uniquely recover the plant outpyt] and identify
DETECTION SYSTEM based on the transmissions of the node§in O

For any set] C V, denote the vector of transmissions OfweBZfr%rvei d%m;erﬁg'rgg dV:tt:iI(taZe e?:&g‘;grigzeo?bcogf ditt?oer?r(eg’
the nodes in that set at time-stépy t[k]. We can write Specifically, note from (7) that for any se. the last(L—1)
t[k] = Tz[k] , (4)  block-columns oM have the form[Mgzq } and thus have

whereT is a |T] x N matrix with a singlel in each row rank equal to the rank d¢I£ . Condition (8) is therefore
capturing the positions of the vectefi] that are in the seT,  equivalent to saying that the firgt-+ |Q| columns of Mg

and zeros elsewhere. In this section, we provide a proceduffyst be linearly independent of each other, and of all other
for the IDS to use to parse the valugi], k € N, in order  columns inM$. With this interpretation in hand, we are
to recover the plant outputg[k], and identify anomalous now ready to continue with the proof of Theorem 1.

behavior by any nodes in the network. Proof: [Theorem 1] Consider time-steps: =

In our development, we will find it useful to considerg 1 p and suppose that the malicious nodes during this
a slightly more general version of the system model (3period are a subset of the sBt= {vj,,Vjy, .-, v5, }. From
For any subseR = {vg,, vy, -- -, Vg o} C V Of NOdes, let (3) (4 and (6), the values seen by the IDS over these time-
Eog=[e, e -+ eqqol,anddefindBo = [H Eo| steps are given by
(where H is the matrix from (3) specifying the linear
combinations of the plant outputs that are used by the source t[0: D] = ®pz[0] + MAv[0: D —1] , 9)

nodes). Note thaBg hasp + |Q| columns. The values seen

li
by the IDS overl + 1 time-steps (for some nonnegativeWherev(k] = [y’(k] f'[k]] . Note that the IDS knows the
integer L) for the system quantitiest[0 : D] and® pz[0], but it does not know the set

F or the valuesv|0 : D — 1]. The IDS will try to identify

zlk +1] = Wz[k] + Bovl[A] (5) these unknown parameters based on the known quantities.

t[k] = Tz[k] Let Fy, Fa,.., Fvy C Y denote all possible sets of
are given by Ff . f(z}z) _
f nodes, and leM}', M7?, ..., M,/ denote the input
t[k] T v[K] matrices corresponding to these sets. With these matrices i
tk + 1] TVVQ vk +1] hand, suppose that the IDS finds the fjrst {1,2,..., (1}’)}
b2l = | TW gk 4 m2 | VIE+2 | (6)  suchthatthe vectar0 : D]—®© pz[0] is in the column Space
: : : of the matrixM ;. This means that the IDS can find a vector
t[k + L] TWL vk + L —1] v[0: D — 1] such that
—_———  ~—\ | S —

blk:k+ L] oL vikktL1] M7/v[0: D —1] = t[0: D] — ©pz[0].



The vectorv[0 : D — 1] is the IDS’sestimateof the value of Now, using the identity
v[0: D —1] (note that the valug[k] = [7'[k] F'[k]]’ con- _ B Fot
tains estimates of the plant outputs and the malicious rror t{1: D +1] = ©pz{l] + Mpv[l: D],
at time-stepk). Substituting (9) into the above expressiornthe IDS can repeat the above process to find the values of
and rearranging, we have y[1] along with the identities of the nodes that are malicious
Foin. 11 nFiein. 111 during time-stepk = 1. By repeating the above procedure
Mpv(0: D —1] = Mp'v[0: D —1]=0 . for all positive values of;, the IDS can obtain the identities
Let {F, F;} denote the set that is obtained by concatenatingf all malicious nodes and the errors that they commit, along
sets F and F; (i.e., it is the union of the two sets, with with the source streamg[k| for all k, simply by listening

duplications allowed). Exploiting the form of matrM% to the transmissions of the nodesn [ ]
shown in (7), the above expression can be written as Remark 2:1t is worth noting that the decoding procedure
0 o 0 (0] spec_ified i_n the above proof rgquires the testing of u()lﬁb)
TB(r.r, o 0 1] matrices (in the worst case) in order to Iocat_e the malicious
Y - nodes. If one assumes that the set of malicious nodes does
_ _ not change over time, then at time-stép the IDS can
: . : : restrict its search to only those s&fs that contain all of the
TWD‘lB{f_,fj} o TByrry] LVID —1] malicious nodes from time-steps less thanThis reduces
N the computational burden on the IDS in subsequent time-
My (10) steps. However, if we allow the IDS to repeat the search for

malicious nodes at each time-step, this analysis procedure

whereBr r,) = [H Er Eg]and is also able to tolerate cases where the set of malicious

y[k] — y[k] nodes changes over time (with the only constraint being that
V[k] = f[k] . no more thanf nodes are malicious during any set bf
—f[k] contiguous time-steps). The development of a more efficient
) R method to parse the transmissions of the monitored nodes is
Now consider the matridVI, " ‘. Since ' U F; has at  an important venue for future research. O
most2 f nodes, equation (8) in the statement of the theorem
indicates that the firsp + |F U F;| columns of the matrix V. NETWORK TOPOLOGY CONDITIONS FOR

M];Uff are linearly independent of each other, and of all MISBEHAVIOR IDENTIFICATION AND DATA RECOVERY
other columns of the matrix. Now, note that the matrix Theorem 1 provides a decoding procedure for the IDS
Mgr’fj} is obtained from matriM];Ufj simply by dupli- provided that condition (8) is true. In this section, we will
cating certain columns (namely, the columns correspondinuge results from the theory dfynamic system inversiand
to nodes that appear in both and F;). Consider a node structured linear systents relate this condition to conditions
v € F. If v, ¢ Fj, then the column corresponding tp  on the network topology.

within the firstp + 2 f columns ofM{Df’Fj} will be linearly
independent of all other columns [Mgr’fj} (since this
column will also appear in the firgt+ |7 U F;| columns of
M];Ufj). This means that equation (10) can be satisfied on

if f;[0] = 0. On the other hand, if;[0] # 0, the only way for

A. System Inversion

Consider the wireless control network given by equations
3) and (4). The quantitieg[k] andf[k] in (3) are unknown
the IDS, and so linear systems of this type are termed

d b isfied isi 47 linear systems with unknown inpGis the control literature
equation (10) to be satisfied isif € 7; and,[0] = £1[0]. In e.g., see [19]). For such systems, it is often of interest

other words, if equation (8) is satisfied, any malicious nod “invert’ the system in order to reconstruct some or all

_that commits an erro_r_during the first time-step will apPPEaLt the unknown inputs, and this problem has been studied
in setF;, and its additive error can be found by the IDS. under the moniker oflynamic system inversioe wil
Next, note from (8) that the firgt columns OfM{fo]} now summarize some pertinent results from the literature
will be Iin_early indep_ende_;nt of each other and of all othebn system inversion, and apply them to the problem of
columns in that matrix (since these columns also appear yetecting and identifying malicious nodes in the wireless

Mj;uﬂ and are not duplicated Mgf’ﬂ}). This means that control network.
the only way for equation (10) to be satisfied isyif0] = For any se®Q C V, the output of the linear system (5) over

y[0]. Thus, the IDS has also recovered the outputs of the | 1 time-steps (for some nonnegative inteddris given

plant that were injected into the network at time-steg- 0. py (6). Alternatively, we can consider the transfer funetio
At this point, the IDS knowsy[0] and the identities of

-1
those nodes it that committed errors during time-stép P(z) =T (:I-W) "Bg ,
along with the exact values of their additive errors. The ID$hich is a|T| x
can then use (3) to obtain the transmitted values of all nodes

at time-stepk = 1 as “In our case, the seF (and thus the matriB ) is also unknown to
_ the IDS, so the system given by (3) and (4) is more general ttafinear
z[1] = Wz[0] + Hy([0] + B£,f[0] . systems with unknown inputs commonly considered in thedlitze.

(p+ |QJ) matrix of rational functions ot.



Definition 1: The system (5) is said to have dndelay &,, = {(vj,01) | Ti; # 0} (where W,; indicates entry
inverse if there exists a system with transfer funct®x) (I,j) of matrix W, and so forth). The following theorem
such thatf’(z)P(z) =271, g/ The system is invertible if characterizes the generic normal rank of the transfer fomct
it has anL-delay inverse for some finite. The least integer of a structured linear system in terms of the gréph
L for which an L-delay inverse exists is called the inherent Theorem 3 ([21], [22]): Let the graph of a structured
delay of the system. [0 linear system be given b${. Then the generic normal rank

In order for the system to be invertible, its transfer fuoeti of the transfer function of the system is equal to the maximal
must have rank +|Q| over the field of rational functions in size of a linking inH from Z to O. O
z. The following result follows directly from [19] and [20] The above result says that if the graph of the structured
(which studied the problem of dynamic system inversiondystem (5) hasp + |Q| vertex disjoint paths from the
and provides a test for invertibility in terms of the systeminputs to the outputs, then for almost any choice of free
matricesW,Bg and T. parameters irW, Bo and T, the transfer function matrix

Theorem 2 ([19], [20]): For any nonnegative integér, T(2I — W)~ !Bg will have full column rank. Based on

Theorem 2, this will mean that the fir columns
rankM®) < p+ Q] + rankM2_,) (1) st <]

of the matrixMz%fpflg 41 will be linearly independent of

with equality if and only if the system has dndelay inverse all other columns iri\/IN_p_IQ|+1.
(note that rankM <)) is defined to be zero). If the system is  We now have a graph-theoretic characterization of the
invertible, its inherent delay will not exceeld = N —p —  invertibility of linear structured systems, and are in jgldo
|Q| + 1. U apply this to the problem of identifying malicious behavior

Note that condition (11) means that the figst+ |Q| and recovering the plant outputs in the wireless control
columns oﬂ\/I% must be linearly independent of each othernetwork.
and of all other columns irM%. Taking Q to be any set
of 2f nodes, this is precisely the condition that is require. Topological Conditions for Identifying Malicious Nodes

for us to detect and identify malicious nodes (as specified in From Theorem 1 and Theorem 2, the IDS can identify
equation (8) in Theorem 1). In other words, the problem ofip to f malicious nodes if the linear system given by the
identifying malicious nodes in the wireless control networ ¢p|e (W,Bgo,T) is invertible for every setQ c V of
can be viewed as a problem of linear system inversion. Thuﬁ) to 2f nodes. To verify that this property holds, note
the task is now to find conditions on the network topologyhat for any given set, the tuple(W, Bg, T) essentially
and a set of nodeg" that will ensure that the linear system defines a structured linear system, with the only exception
specified by the matricV, Bo, T) is invertible for every peing that the nonzero entries in the matridgs (where
choiceQ C V of 2f nodes. To solve this problem, we will Bo = [H Eg]) and T are taken to be1”, rather than
first use the theory ofinear structured system® obtain & free parameters. However, this is of no consequence, since
graph-theoretic characterization of invertibility. each nonzero entry in those matrices appears in a row and
column by itself, and thus can essentially be “scaled” to a
. ) : , free parameter by an appropriate redefinition of the inputs
A lingar system of th_e form (5) is sald_to ls_xaucture_dﬁ and outputs (e.g., see [23]). Thus, we can proceed with
each entry of the matrice®, Bg and T is either a fixed applying the above results on structured system theoryeto th

zero or an independent free parameter [21]. Interesting% le (W, Bo, T), which brings us to the following result.
such systems have certain properties that can be inferre heorém 43Let§ — (VUS,EUEr) denote the graph of
purely from the zero/nonzero structure of the system m?/ﬁ ’ , !

trices; these properties will hold for almost any choice o
free parameters (i.e., the set of parameters for which t
property does not hold has Lebesgue measure zero [2
and thus these properties are callgeheric Of particular
relevance to this paper is thgeneric normal rankof the
transfer function matrix of a structured system, which is th
maximum rank (over the field of rational functions i of

B. Structured Systems

e wireless control network augmented with the sensor
erticesS and the corresponding edges. LEtC V denote

e set of monitored nodes. Suppose that for every possible
th C V of 2f nodes, the graply contains a(p + 2f)-
linking from S U Q to 7. Then, for almost any element
(W, H,G) € ¥, (if it is nonempty), there exists an integer
D < N—p—2f+1 such that the IDS can recover the outputs

. . . _ of the plant and identify all malicious nodes with a delay of
the transfer function matrix over all possible choices etfr _, time-steps, as long as there are no more tfian

pa_:_ametelrs. tructural i £l ¢ ¢ thmalicious nodes in any set d contiguous time-steps. (]
0 analyze structural properties ol inear systems of the o . pqp any setQ C V of 2f nodes, consider the

form (5), one associates a graph with the structured set grapif o associated with the structured 8%, Bo, T).

EJW’?Q’(,’)I‘) ?]S fOiLOVXS' The vertex set c?ﬁ IS %‘Vef” tb)': To obtain this graph, start by taking the graph of the network
UIUO, whereV = {v1,vs,...,vn} IS the set of state G (which captures the vertices and interconnections in the

vertices,Z = {iy,i2,...,i,1|0/} IS the set of input vertices, . . - .
AR &) . matrix W). To this graph, adg+2f input vertices (denoted
andO = {o01,02,...,0/7|} is the set of output vertices. The ) grap @2/ inp (

edge set oft{ is given by Evo U &ip U Eyo, Where&,, = 8The notation{ o is used to denote the fact that this graph is associated
{(vj,m) | Wy; # 0}, &w = {(ij,u) | Boy; # 0}, and  with the structured sefW, Bg, T), for a particular seQ of 2f nodes.



by 7) which will connect to the nodes in the graph accordingnalicious behavior. ]
to the structure of the input matriBg. Specifically,p of Theorem 4 characterizes the set of no@lethat the IDS
these input vertices correspond to the plant senSdishich  should observe in order to achieve its objectives. Spetifica
producey|k]), and each of these has outgoing edges to tHE should be sufficiently well connected to the rest of the
nodes inVg (specified by the structure of matréd). The network (i.e., there should be enough vertex disjoint paths
other2f input vertices each have a single outgoing edge tsom the other nodes in the network to the nodesTin
a node inQ (corresponding to the singlein each column However, the fact that the theorem is framed in termalbf
of Eg). Next, add|T| output vertices (denoted by the setpossiblesetsQ of 2f nodes makes it somewhat unwieldy.
0), and place a single edge from each node in thefs&a  One can come up with a more compact condition when the
a node inO, corresponding to the single nonzero entry irentire network is sufficiently well connected, as follows.
each row of the matrixI". Furthermore, add a self loop to  Corollary 1: Suppose that the netwogkhas connectivity
every state vertex corresponding to the nonzero entries ahleastp+2f, and that each sensor &connects to at least
the diagonal of the matri¥W. p+2f source nodes. Lef’ C V be any set of at leagt+2 f
From the statement of the theorem, note that grgph nodes. Then, for almost any eleméW ,H, G) € ¥, (if it
contains a linking of size + 2f from SU Q to T, for any is nonempty), there exists an integpr< N —p — 2f +1
setQ of 2f nodes. This linking also exists in the graphy, such that the IDS can recover the outputs of the plant and
sinceg is a subgraph of{o.° This linking can be extended identify all malicious nodes with a delay @ time-steps, as
to a linking from the entire sef to 7 in Ho simply by long as there are no more thgnmalicious nodes in any set
including the edges from the s&t\ S to the setQ. Finally, of D contiguous time-steps.
this linking can be further extended to a linking fréfito O Proof: Since the network has connectivify + 2f,
simply by including the edges from each vertexjinto the Lemma 1 shows that for any s@ of 2f nodes, there is
corresponding output vertex if?. From Theorem 3, we see a linking of sizep + 2f from the setVs U Q to T (since
that the system(W,Bg, T) will be invertible for almost [Vs| > p+2f). Since each sensor ifi connects to at least
any choice of matrice®v and H (subject to the required p + 2f source nodes, each sensor will connect to at Ipast
sparsity patterns). This genericness implies that irbititi  nodes in the se¥s \ Q. By Hall's Theorem (e.g., see [16]),
will hold simultaneously for all of the setéW,Bg, T) for there is a linking of sizep from S to Vs \ Q (this is also
every setQ of 2f nodes with almost any choice of freecalled amatching. Thus, the graplg = {V U S,& U &1}
parameters in the matricé®% and H. From Theorem 2, contains a linking of sizep + 2f from S U Q to T for any
the firstp + | Q| columns of the matri>M]QV7 _op4q Willbe  setQ of 2f nodes. The conditions required for Theorem 4
linearly independent of each other and of all other columns iare thus satisfied, from which the result follows. [ ]
M]%—p—Q,f+l' Thus, condition (8) in Theorem 1 is satisfied, Note that the above corollary indicates that in networks
and the IDS can uniquely determine the identities of thwith connectivity p + 2f or higher, any set of p + 2f
malicious nodes, as well as the values of the plant outputspdes can be chosen to be observed by the IDS in order
based on the transmissions of the node§ inwith a delay to recover the desired information about the system. For
of at mostN —p — 2f + 1 time-steps. example, consider the wireless control network shown in
Finally, we show that there is a tup{®, H, G) in the set  Fig. 1. The source node&; = {v1, vz, v} have access to the
T, (which contains all stabilizing structured matrices foe th plant's (scalar) outpug[k] at each time-step, and the plant’s
plant and is assumed to be nonempty) that allows the IDS &gtuator applies a linear combination of the transmissions
recover the desired information. This is easily done byngpti of the nodes from the sé4 = {vr,vs,v9}. Note that the
that the set of matrices for which the system is stable h&onnectivity of the network is: = 3, and since there is a
nonzero measure in the spakeé (wherer is the number of single sensor on the planp (= 1) that connects to three
free parameters in the matricé andH). More precisely, if nodes, Corollary 1 indicates that the IDS can detect and
we let A € R” denote a numerical vector of free parameterglentify up to f = [“52| = 1 malicious node, simply by
in W andH that produces stability (e.g., obtained from themonitoring the transmissions of apy+ 2 f nodes (e.g., the
design procedure in [6], [17]), the closed loop system wilketT = {vs,vs,vo}). We will forgo a numerical example of
remain stable for any parameter vectors satisfying the the analysis procedure here in the interest of space, but the
component-wise inequalities — e1 < \* < X\ + 1, for interested reader is directed to [17] for more details.
sufficiently smalle > 0; this is because the eigenvalues of a
matrix vary continuously with the parameters in that matrix
Thus, the set of parameters for which the system is stable hasThere are various courses of action that can be taken
measure at leagRe)” > 0, whereas the set of parameters foronce the IDS detects and identifies a set of malicious nodes.
which the system is not invertible has measure zero. Thushe most direct (and drastic) action would be to shut down
for almost any tuplgW,H, G) € ¥,, the system is stable the plant and dispatch appropriate personnel to physically
andallows the IDS to recover the plant outputs and identiffemove the malicious nodes from the network and investigate
the source of the attacks. This is clearly an option of

9Specifically, it is the graph obtained by dropping the outmrtices and last resprt, as pIa_n'F shut-downs may be. expensive, time-
the 2f input vertices connecting to the s&tin Ho. consuming, and difficult to perform. Aonline method to

VI. REMOVING MALICIOUS NODES



remove the malicious nodes would be more desirable, so
that the plant can continue to operate. We will now brieﬂym
describe one means of achieving this.

First, once the IDS identifies a set of malicious nodes[?
it broadcasts a message containing the identities of all
malicious nodes to all of the nodes in the network. Therg3]
are various low-overhead schemes for fault-tolerant brasid
in wireless networks (e.g., see [24]) that can be used tg,
guarantee that each node receives the correct message. Afte
this is done, the correct nodes in the system simply ignor 5
the transmissions of the exposed malicious nodes. However,
in order to avoid affecting the stability of the closed loop
system, the computations undertaken by the malicious nodes
must be migrated to other nodes in the network. This can b
done by following the protocol described in the companion
paper [6] for dealing with crash-failures (i.e., nodes thatl’]
simply drop out of the network). In this protocol, one of the
failed node’s neighbors becomewigual nodeand assumes
the role of calculating the failed node’s linear combinaso
at each time-step. All other neighbors of the failed node
increase their transmission ranges so that the virtual ndtde  [9]
receive the same information at each time-step as the failed
node did. By ignoring the malicious nodes (i.e., treatirgnth [10]
as crash-failures) and applying the above protocol, thetpla
can continue to operate; note that this scheme has its ,Iimifé1
since nodes can only increase their transmission ranges d
to a certain point, and expend greater energy in doing so.
However, it provides a way for the system to gracefully12]
degrade (and self-heal) under malicious attacks until the
afflicted nodes are repaired.

(8]

[13]
14]

VIl. SUMMARY

We considered the problem of identifying malicious be-[
havior in a wireless control network. Under nominal con-
ditions, each node in the network transmits (at each timers
step) a linear combination of the values in its immediate
neighborhood. We showed in a companion paper that the
linear combination for each node can be chosen so thﬁg]
the transmissions of nodes closest to the actuators of the
plant will be stabilizing. In this paper, we showed how td17]
construct a IDS that observes the transmissions of just a
subset of the nodes in the network, and uses that informatigus)
to obtain the actual plant outputs, along with the idertditie
of any malicious nodes. In particular, we showed that if thﬁ_g]
connectivity of the network is at leagt + 2f, and each
output of the plant is heard by at legst- 2f nodes, then
the IDS can recover the desired information by listening t&zo]
the transmissions adny p + 2f nodes in the network. [21]

There are a variety of avenues for future research. First,
our approach requires the IDS to consider u;@f() matrices [22]
in order to locate the malicious nodes; a more efficient
scheme for parsing the observed transmissions would redltcg
the computational burden on the IDS. Second, an extension
of these results to the case where the channels in the
network drop packets in a probabilistic manner would aIIovg 4
our scheme to be applied in more general (i.e., unreliabl
networks.
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