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We analyze results generated by large-scale molecular-dynamics simulations of self-interstitial clusters in
crystalline silicon using a recently developed computational method for probing the thermodynamics of defects
in solids. In this approach, the potential-energy landscape is sampled with lengthy molecular-dynamics simu-
lations and repeated energy minimizations in order to build distribution functions that quantitatively describe
the formation thermodynamics of a particular defect cluster. Using this method, a comprehensive picture for
interstitial aggregation is proposed. In particular, we find that both vibrational and configuration entropic
factors play important roles in determining self-interstitial cluster morphology. In addition to the expected role
of temperature, we also find that applied �hydrostatic� pressure and the commensurate lattice strain greatly
influence the resulting aggregation pathways. Interestingly, the effect of pressure appears to manifest not by
altering the thermodynamics of individual defect configurations but rather by changing the overall energy
landscape associated with the defect. These effects appear to be general and are predicted using multiple,
well-tested, empirical interatomic potentials for silicon. Our results suggest that internal stress environments
within a silicon wafer �e.g., created by ion implantation� could have profound effects on the observed self-
interstitial cluster morphology.
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I. INTRODUCTION

In an accompanying paper �Paper I�,1 it was shown that
direct, large-scale molecular-dynamics �MD� simulations
based on empirical interatomic potentials were able to spon-
taneously generate many of the complex self-interstitial clus-
ter morphologies found in ion-implanted silicon samples.
The various predicted structures were found to be in excel-
lent structural agreement with microscopy observations and
electronic-structure calculations.2–7 Overall, the three differ-
ent potentials employed, namely, the environment-dependent
interatomic potential �EDIP�,8 Tersoff,9 and Stillinger-Weber
�SW�,10 all predicted consistent overall trends, leading to a
qualitatively coherent picture for some aspects of self-
interstitial clustering in silicon. In particular, it was found
that cluster morphology is sensitively dependent on both the
temperature and stress within the lattice. At high temperature
��0.75 Tm� and in the absence of stress, self-interstitial
clusters tend to assume three-dimensional disordered struc-
tures that grow to large sizes �i.e., hundreds of interstitials�
before suddenly transforming to planar defects aligned along
the �111� directions. The �111� defects observed include rod-
like defects �RLDs�, partial dislocation loops, and perfect
dislocation loops �PDLs�; these structures have all been ob-
served in experiment under various annealing conditions.
The three-dimensional �3D� to two-dimensional �2D� trans-
formation appears to be facile and proceeds rapidly without
being subject to significant kinetic barriers. In the EDIP and
SW simulations, lowering the temperature reduces the tran-
sition size but maintains the overall morphological evolution.

Under uniform tension for the EDIP and SW models, and
at zero stress/low temperature for Tersoff, the �111� struc-
tures are no longer favored; instead, rodlike line interstitial
defects �LIDs� and planar structures oriented along the �113�
and �100� directions are found, with the �100� defects be-

coming increasingly favorable at higher temperatures. Al-
though the �113� morphology is commonly observed in im-
planted silicon samples, the �100� planar defect is not, even
though it has been found to be about as stable as the other
morphologies. Moreover, �100� platelets are common in
germanium11 and carbon.12,13 In aggregate, our results appear
be in good agreement with many trends found in implanta-
tion experiments but also suggest that self-interstitial cluster-
ing may be somewhat complicated by the presence of mul-
tiple possible aggregation pathways that depend on both
temperature and stress.

Formation thermodynamics for self-interstitial
clusters—previous calculations

In this paper, we attempt to shed light on the various
observations discussed in Paper I by studying in detail
the thermodynamics of individual clusters. Previously re-
ported analyses of self-interstitial cluster thermodynamics
generally have focused on cluster energetics at zero
temperature.4–6,14–22 These studies have employed a broad
range of theory to describe interatomic interactions, ranging
from empirical potentials,4,14,15 to tight binding,16–18 to elec-
tronic density-functional theory �DFT�.5,6,20–23 While there
are some discrepancies between the various studies regarding
the precise values and ordering of the predicted formation
energies, some general conclusions can be drawn. First, it is
clear that on a per-interstitial basis, and in the limit of infinite
size, the formation energy of all �111� planar defects is lower
than either �100� or �113� defects.4,5 Moreover, for clusters
larger than some transition size, PDLs are the most stable of
the �111�-oriented planar defects because of a lack of a stack-
ing fault. Both of these results are consistent with the experi-
mental observation that self-interstitial clusters eventually
tend to coarsen into FDLs and then PDLs under most anneal-
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ing conditions.3,24–29 On the other hand, the absence of �100�
planar defects in silicon wafer annealing experiments cannot
be explained on the basis of simple energetics as these are
found to possess formation energies that are very similar to
the various configurations of �113� defects. For example,
Goss5 employed DFT within the local density approximation
to compute the formation energies of infinite �100� and �113�
defects, and found that the �100� defect was in fact slightly
favored over the �113�. Chou et al.,4 using the SW potential,
find the reverse trend but again the difference is too small to
explain the consistent lack of �100�-oriented planar structures
in ion-implanted silicon wafers.

Using a combination of experimental observations, ki-
netic model regression to experimental data, and analytical
models for defect energetics, the work by the ion implanta-
tion group at CNRS in Refs. 3, 27, and 30–35 built a com-
prehensive picture for the formation energies of the various
self-interstitial cluster morphologies that is largely consistent
with atomistic simulation results. Overall, a sequential pro-
cess was described, which begins with the formation of small
compact clusters of self-interstitials. These grow to form
LIDs and �113� planar defects, the latter being the most en-
ergetically favorable up to cluster sizes of several hundred
interstitials. At even larger sizes, the �113� defects are pre-
dicted to transform into the more favorable �111� planar de-
fects; first FDLs are formed and then PDLs. No explicit con-
sideration of �111� RLD defects was given in this energetic
picture; all rodlike defects were assumed to be of the �113�
type.

An additional important feature of self-interstitial cluster
thermodynamics emerged in Ref. 2. Here, model regression
to experimental measurements of dopant diffusion profiles
strongly suggested that compact cluster formation energies in
the size interval, 1�nI�15, were nonmonotonically evolv-
ing as a function of size. In particular, certain cluster sizes
�nI=4 and 8� were found to possess substantially lower for-
mation energies per interstitial than neighboring sizes. This
behavior has been qualitatively corroborated in some recent
DFT studies7 although the effect appeared to be significantly
weaker in the DFT calculations than inferred from model
regression, which shows very pronounced stability at nI=8.
Moreover, other DFT studies6 did not find a similar effect
and instead predicted a fairly monotonic decline in the per-
interstitial formation energies in this size range.

In a recent publication,36 we computed �using the empiri-
cal EDIP potential� the formation free energies of small in-
terstitial clusters in the interval 1�nI�9 and demonstrated
that entropic contributions, particularly those arising from
vibrational and configurational sources, can be significant. In
fact, for the so-called Humble/Arai configuration12,17,37 of
the four-interstitial cluster �previously identified as the ener-
getic ground state; see Fig. 1�a��, and the corresponding
eight-interstitial configuration, the vibrational entropy was
found to be substantially larger than that of other configura-
tions at nI=4 and 8. This entropic anomaly increases the
relative stability of the four- and eight-intersitial clusters
relative to other sizes. Moreover, the Humble/Arai configu-
ration of the eight-interstitial cluster was also found to pos-
sess large configurational entropy that resulted from the
numerous almost-degenerate ways in which two adjacent

Humble/Arai four-interstitial clusters could be placed rela-
tive to each other. Thus, while some special energetic stabil-
ity was found at nI=4 and 8, these two sizes were more
strongly differentiated from the others when the free energy
was considered.

The preceding observations are particularly relevant con-
sidering that the model regression in Ref. 2, which was based
on comparisons of cluster concentrations measured as a func-
tion of time, generates estimates for effective formation free
energies, rather than just energies. In other words, our previ-
ous results suggest that the reason why the model regression
in Ref. 2 implied strong stability at nI=4 and nI=8 is at least
partially due to the presence of entropic contributions at
these sizes. We analyze this hypothesis further in the follow-
ing sections using a more general thermodynamic frame-
work, and also investigate how these features tie into the
temperature and stress response of the aggregate morphology
observed in Paper I.

The remainder of the paper is structured as follows. In the
following section, we discuss the methodological details of
a recently developed computational approach for analyzing
the total �classical� free energy of defect clusters. In Sec. III,
the results of calculations based on the EDIP are presented
and discussed in detail. We place special emphasis on
the analysis of entropic contributions, which have been
largely ignored in the literature to date, but which can be
extremely important in setting defect behavior at high
temperature.36,38–40 We also make mechanistic connections
to the results obtained in the companion paper �Paper I�.
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FIG. 1. �Color online� �a� Formation energy PDFs �at 1100 K�
and �b� DOS for small interstitial clusters in the size range 3�nI

�8 computed with the EDIP potential. For both panels, squares
represent nI=3, circles nI=4, gradients nI=5, deltas nI=6, dia-
monds nI=7, and left triangles nI=8. Insets in �a� show two con-
figurations for the four-interstitial cluster; upper–Humble/Arai con-
figuration, lower–extended, higher energy configuration.
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Some of the calculations are repeated in Sec. IV using the
formation enthalpy rather than the energy to define the dis-
tributions. In Sec. V, additional results obtained with other
silicon empirical potentials are presented; these are primarily
used to validate some of the principal conclusions drawn
from the EDIP simulations. Finally, conclusions and a
mechanistic picture for self-interstitial aggregation are pre-
sented in Sec. VI.

II. COMPUTATIONAL FRAMEWORK FOR SINGLE
CLUSTER THERMODYNAMICS ANALYSIS

We have recently demonstrated that the total �classical�
free energy of defect clusters in crystals can be modified
substantially by configurational and vibrational entropy, par-
ticularly at elevated temperature.38–42 Configurational en-
tropy arises from the presence of numerous mechanically
stable configurations that a defect cluster can assume within
the lattice. Each of these configurations, �, �so called inher-
ent structures� can be identified by a local energy minimum,
V�, in the multidimensional potential-energy landscape
�PEL� that defines the overall system.43,44 For solids and cer-
tain fluid states, the system can be assumed to spend the
majority of its time in one of the local minima, only occa-
sionally making excursions over the saddles separating the
minima. Based on these ideas, as applied in previous work
on supercooled liquids and glasses,45,46 a direct computa-
tional approach for measuring the total �classical� free energy
of a defect cluster has been developed; a brief discussion of
the method is provided here and further details are given in
Ref. 38.

In general, the total �classical� Helmholtz free energy of a
system is given by G=−kBT ln�Z�, where Z is the canonical
partition function. Assuming that the system of interest sat-
isfies the assumptions described above, the partition function
can be expressed as

Z = exp�−
G

kBT
� =

1

�3N	 g��V��exp�− �V��dV�, �1�

where �= �h2 /2�mkBT�1/2 is the thermal de Broglie wave-
length. The quantity g��V�� represents the density of states
�DOS� or degeneracy of minima with an energy V� and in-
cludes both configurational and vibrational states, i.e.,
g��V��
Nvib

� g�V��, where g�V�� is the configurational DOS
and Nvib

� is the number of vibrational states in basins with
energy V�, i.e., Svib

� =k ln Nvib
� . Knowledge of the function

g��V�� therefore directly leads to the free energy of the sys-
tem; note that g��V�� is independent of temperature and can
be used to compute free energies for all temperatures with
application of Eq. �1�.

In order to enumerate the local minima in the PEL,
lengthy MD simulations of the system of interest �i.e., a bulk
crystal containing a defect cluster� are performed. The local
minima are found by periodically quenching the atomic co-
ordinates generated by MD to the local minima; intervals of
100–200 time steps were used throughout the present work.
Only configurations corresponding to connected clusters, as
defined by the Stillinger criterion43 are considered in the

analysis. The occurrences are histogrammed into energy bins
of width 0.1 eV. The resulting histogram is in fact the prob-
ability distribution function for the states of the system, i.e.,

p�V�� = g��V��exp�− �V�� �2�

from which the DOS can be obtained directly.
As shown in Ref. 38, the above procedure can be applied

to systems with and without defects and the formation en-
ergy for a particular defect configuration is then given as
�E�
V�

d − �Nd /Np�Vp, where Vp is the energy of the perfect
crystal, and Np and Nd are the numbers of atoms in the per-
fect and defective systems, respectively. Finally, the total for-
mation free energy of the defect is given by

�G = − T�Svib
ref − kBT ln	 g��E�exp�Svib��E�/kB�

	exp�− ��E��d��E�� , �3�

where “ref” denotes some reference configuration for the de-
fect and �Svib

ref =Sd
ref − �Nd /NP�Sp. A reference configuration is

only required for computing absolute free energies.38

MD simulations for PEL sampling were carried out in
either the constant atom number, volume, and temperature
�NVT� ensemble or constant atom number, pressure, and
temperature �NPT� ensemble. In the former case, the system
volume was chosen �using short NPT simulations� to provide
the desired value of the hydrostatic pressure. Unless other-
wise explicitly stated, the NVT ensemble was used as the
default ensemble. Depending on the cluster size of interest
�1�nI�20�, simulation cells containing up to 8000 silicon
lattice atoms were used. The fifth-order Gear predictor-
corrector method47 with time steps of 1.0–3.2 fs was used to
integrate the particle trajectories; convergence of the simula-
tion results with respect to the time step size was checked in
each case using short test simulations.

III. THERMODYNAMIC ANALYSIS OF SINGLE SELF-
INTERSTITIAL CLUSTERS-EDIP RESULTS

A. Probability distribution functions for small
clusters at zero pressure

The probability distribution functions �PDFs� of cluster
formation energies were computed for several small intersti-
tial clusters �3�nI�8� at 1100 K and zero pressure using
NVT simulations; these are shown in Fig. 1�a�. It is impor-
tant to emphasize once again, that the probability of observ-
ing any given configuration includes all entropic and ener-
getic contributions, and that the total �classical� free energy
of the defect cluster is proportional to the integral of the
PDF. In general, the formation energy distributions are fairly
broad, spanning several eV, and peak at some intermediate
value demonstrating that at 1100 K, the most likely configu-
rations are not necessarily those with the lowest formation
energy. The general form of the PDFs is similar to that for
vacancy clusters, which was discussed in detail in our previ-
ous work.38

The origin of the broad peak at intermediate formation
energies in each case is best understood by considering Eqs.
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�2� and �3�; it is simply the point at which the exponential
decay of the Boltzmann factor is balanced by the exponential
growth of the degeneracy �i.e., the density of states, or DOS�
as the formation energy increases. The exponential growth
of degeneracy with increasing formation energy �see Fig.
1�b�� arises from the fact that higher formation energy con-
figurations are increasingly spatially extended and therefore
can generate more local minima in the potential energy
landscape.43,44 Several of the relaxed configurations for a
given cluster were manually verified to correspond to well-
defined local minima within the energy landscape. These
configurations were perturbed by introducing small, random
atomic displacements, and subsequently re-relaxed to the
same local minimum. Obviously, sufficiently large distur-
bances were able to move the system away from a given
configuration.

The PDF for the four-interstitial cluster in Fig. 1�a�, how-
ever, exhibits an unusual feature—a sharp spike in the prob-
ability at �E=8.75 eV that dominates the entire distribution.
In other words, under the conditions of 1100 K and zero
stress, the equilibrium four-interstitial cluster spends over
80% of its time in configuration�s� with formation energy
that lie in the interval 8.7��E�8.8 eV. In fact, the single
configuration that resides in this energy interval is the
Humble/Arai configuration discussed in Paper I and Ref. 36;
see the upper inset in Fig. 1�a�. Other inherent structures for
the four-interstitial cluster predicted by the EDIP potential
are more disorganized; an example is shown in the lower
inset in Fig. 1�a�. Note that the anomalous spike correspond-
ing to the Humble/Arai configuration in the four-interstitial
probability distribution is not energetic in nature; neighbor-
ing configurations with almost the same formation energy are
much less likely �by about a factor of 100� to be observed.
Moreover, the EDIP potential actually identifies a few �low
probability� configurations that have slightly lower formation
energies than the Humble/Arai structure, a fact that is at odds
with recent DFT results that predict this to be the energetic
ground-state structure;7 this issue will be addressed in more
detail later.

One possible reason for the very high probability of ob-
serving the Humble/Arai configuration is that it possesses
larger formation entropy �which may be vibrational and/or
configurational in origin� than any other configuration of the
four-interstitial cluster. In order to test this hypothesis, the
vibrational formation entropy, defined as Svib

f �kB�= ��E
−�A� /T, was computed within the quasi-harmonic approxi-
mation �QHA� �Ref. 48� for a large number of energy-
minimized configurations for the four- and five-interstitial
clusters; see Fig. 2. Two vacancy clusters �nV=6 and nV
=10� also were considered for comparison. As shown in Fig.
2, all four clusters exhibit qualitatively similar behavior;
overall the vibrational entropy of formation increases ap-
proximately linearly with formation energy, reflecting the
tendency of more extended defects to produce a larger num-
ber of additional vibrational states into the crystal. The vari-
ability in the trend is somewhat larger for the self-interstitial
clusters, which could arise because of their more complex
morphologies. Closer inspection of the four-interstitial case,
however, does confirm the suggestion that vibrational en-
tropy is responsible for the special stability of the Humble/

Arai configuration. The Humble/Arai configuration, denoted
by the single large circle possesses vibrational entropy of
formation that is at least 5–6kB higher than neighboring con-
figurations, which readily accounts for the 100-fold increase
in probability for this particular configuration, i.e., exp�5�
�O�102�. In the remaining cases, no single configuration
exhibits this anomaly and as a result the PDF varies rela-
tively smoothly across the entire formation energy range.

It is notable that the eight-interstitial cluster, which can
assume configurations corresponding to two adjacent
Humble/Arai building blocks, does not exhibit the sharp
spike structure in its PDF �see Fig. 1�a��, even though these
configurations also are expected to possess large vibrational
entropy. The reason for this apparent anomaly will be dis-
cussed in the following section. The entropic nature of the
stabilization of the Humble/Arai configuration of the four-
interstitial cluster would suggest that it is insensitive to the
effect of temperature. Indeed, the probability spike in the
four-interstitial PDF persists as the temperature is increased,
as shown in Fig. 3.

Although the overall PDF for the four-interstitial cluster
shifts to the right with increasing temperature, the Humble/
Arai spike remains due to the increasing importance of its
high vibrational entropy of formation. As a result, it is ex-
pected that the Humble/Arai configuration should play an
important role in self-interstitial clustering kinetics, even at
the elevated temperatures typically employed in damage an-
nealing. This conclusion can be contrasted starkly with the
more common case of energetic stabilization of “magic”
cluster sizes, such as for vacancy clusters.49,50 In the ener-
getic stabilization case, clusters of particular sizes are fa-
vored relative to others at low temperature because certain
configurations minimize the formation energy �e.g., by the
minimization of dangling bonds�. However, at elevated tem-
perature, this effect is obscured by entropic contributions and
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FIG. 2. �Color online� Vibrational entropy of formation for �a�
six-vacancy, �b� ten-vacancy, �c� four-interstitial, and �d� five-
interstitial clusters as a function of formation energy. Each symbol
represents a QHA calculation for a single configuration of a given
cluster. Large circle �purple� in �c� represents the Humble/Arai con-
figuration. Dashed lines are guides only.
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the formation free energy per vacancy is found to decrease
almost monotonically with cluster size. Stated another way,
magic sizes of silicon vacancy clusters �and any other ener-
getically stabilized cluster� are not important at the high tem-
peratures relevant to crystal growth and wafer annealing,
whereas in the case of self-interstitials, such “magicness”
appears to be largely entropically driven and therefore can be
relevant at any temperature. We conclude this discussion by
suggesting the interesting possibility that fine structure
within a PDF for a given cluster size, such as that observed
for the four-interstitial cluster, may be used as a marker for
identifying cluster magicness. The fact that the overall PDF
is strongly influenced by this single, low free-energy con-
figuration indicates that the overall formation free energy of
the four-interstitial is likely to be lower than that of neigh-
boring cluster sizes on a per-interstitial basis.

B. Effect of hydrostatic pressure on the thermodynamics
of small interstitial clusters

While the entropic stabilization of the four-interstitial
cluster renders it relatively insensitive to temperature, it is
surprisingly sensitive to pressure �or equivalently, lattice
strain�. Shown in Fig. 4�a� are the area-normalized PDFs at
1100K for the four-interstitial cluster at zero pressure,
+3 GPa hydrostatic compression �approx. −1% compressive
strain�, and −3 GPa hydrostatic tension �approx. 1% tensile
strain�. The peak related to the Humble/Arai configuration is
seen to become even more pronounced under tension and is
now predicted to be the absolute lowest energy structure, i.e.,
the few �low-probability� local minima in the PEL to the left
of the Humble/Arai peak observed at zero pressure disappear
under applied tension. Conversely, under compression, the
Humble/Arai peak completely disappears and the four-
interstitial PDF becomes smoothly varying as for the other
cluster sizes shown in Fig. 1�a�.

At first glance, it would seem that these results indicate
that the formation thermodynamics of the Humble/Arai
structure for the four-interstitial cluster depend strongly on
hydrostatic pressure. The formation energy, vibrational en-
tropy, and total Helmholtz free energy were computed for the
Humble/Arai structure as a function of pressure and are
shown in the inset of Fig. 4�a�. Clearly, the formation ther-

modynamics of the Humble/Arai configuration are essen-
tially independent of hydrostatic pressure. The slight appar-
ent increase in the formation entropy under compression
is mostly a result of scatter in the data, and in any case,
would predict that the Humble/Arai structure is increasingly
dominant under compression, i.e., opposite to the trend in
Fig. 4�a�.

The interesting effect of stress on the stability of the
Humble/Arai configuration observed here instead arises from
the density-of-states function for the four-interstitial cluster,
g���E� shown in Fig. 4�b�, where g���E�= p��E�exp���E�.
The three curves shown represent the DOS at each of the
three stress conditions and have been anchored to each other
on the basis of the formation energy interval containing the
Humble/Arai structure. Assuming that the formation energy
bin containing the Humble/Arai configuration �centered at
�E=8.75 eV� is entirely comprised of that single state, the
DOS functions for the three curves must be equal at that
value of formation energy. Further assuming that the con-
figurational degeneracy of the Humble/Arai configuration is
O�1� based on the D2d symmetry of the structure, the total

∆E (eV)

P(
∆E
)

8 9 10 11 12 13
10-4

10-3

10-2

10-1

100

FIG. 3. Four-interstitial cluster PDFs as a function of tempera-
ture �and zero pressure�. Squares–1100 K, circles–1200 K, and
diamonds–1300 K.
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FIG. 4. �a� PDF for the four-interstitial cluster as a function of
hydrostatic pressure: squares—zero pressure; circles—−3 GPa
pressure �1% tensile strain�; and diamonds—+3 GPa pressure
�1% compression�. Inset: formation thermodynamics for the four-
interstitial Humble/Arai configuration as a function of strain
�diamonds—free energy, circles—energy, and squares—vibrational
entropy�. �b� Four-interstitial DOS as a function of pressure an-
chored to the Humble/Arai configuration �see text�: squares—zero
pressure; circles—−3 GPa applied pressure �1% tension�; and
diamonds—+3 GPa applied pressure �1% compression�.
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number of states in that energy interval must arise entirely
from vibrational contributions, i.e., g���E��Nvib, where
Nvib=exp�Svib /kB��1	1011 and �Svib�25kB� for the
Humble/Arai configuration. These considerations allow us to
anchor the three DOS curves to absolute values and make
quantitative comparisons between them. Further details
regarding the anchoring of DOS curves are provided in
Ref. 38.

Comparison of the three DOS functions in Fig. 4�b�
shows clearly that the overall density of states increases with
increasing hydrostatic pressure. The apparent decreased sta-
bility of the Humble/Arai structure under compression there-
fore arises because additional states �i.e., local minima in the
PEL� are introduced by the compression, reducing the prob-
ability of observing that particular configuration. Conversely,
tension appears to lower the overall density of states and
increases the dominance of the Humble/Arai configuration
relative to all others. Interestingly, all local minima with en-
ergies below that of the Humble/Arai structure become me-
chanically unstable under −3 GPa hydrostatic tension �ap-
prox. 1% tensile strain� and the Humble/Arai structure now
is predicted to the be ground-state structure. Thus, we find
that it is not the formation thermodynamics of the Humble/

Arai configuration that depend strongly on pressure but
rather the density of all other configurations that collectively
compete with this special configuration.

The mechanism by which the overall DOS is affected by
lattice stress is not immediately obvious. It is plausible to
suppose that as atoms are brought into closer contact by
compression, increasing the number of neighbors per par-
ticle, the PEL predicted by the EDIP interatomic potential
becomes more complex �i.e., rougher� and the number of
local minima in a given energy interval increases. Whether
this is generally true for other interatomic potentials such as
Tersoff will be addressed in Sec. V.

The effect of hydrostatic pressure on other cluster sizes
�nI=5 ,8 ,12� is shown in Fig. 5 for comparison. For each
cluster size the formation energy PDF is shown for zero
stress �small filled squares� and at −3 GPa tensile hydro-
static pressure �large open circles�; all PDFs are normalized
to unit area. For the eight-interstitial and 12-interstitial clus-
ters, a significant change is observed in which a spike similar
to that observed for the four-interstitial case appears under
tension. By contrast, the five-interstitial distribution is essen-
tially unresponsive to stress. Once again, the effect of tension
on the eight-interstitial and 12-interstitial PDFs arises from a
reduction in the overall DOS, thereby increasing the signifi-
cance of a few cluster configurations that possess increased
stability relative to the rest within the distribution. The eight-
and 12-interstitial clusters are expected to possess similar
behavior to that of the four-interstitial cluster because they
are able to assume configurations that are comprised of inte-
ger multiples of the Humble/Arai building block. Because
these special structures are absent in the five-interstitial case,
no effect is observed on the overall PDF. Thus, even though
the overall density of states may be reduced by tensile lattice
stress, the DOS is reduced evenly across the energy spectrum
and the areal normalization maps them onto each other.

Examples of the special configurations for the eight-
interstitial cluster that become dominant under lattice tension
are shown in Fig. 6, along with their assignments to various
locations in the eight-interstitial PDF at −3 GPa hydrostatic
tension. The two peaks located at formation energies �E
=15.86 eV and �E=16.05 eV, labeled by �i� and �ii� in Fig.
6, respectively, correspond to configurations comprised of

∆E (eV)

P
(∆
E
)

10 15 20 25 30

10-3

10-2

10-1

FIG. 5. Effect of hydrostatic pressure on the probability distri-
bution functions for the five-, eight-, and 12-interstitial clusters
�shown left to right, respectively�. Filled squares denote zero stress
and open circles denote −3 GPa applied pressure �approx. 1% ten-
sile strain�.
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(ii)

(iii)
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FIG. 6. �Color online� Forma-
tion energy PDF for the eight-
interstitial cluster at 1100 K and
−3 GPa applied pressure �approx.
1% tensile strain� highlighting
the distribution at low values
of formation energy. The eight-
interstitial configurations that cor-
respond to the various numbered
locations on the PDF are shown in
the insets on the right-hand side of
the figure.
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two adjacent Humble/Arai four-interstitial blocks �see in-
sets�. Another such configuration �iii� appears at a formation
energy �E=16.23 eV. Note that the configuration �ii� is es-
sentially a very small �100� defect showing clearly the alter-
nating five- and eight-membered ring structure found in our
parallel molecular dynamics �PMD� simulations in Paper I
and also in previous work.36 Each of these three configura-
tions is stabilized by the high vibrational entropy associated
with the Humble/Arai structure, which explains their high
probability of being observed in the PDF for the eight-
interstitial cluster. Collectively, they also suggest yet another
source of entropy which is configurational in nature. As dis-
cussed in Ref. 36, there are in fact a large number of possible
�and nearly degenerate� ways to arrange two Humble/Arai
four-interstitial building blocks to form a cluster of size 8.
Based on a very rough estimation, this configurational en-
tropic source can additionally lower the free energy of the
eight-interstitial cluster by a few tenths of an electron volt
per interstitial.36

Configurations labeled �iv� ��E=15.56 eV� and �v� ��E
=16.26 eV� in Fig. 6 represent a fundamentally different
arrangement of the eight interstitials within the cluster. Both
of these configurations are comprised of a single row of in-
terstitials aligned in the �110� direction and are in fact LIDs
that have not yet fully reconstructed.51 In other words, struc-
tures �iv� and �v� are building blocks for planar �113� defects.
Configuration �v� is higher in energy due to rearrangement in
the atomic position surrounding the interstitial row but is
otherwise essentially the same structure as �iv�. Although the
LID configuration is approximately energetically degenerate
to the Humble/Arai configurations, they appear at substan-
tially lower probabilities; in fact, structure �iv�, although
lowest in formation energy, possesses very low probability.
The difference in probability of observing the �100� precur-
sors �i.e., �i�, �ii�, or �iii�� versus the �113� precursors �i.e.,
�iv� or �v�� is entirely attributable to the special vibrational
entropy of configurations based on the Humble/Arai motif.
As shown previously in Ref. 36, configuration �i� possesses
up to 2kB of additional vibrational entropy per interstitial
relative to configuration �iv�, which is amply sufficient to
explain the almost 1000-fold increase in probability associ-
ated with the former structure relative to the latter. Similar
vibrational entropy enhancement is attributable to the various
different arrangements of two Humble/Arai building blocks.
These arguments are expected also to apply to the case of
12-interstitial �and larger� clusters, which simply include ad-
ditional Humble/Arai building blocks.

The interplay between energetic and entropic stabilization
of the �100� and �113� precursors suggests an explanation for
some of the observations in Paper I. There, it was found that
�100� and �113� were generally found together but that �100�
defects were more likely to form at higher temperatures and
�113� were only found at lower simulation temperature. The
above considerations indicate that in order to observe these
special structures, the overall density of states must be low
enough to allow them to be dominant; for the EDIP potential
at least, this is accomplished by presenting a tensile environ-
ment within the lattice. The propensity for forming �100�
defects at higher temperatures arises because of the addi-
tional vibrational entropy associated with the Humble/Arai

motif. On the other hand, at lower temperatures, the lower
formation energy of the �113� precursor could dominate. The
one thing our results do not appear to resolve is why the
�100� planar defects are not more frequently observed in
experiment—these structures are both energetically and en-
tropically favorable.

Finally, we note that as the cluster size increases, the
overall density of states should increase, reducing the domi-
nance of the �100� and �113� precursors relative to the disor-
dered configurations. This is in fact why the eight-interstitial
cluster requires tension to present structure in the DOS while
the four-intersitial cluster does not. As shown previously in
Fig. 5, the spikes in the PDF corresponding to �113� and
�100� precursors for the 12-interstitial cluster are seen to be
relatively small compared to the remainder of the distribu-
tion at −3 GPa hydrostatic tension. In other words, as the
cluster size increases the possible dominance of single con-
figurations becomes increasingly unlikely. However, as the
cluster size increases, the morphology of the cluster is likely
to already be well-established and further growth would be
directed within the �100� or �113� motifs.

IV. CALCULATION OF FORMATION ENTHALPY PDFs

In the preceding sections, NVT MD calculations were em-
ployed to compute probability distribution functions for clus-
ter formation energies. Although the system volume in each
case was chosen to correspond to a desired applied pressure,
the pressure is generally not constant in an NVT simulation
unless the formation volume52 of all cluster configurations,
defined as52

�V� = V�
d − �Nd/Np�Vp, �4�

is equal. In Eq. �4�, the “d” and “p” superscripts denote the
defective and perfect systems, respectively, which are both
held at the same pressure �or more generally, stress�. For the
general case where the formation volumes are variable, con-
figurations that have large formation volume magnitudes
may be subject to tension or compression, altering their for-
mation enthalpies; this effect would not be captured in the
formation energy distributions calculated in the prior sec-
tions. Moreover, the energy minimization for each configu-
ration also was performed at constant volume, which gener-
ally leads to the generation of additional tension in the final
structures because the average lattice parameter is larger at
high temperature than it is at zero temperature.53,54

In order to assess whether these assumptions materially
affect the results presented in the previous sections, we re-
peated the calculations of the PDF for the four-interstitial
cluster at 1100 K within the NPT ensemble. In these calcu-
lations, all energy minimizations also were performed at con-
stant pressure �i.e., the simulation box was allowed to change
size during energy minimization� in order to ensure that the
final formation enthalpy was defined at the intended pres-
sure. The LAMMPS code55 with our implementation of the
EDIP potential was used for these calculations. Shown in
Fig. 7 are the formation energy PDFs for the four-interstitial
cluster at zero pressure using both the NVT and NPT en-
sembles. The excellent agreement between the two simula-
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tions suggests that the effect of induced tension during en-
ergy minimization at constant volume is negligible and also
that the formation volume change across the PDF is not
large. The slight deviation of the two distributions at higher
energies may be the result of bias introduced by the constant
volume calculations but the absolute value of the probabili-
ties are small in this region.

Next, formation energy PDFs were computed at three dif-
ferent applied pressures �−3 GPa, 0, and +3 GPa� using the
NPT ensemble; see Fig. 8. The location of the peak related to
the Humble/Arai configuration is clearly unaffected by the
applied pressure although the overall distributions are modi-
fied by the introduction �or removal� of states as discussed
earlier in Sec. III B. Again, these results are in excellent
agreement with those obtained using the constant volume
calculations in Sec. III B.

We note here that recent DFT calculations22 appear, in
contrast to our present findings, to demonstrate very signifi-
cant dependence of the formation energy on hydrostatic
strain for the Humble/Arai configuration of the four-
interstitial �at zero temperature�. The apparent discrepancy
can be resolved by noting that the formation properties com-
puted in Ref. 22 were defined so that the reference and de-
fective simulation cells were held at the same far-field lattice
parameter, rather than the same applied stress.

Although the formation energy appears to be unaffected
by applied pressure, it is the formation enthalpy that is most
relevant under finite applied stress. The formation enthalpy
distributions at three different pressures were computed us-
ing our NPT framework at 1100 K. Here, the formation en-
thalpies for a particular configuration, �, like the correspond-
ing formation energies, were computed based on the
relationship

�H��P� 
 H�
d�P� − �Nd/Np�Hp�P� , �5�

where the pressure dependence of the enthalpy is made ex-
plicit.

As shown in Fig. 9, the formation enthalpy of the
Humble/Arai configuration �denoted by arrows� shifts by
about 0.5 eV in either direction when 3GPa of pressure is
applied �compressive or tensile�. Since the formation energy
is constant, this shift is entirely attributable to the PV contri-
bution arising from the nonzero formation volume of the
defect. For the Humble/Arai configuration, the formation
volume is approximately 20 Å3, which corresponds approxi-
mately to the volume of a single lattice atom. In other words,
the Humble/Arai configuration of the four-interstitial defect
occupies about the same total volume as five perfect silicon
atoms �see Eq. �4��.

A plot of the formation volume as a function of formation
energy for numerous configurations of the four-interstitial
cluster is shown in Fig. 10; these values were computed at
1100 K and zero pressure. Although the formation volumes
tend to increase with formation energy, they are generally
small across the range of formation energies accessed in the
calculation. Note that many configurations, particularly those
with low energies of formation, exhibit negative formation
volume, i.e., they occupy less space than the perfect crystal
on a per-atom basis. This is not unexpected given the relative
openness of the diamond lattice, as compared to close-
packed lattices such as fcc. A consequence of these results is
that the formation enthalpy of the various four-interstitial
configurations, including the Humble/Arai one, are relatively
weakly dependent on applied stress.
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FIG. 7. Formation energy PDF for the four-interstitial cluster at
1100 K and zero applied stress/strain: squares—NPT MD with
constant-pressure energy minimization and circles—NVT MD with
constant-volume energy minimization.
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FIG. 8. Formation energy PDFs for the four-interstitial cluster at
1100 K as a function of applied pressure �NPT MD�: squares—zero
pressure, circles—−3 GPa �approx 1% tensile strain�, and
diamonds—+3 GPa �approx. 1% compressive strain�.
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FIG. 9. Formation enthalpy PDFs �NPT MD� for the four-
interstitial cluster at 1100 K as a function of applied pressure:
squares—zero pressure, circles—−3 GPa �approx 1% tensile
strain�, and diamonds—+3 GPa �approx. 1% compressive strain�.
The arrows indicate the location of the enthalpy bin containing the
Humble/Arai configuration.
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V. TERSOFF POTENTIAL RESULTS

In Paper I it was shown that the overall self-interstitial
cluster morphological evolutions predicted by EDIP, Tersoff,
and to a lesser extent SW, were essentially consistent. The
primary discrepancy that was noted between the EDIP and
Tersoff results was that Tersoff appeared to favor the forma-
tion of �100� and some �113� defects at zero applied stress
and low temperature while EDIP requires applied tension
before stabilizing any �113� defect precursors �i.e., LIDS�.
Here we compare the formation energy probability distribu-
tions for the four- and eight-interstitial clusters in order to
explain this difference.

The Tersoff-generated formation energy PDFs for the
four- and eight-interstitial clusters at 1900 K are shown in
Fig. 11. Both 0 and +3 GPa compressive pressure �1% com-
pressive strain� cases are considered. In the four-interstitial
case, the compressive stress does not appear to substantially
reduce the probability of observing the Humble/Arai con-
figuration ��E=8 eV� although small shifts in the probabili-
ties of higher energy configurations are observed. This is in
contrast to the EDIP case �Fig. 4�a��, where +3 GPa hydro-
static compression led to the disappearance of the Humble/
Arai peak in the PDF. On the other hand, the eight-interstitial
cluster behavior is qualitatively similar to that of the EDIP

case, whereby the peaks associated with Humble/Arai con-
figurations and �110
-oriented interstitial chains �LID precur-
sors� are substantially reduced by the application of com-
pression.

Overall, the effect of stress on the density of states ob-
served in the EDIP case is reproduced in the Tersoff calcu-
lations indicating that this is a general phenomenon. How-
ever, the dominance of the Humble/Arai configuration for the
four-interstitial cluster in the Tersoff model appears to be
more pronounced than that in EDIP, which explains the in-
creased propensity to observe �100� and �113� related struc-
tures in the 1900 K Tersoff simulations reported in Paper I.
These observations suggest a qualitative difference in the
potential-energy landscape roughness predicted by the two
models although a more quantitative analysis of this state-
ment would require more detailed calculations that are be-
yond the scope of the present study. In other words, the EDIP
potential landscape associated with self-interstitial clusters
may be rougher that that of the Tersoff one �i.e., containing a
larger number of local minima�, thereby making it more dif-
ficult for a single configuration to dominate even if it pos-
sesses uniquely favorable properties such as high vibrational
entropy. In both cases, compression appears to increase the
roughness of the landscape, eventually drowning out peaks
associated with special structures.

VI. A MECHANISTIC SUMMARY AND CONCLUSIONS

The results presented here and in Paper I suggest an in-
triguing mechanistic picture for morphology selection in
self-interstitial clustering in which lattice stress, and its effect
on entropy rather than energy, potentially plays an important
role. We identify two broad situations that are largely con-
sistent across both the EDIP and Tersoff potentials.

A. Low temperature and/or tensile stress

Under these conditions, special configurations of certain
cluster sizes such as nI=4 ,8 ,12 are favored over other pos-
sible rearrangements by a combination of low formation en-
ergy and large vibrational entropy. For nI=8 and 12, two
main types of distinguishable configurations are possible,
which are directly related to the formation of �113� and �100�
planar defects. The former is an elongated chainlike structure
aligned along the �110
 directions and has been discussed at
length in previous experimental and theoretical studies. The
latter is much less well studied within the silicon literature
because of the scarcity of �100� planar defect observations in
ion-implanted silicon although these are commonly observed
in diamond and germanium.11,12 This configuration is par-
ticularly favored by its high vibrational entropy because it is
comprised of an integer number of Humble/Arai building
blocks. The growth of both types of structures leads to the
eventual formation of �113� and �100� planar defects, both of
which were directly observed in the large-scale simulations
presented in Sec. III. It is not possible to extend our simula-
tions to the point at which �113� defects evolve by unfaulting
into lower energy �111� defects but previous work shows that
this transition is expected at around nI=500.3,27,56

FIG. 10. Formation volume as a function of formation energy
for four-interstitial configurations at zero pressure.
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FIG. 11. Tersoff generated �NVT MD� formation energy PDFs
for the four-interstitial �left� and eight-interstitial �right� clusters at
1900 K as a function of applied pressure: open circles—zero pres-
sure and small filled squares—+3 GPa applied pressure �approx,
1% compressive strain�.
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B. Higher temperatures with no compression

Here, the overall density of states associated with intersti-
tial clusters at most sizes �except nI=4� is sufficiently large
so as to “drown out” the special configurations that lead to
the �100� and �113� planar defects. As a result, most small
clusters assume three-dimensional amorphous configurations
up to a certain �temperature and pressure dependent� critical
size at which point they collapse into �111�-oriented planar
defects of various types including RLDs, FDLs, and PDLs,
all of which have been observed experimentally. In this
growth mode, the transition to �111� defects is much earlier
than that associated with the �113�-�111� transition suggested
in Refs. 3, 27, and 56, and �113� defects are never formed.
However, note that even at zero stress, �100� defects are still
observed because of the large vibrational entropy associated
with the Humble/Arai configuration.

Our results therefore suggest that applied stress can dra-
matically alter the pathway by which self-interstitials aggre-
gate to form the various types of cluster morphologies ob-
served in the literature. A key aspect of this mechanism is
that the stress acts by modifying the overall density of states
distribution of formation energies associated with a cluster,
rather than by strongly modifying the formation thermody-
namics of a particular cluster structure. Thus, although the
particular cluster configurations responsible for �113� and
�100� motif formation are entropically stabilized relative to
other configurations, this stabilization can become over-
whelmed by the large number of other possible �usually
higher energy� configurations. Unfortunately, our results do
not explain the apparent dearth of �100�-oriented defects in
damaged, interstitial-rich silicon; in agreement with previous
calculations, these are found to be both energetically and
now, also entropically, favorable.

A temperature-size phase diagram for the morphology of
self-interstitial clusters is shown in Fig. 12 that summarizes
much of the results obtained in the present work. Very small
interstitial clusters assume compact morphologies that ex-
hibit special stability at certain sizes. Importantly, each clus-
ter is associated with numerous possible configurations that

collectively increase the configuration entropy of the defect;
as the temperature is increased, this effect becomes increas-
ingly significant. At certain cluster sizes, one or more special
configurations are dominant because of their large vibra-
tional entropy; this effect serves to lower the overall forma-
tion free energy of these sizes. The evolution of cluster mor-
phology with size depends strongly on both temperature and
stress as shown in Fig. 12. Interestingly, the effects of both
temperature and stress are manifested through entropic
means. The latter, in particular, is worth emphasizing; stress
appears to play its role by altering the roughness of the
potential-energy landscape associated with interstitial de-
fects. Compression �and elevated temperature� appears to in-
crease landscape roughness, reducing the influence of the
special configurations that lead to the growth of �113� and
�100� rodlike and planar structures at larger sizes. As a result,
we identify conditions of temperature and stress that lead to
an unexpected direct transition between amorphous three-
dimensional configurations and planar �111� planar loops at
rather small cluster sizes.

The speculation on the possible role of stress/strain in
self-interstitial aggregation will require further study. Al-
though hydrostatic stress is generally not engineered into the
systems of interest, the implantation process itself can gen-
erate complex and transiently varying stress fields that de-
pend in a complex fashion on the implant dose, type, and
energy.29,57,58 Future work in this area might be required to
determine whether the stresses arising from implantation and
damage annealing can influence the clustering process. On
the other hand, biaxial and uniaxial stress fields are more
common and further work will be required to characterize
the effect of these fields on self-interstitial clustering. Recent
DFT calculations show that in some cases the differences
may be important and may lead to additional heterogeneities
in the cluster distribution.22

Finally, we note once again that the preceding conclusions
depend substantially on the validity of the empirical EDIP
and Tersoff potentials. It should be emphasized that all defect
structures that were generated spontaneously in the simula-
tions in Paper I are largely consistent with structures that
have been verified by high-resolution transmission electron
microscopy as well as DFT calculations. This includes the
small compact clusters �e.g., nI=4 ,8�, the elongated, rodlike
clusters �nI=8 ,12�, and the various planar structures formed
in the large-scale aggregation simulations. Comparing the
formation energies of small, compact clusters to DFT esti-
mates in Ref. 7 further demonstrate that these empirical po-
tentials are able to at least qualitatively capture much of the
general picture associated with self-interstitial clustering, if
not the precise thermodynamic properties.
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FIG. 12. �Color online� Evolution map for self-interstitial aggre-
gation as a function of cluster size and temperature. In most cases,
the effect of hydrostatic pressure is qualitatively similar to increas-
ing the temperature.
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